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Figure 6. Temporal evolutions of global capillary pressure, water pressure, and air pressure in case 2.

comparison, in each case the physical time is normalized by its own
flow time (given in Fig. 4). First, no significant difference in the evo-
lution curve of capillary pressure can be found. This may indicate that
for the four different injection rates, the water flow patterns and even
local air-water configurations are more or less the same with respect
to the same water saturation of the network. This is further confirmed
by the temporal evolutions of water distribution in the whole network
(cf. supplementary materials S1, S2, S3, and S4). Second, the frequent
fluctuation of the value of capillary pressure indicates that at the pore
scale no real steady-state liquid water transport exists in the GDL.
Third, it is seen that after breakthrough time, the global water satura-
tion stays at a constant value of around 0.55 in each case. This means
that the formed water pathways have a high capacity of removing
liquid water out of the GDL, even for an assumed current density of
500 A/cm2. It seems to be against the experimental observation that
increasing current density usually deteriorates the water flooding in
the GDL. But, it should be noted that, in this work, we assume that the
GC is free of liquid water. In reality, the GC flooding always limits the
transport of liquid water in the GDL. In other words, increasing current
density gives rise to more water coverage of the GDL surface, which
in turn increases the flooding level inside the GDL.28 Therefore, to
investigate the effect of current density (i.e. water intake rate) on water
flooding in the GDL, a GC flooding model must be coupled with the
GDL modeling. To sum up, the above case studies confirm that we can
reduce the computational effort considerably by moderately increas-
ing the water injection rate. This does not significantly influence our
understanding of liquid water transport in the GDL under the assump-
tion that the GC is free of liquid water. For instance, with our dynamic
pore-network model, it takes around 24 hours to run the case study
with a assumed current density of 200 A/cm2 on a single core of a
workstation (Intel Xeon CPU E5-2670 2.6GHz), while it takes around

120 hours for the case study with a current density of 20 A/cm2. In
the following case studies, the water injection rate corresponding to a
current density of 200 A/cm2 will be used by default, unless otherwise
stated.

Usually, in the modeling of a PEFC, the two-phase Darcy’s equa-
tion is used for the GDL.2,36 But, a few studies19,35,44 have pointed out
that the Darcy-based continuum model is not applicable to the GDL,
because the GDL thickness is comparable to the size of a representa-
tive volume element (REV).45 Moreover, our dynamic pore-network
modeling provides another evidence of the failure of the Darcy’s equa-
tion in the GDL modeling. The supplementary material S2 shows that
all invaded pore bodies experience a cyclic process of local drainage
and imbibition, along with the movement of water invading front in
the network. This implies that, under a small water injection rate (i.e.
small capillary number value), Haines jumps occurring in the water
invading front can influence liquid water transport over the whole
network. In addition, it is found that (cf. supplementary materials
S1, S2, and S3) increasing the water injection rate would increase
the frequency of the above-mentioned cyclic processes, rather than
change the water saturation and transport pathways. Obviously, this
phenomenon cannot be modeled with the Darcy’s equation. Fig. 6
shows the temporal evolutions of global capillary pressure, water
pressure, and air pressure in case 2. It is seen that the air pres-
sure and the difference between water pressure and capillary pres-
sure are negligible in the drainage process. The global dynamics of
liquid water transport in the GDL is very weak. It indicates that,
with proper boundary conditions, a quasi-static pore-network model
may be used to fast provide the information of liquid water trans-
port pathways in the GDL.26 This is further confirmed by Fig. 7,
which shows the water pathways obtained by the quasi-static pore-
network model developed by Lee et al.25,26 These water pathways are

Figure 7. Pathways of liquid water transport in the GDL, simulated by the quasi-static pore-network model developed by Lee et al.26 The invaded pore bodies
and pore throats are marked by the black color; and the information on water saturation is not given.
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Figure 8. Distributions of liquid water saturation in another two realizations (R2 and R3) at 0.6 s. The corresponding cases are case 5 and 6.

identical to those obtained by the present dynamic pore-network
model (see Fig. 4).

Fig. 8 shows the distributions of water saturation in two other
realizations (R2 and R3) at 0.6 s. Together with the water distribution
in case 2, it is seen that breakthrough locations of liquid water are
mainly determined by the pore structure of the GDL. No preferential
locations are observed under totally wet GC condition. Fig. 9 shows
the cross-section-averaged water saturation distributions along the
through-plane direction in the three realizations. The highest water
saturation is found at the MPL-GDL interface. This is due to the
assumption that the inlet water vapor fully condenses into liquid water
at the inlet. Turhan et al.13 experimentally showed a highly non-
linear through-plane distribution of liquid water with a peak near
the centre of the GDL. There would be two possible explanations to
this kind of water distribution. First, it may be due to the fact that

only a small number of water invading sites are formed at the MPL-
GDL interface.18,19 Second, it may indicate that non-equilibrium phase
change between water vapor and liquid water exists in the GDL as
an important source term for liquid water flow.13 But, to capture this
phenomenon, an advanced condensation model needs to be included
in our dynamic pore-network model which will be further studied. Up
to now, there has been much discussion on the flow pattern of liquid
water in the GDL.7,15,24 Based on the values of capillary number (10−8)
and viscosity ratio (17.5), the water flow falls in the regime of capillary
fingering.48 On the other hand, channeling flow (i.e. individual water
clusters) was also observed in some experiments.7 According to our
dynamic pore-network modeling (cf. supplementary materials S2, S5,
and S6), the flow pattern of liquid water in the pore network is found to
be developed in the following way. At the beginning, several individual
channeling clusters are formed at the bottom of the GDL, due to the

Figure 9. Distributions of cross-section-averaged water saturation along the through-plane direction in three realizations (R1, R2, and R3) at 0.6 s. The
corresponding cases are case 2, 5, and 6.
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Figure 10. Distributions of liquid water saturation at 2 s in case 7 and 8.

uniform water input there. Then, these clusters expand and merge
under capillary action while moving toward the top of the GDL.
Therefore, we conclude that channeling flow and capillary fingering
together govern the flow pattern of liquid water in the GDL.7

In the operation of a PEFC, a temperature gradient in the GDL and
an unsaturated GC condition are usually encountered.6,36 It is widely
recognized that water vapor diffusion assists with the water removal
in the GDL. It is coupled with liquid water transport by the phase
change. In this part, we mainly focus on the study of the effect of
an unsaturated GC on the liquid water distribution in the GDL. To
this aim, several assumptions and numerical treatments are used in
the model setup. First, to reduce the computational effort for liquid
water transport, the water injection rate corresponding to a current
density of 200 A/cm2 is employed. On the other hand, the diffusivity
of water vapor is increased by 100 times to in turn mimic the operating
condition of a current density of 2 A/cm2. Second, the last term in
Eq. 7 is dropped in order to eliminate the unphysical advection of
air phase due to the increased phase change rate (100 times). Third,
we assume that the GDL is under isothermal conditions. To make a

qualitative comparison with the experimental work of Boillat et al.,8

we use the following operating conditions and physical parameters.
Two case studies with the GC RH of 90% and 75% are conducted.
The cell operating temperature is set to 333 K. The phase change rate
is set to 100 m/s to ensure an equilibrium condition between water
vapor and liquid water in the GDL. Fig. 10 shows the water saturation
distributions under the two different GC conditions. The flow time is
2 s to ensure that the water flow pattern is fully developed. When the
GC RH is 90%, the left breakthrough location of liquid water vanishes
compared to the water distribution in case 2 (see the second graph in
Fig. 4). Also, a few more pore bodies under the channel are absent
with liquid water. When the GC RH is reduced to 75%, liquid water
mostly resides under the ribs while no liquid water is seen under the
channel. A strong water separation in the GDL is formed between
the ribs and the channel. Our numerical findings are qualitatively
in agreement with the in situ observations of liquid water distribution
using high resolution neutron radiography (see Fig. 4 in Ref. 8). Fig. 11
shows the corresponding distributions of cross-section-averaged water
saturation along the in-plane direction. It is seen that decreasing the

Figure 11. Distributions of cross-section-averaged wa-
ter saturation along the in-plane direction at 2 s in case
2, 7, and 8.
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Figure 12. Distributions of water vapor concentration at 2 s in case 7 and 8.

GC RH reduces the water flooding under the channel drastically,
because most water can be removed out of the GDL in the vapor form.
But, there is much less impact of the GC RH on the water flooding
under the ribs because of the transport limitation of water vapor.
This can be further confirmed by Fig. 12 which shows the water vapor
distributions in the network. Large concentration gradients exist under
the channel, while the area under the ribs is nearly saturated with water
vapor.

Finally, the results of the case study with a 3D pore-network struc-
ture are presented. The 3D pore network has 9600 pore bodies and
24800 pore throats, representing a GDL with the dimensions of 250
μm, 1000 μm, and 500 μm in the X, Y, and Z directions, respectively.
The same pore-size distribution as for the 2D pore network is used.
The through-plane permeability of the generated 3D pore network is
1.02 × 10−11 m2. The water injection rate corresponding to a current
density of 1000 A/cm2 is used for reducing the computational effort.
The totally wet GC condition is considered. This 3D case study is
aimed to gain a more realistic picture of liquid water transport in
the GDL as well as confirm the findings obtained from the 2D pore-
network modeling. It takes around 120 hours to run this case study on
a single core of the workstation. From Fig. 13, it is seen that the global
water saturation reaches a steady-state value of around 0.312, which is
much smaller than that in the 2D pore-network modeling. Obviously,
this is because in a 3D porous structure it is much easier for liquid
water to invade toward the exit of the GDL. Similarly, as shown in
Fig. 14, the in-plane cross-section-averaged water saturation is much
lower than that in the 2D modeling, except at the inlet region. From
Fig. 15, we can observe a number of breakthrough locations in the
middle and sides of the GC. Highly nonlinear local water saturation
distribution indicates local drainage and imbibition everywhere in the
domain. This is further confirmed by the temporal evolution of water
saturation in the network (cf. supplementary material S7). In addition,
from supplementary material S7, we observe periodic burst flow of
several water clusters at the breakthrough locations, after the water
flow pattern is formed in the GDL. This is very similar to the experi-
mental observation in Ref. 9, which was called the eruptive transport
of liquid water near the GDL-GC interface. But, it is worth noting
that, in their experimental study, the growth of water droplets in the
GC was present, which is expected to enhance the dynamics of water
eruptive transport in the GDL and increase its periodic time.9

Figure 13. Temporal evolution of global water saturation for the 3D pore
network in case 9.

Figure 14. Distribution of cross-section-averaged water saturation in the
through-plane direction at 0.1 s in case 9.
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Figure 15. Distribution of water saturation in the 3D pore network at 0.1 s in
case 9.

Conclusions and Future Perspectives

A novel dynamic pore-network model is developed to study water
transport in GDL. It also can model the phase change between liquid
water and water vapor. Several important transport mechanisms of
water in the GDL are numerically illustrated. First, it is found that,
in invaded pore bodies, cyclic processes of local drainage and imbi-
bition prevail in the network over the whole flow process. Therefore,
no steady-state water transport at the pore scale exists in the GDL.
This also indicates that the traditional Darcy-based continuum model
is not applicable to the GDL. Second, our case studies show that
channeling flow and capillary fingering together govern the formation
of water flow pathways in the GDL, which are also observed in in
situ experiments. Third, periodic eruptive water transport is captured
near the GDL-GC interface. Under a dry GC condition, water vapor
diffusion plays a dominant role in removing water out of the GDL. A
strong water separation in the GDL is formed between the ribs and
the channel.

To gain more insights into water transport in the GDL, several
improvements for the present dynamic pore-network model should
be pursued. First, the feature of mixed wettability of the GDL should
be considered, which is usually due to an imperfect surface coating
and the aging of the GDL. Second, the contact angle hysteresis in a
pore body may play an important role in local water dynamics, due to
the fact that cyclic processes of local drainage and imbibition prevail
during liquid water transport in the GDL. Last but not least, water
dynamics in the GC should be considered, in order to study its effect
on water transport in the GDL.
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Appendix: Constitutive Equations and Numerical
Implementation Used in the Dynamic Pore-Network Model

Constitutive equations.—In the present pore-network model, the primary unknown
variables are mixture pressure, p̄i , water saturation, sl

i , and water vapor concentration,
Cwv

i . Once the mixture pressure and water saturation are known, the individual phase

pressures are calculated by:

pg
i = p̄i − sl

i pc
i [A1]

pl
i = p̄i + (

1 − sl
i

)
pc

i [A2]

where the capillary pressure in a cubic pore body is calculated by a fitted formula:37

pc
i = 2σgl cos θ

Ri
{
1 − exp

[−6.38
(
1 − sl

i

)]} [A3]

where σgl is the air-water surface tension, and θ is the static contact angle of air in the
GDL.

A capillary pressure needs to be assigned to a pore throat once it is invaded and both
phases are present. It is assumed that the capillary pressure in a pore throat is equal to
the capillary pressure of the upstream pore body. It is assumed that a pore throat will be
invaded by liquid water, when the capillary pressure in a neighboring pore body becomes
larger than the entry pressure of the pore throat. The latter can be calculated by:41

pc
e,i j = σgl

Ri j

⎛
⎝ θ + cos2θ − π

/
4 − sin θ cos θ

cos θ −
√

π
/

4 − θ + sin θ cos θ

⎞
⎠ [A4]

when the capillary pressure in a pore throat is smaller than a critical value of capillary
pressure there, the corner interfaces become unstable. As a result, all liquid water will
recede into neighboring pore bodies. This phenomenon is called snap-off. Neglecting the
dynamics of contact angle, the criterion for snap-off in a pore throat with square cross
section is given as:42

pc
i j ≤ σgl

Ri j
(cos θ − sin θ) [A5]

In the drainage process of air by liquid water, a pore throat will be occupied by either
single phase (i.e. air phase) or two phases. In the case of single-phase occupancy, the flow
area of air phase in the pore throat is Ag

i j = 4R2
i j . Then, its conductance is given by:

K g
i j = (Ag

i j )
2

8πμg Li j
[A6]

In the case of air-water occupancy, the flow areas of air and water are, respectively,
given as:41

Ag
i j = 4r2

i j

[
cos θ

sin
(
π

/
4
) cos

( π

4
+ θ

)
−

( π

4
− θ

)]
[A7]

Al
i j = 4R2

i j − Ag
i j [A8]

where ri j is the radius of the curvature of air-water interface in the pore throat given by
ri j = σgl cos θ/pc

i j . Then, the conductance of each phase is calculated as:27

K g
i j = Ag

i j r
2
i j

βμg Li j
, K l

i j =
(

Al
i j

)2

8πμl Li j
[A9]

where β is a dimensionless resistance factor determined by the contact angle and the
half corner angle of the cross section of a pore throat. Its full expression can be found
in Ref. 43.

Inside a cubic pore body, the interfacial area between air and water includes two parts,
namely, corner interfaces, and main terminal menisci. Its derivation and full expression
can be found in Ref. 37. Finally, the diffusivity of water vapor is empirically calculated
by:2

Dwv
i j = 0.2982 × 10−4

(
T

333

)1.75 (
101325

pg

)
[A10]

Numerical implementation.—In each time step, the r.h.s. of mixture pressure Equation
7 is calculated by the values at last time step. Combing Equations 3–5, the discretized
form of saturation update equation is as follows:

Vi
�sl

i

�t
= −

Ni∑
j=1

[
K l

i j

K tot
i j

Qtot
i j + K g

i j K l
i j

K tot
i j

(
pc

i − pc
j

)] + rl
i

ρl
[A11]

where the total flux through the pore throat is defined by Qtot
i j = Qg

i j + Ql
i j , and the total

conductance of the pore throat is defined by K tot
i j = K g

i j + K l
i j . In the explicit scheme, the

r.h.s. of Eq. A11 is calculated by the values at last time step. But, this would give rise to
the numerical instability for small capillary number values. Instead, we can approximate
the capillary pressure difference in the following way:37

pc
i − pc

j = ∂pc
i j

∂sl
i j

(
sl

i − sl
j

)
[A12]

where ∂pc
i j /∂sl

i j is calculated from the upstream pore body. It is noted that Eq. A12 will
be a good approximation when the variation of pore-body sizes in the network is small,
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which is just the case for the GDL pore network (see Fig. 2). Combing Eq. A11 and
Eq. A12, the final form of the discretized equation of water saturation is given as:⎛

⎝ Vi

�t
+

Ni∑
j=1

K g
i j K l

i j

K tot
i j

∂pc
i j

∂sl
i j

⎞
⎠(

sl
i

)t+�t −
⎛
⎝ Ni∑

j=1

K g
i j K l

i j

K tot
i j

∂pc
i j

∂sl
i j

⎞
⎠ (

sl
j

)t+�t

= Vi

�t

(
sl

i

)t −
Ni∑
j=1

K l
i j

K tot
i j

Qtot
i j + rl

i

ρl
[A13]

where the superscript t + �t denotes the value at current time step, the superscript t
denotes the value at last time step. All other quantities are calculated from last time step.
Here, this scheme is called the semi-implicit scheme.37

The fully implicit scheme is used for the discretization of water vapor transport
Equation 9. Its final form is given as:⎧⎨

⎩ V t+�t
i

�t
+

Ni∑
j=1

[
max

(
Qg

i j , 0
)

+ Bi j

]⎫⎬
⎭ (

Cwv
i

)t+�t

+
Ni∑
j=1

[
min

(
Qg

i j , 0
)

− Bi j

] (
Cwv

j

)t+�t = V t
i

�t

(
Cwv

i

)t − rl
i [A14]

where Bi j = Dwv
i j Ag

i j /Li j

The determination of the time step in a two-pressure dynamic pore-network model
is very important to the numerical stability. Also it needs to comply with the physics of
liquid water flow in the GDL. First, we introduce the minimum wetting phase saturation
sg

i,min in a pore body as follows. It is impossible to displace the wetting phase from the
corners of a cubic pore completely. Thus, we assume that each pore body has a minimum
wetting saturation that depends on the imposed global pressure difference pglobal as well
as the blockage of the invading fluid (i.e. liquid water). The capillary blockage of the
invading fluid in a pore body, pc

i,block , is defined to be the minimum entry pressure of all
pore throats that are connected to this pore body and not yet invaded. So, with the help of
Eq. A3, the local minimum air saturation in a pore body is defined as:

sg
i,min = − 1

6.83
ln

[
1 − 1

Ri

2σgl cos θ

min
(

pglobal , pc
i,block

)
]

[A15]

Then, the time step is determined by the time of filling of pore bodies by air or water
phases. In the model, we allow for the local drainage and imbibition. So, we calculated
�ti for all pore bodies by:37

�ti =

⎧⎪⎪⎨
⎪⎪⎩

Vi
ql
i

(
1 − sl

i − sg
i,min

)
f or local drainage, ql

i > 0

Vi
ql
i

sl
i f or local imbibi tion, ql

i < 0
[A16]

where ql
i is the accumulation rate of liquid water which is calculated by the first term of

the r.h.s of Eq. A11, with the approximation of Eq. A12. Finally, the global time step of
the pore-network model is given by:

�t = min (�ti ) [A17]

It is noted that a truncation criterion of 10−6 is used for saturation when it is very close to
the minimum wetting saturation or unity.
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