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Abstract. This paper revisits the ongoing discussion on the importance of agglomeration
externalities – specifically specialization, diversity and competition effects – that may contribute
to innovation, productivity and urban employment growth. Previous meta-analyses suggested that the
evidence on agglomeration externalities is strongly context-specific. Expanding an earlier analysis of
31 articles, we seek to draw in this paper more robust conclusions by means of the statistical evidence
for agglomeration externalities presented in 73 scientific articles, all building on the seminal work
of Glaeser et al. (1992). Our results confirm that the heterogeneity among studies is huge and can
only be partially accounted for by means of an ordered probit analysis. Additionally, some evidence
of publication bias is found. We conclude that the conventional lines of inquiry in this literature may
now have reached strongly diminishing returns. New lines of inquiry, using rich micro-level data on
firms and workers, dynamic general equilibrium models at the macro level, more attention for spatial
and temporal variation in the impacts of agglomeration, and further investigations into the spatial
scope of externalities are promising avenues for further research that can enhance our understanding
of how agglomeration externalities continue to fuel our increasingly urbanized world.
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1. Introduction

Researchers, and the general public alike, are fascinated by the ever-increasing urbanization of the
world’s population. It is well known that the world’s urban population has exceeded half of the total
population since 2008 and that two thirds of the world population are expected to live in cities by
the middle of this century. Of course not all cities are prospering everywhere: population ageing and
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deindustrialization in parts of the developed world have led to some cities facing demographic and
economic decline. Nonetheless, the emergence of many new mega cities in the developing world and the
increasing economic and demographic dominance of many large cities in developed nations are generally
seen as major drivers of global economic prosperity and wellbeing. This has prompted authors such as
Glaeser (2011) to refer to this global transformation as the “triumph of the city”. Urban agglomeration
– in which economic benefits are reaped from production and consumption activities taking place in
dynamically diverse, geographically concentrated, and fiercely competitive, urban spaces – appears to be
one of the key drivers of growth and well-being in the 21st century.

But how important are such agglomeration effects? The seminal contribution by Glaeser et al. (1992)
sparked a large volume of empirical research that has tried to identify the roles of industrial concentration
and specialization (Marshall-Arrow-Romer or ‘MAR’ externalities, originating from Marshall, 1890),
economic and social diversity leading to cross-sectoral spillovers (Jacobs externalities, after Jacobs,
1969), and the intensity of competition (Porter externalities, after Porter, 1990). However, this research
endeavour has only been partially successful. Glaeser (2000) concluded that the relative importance of
such externalities remains largely unresolved and more recently Glaeser and Gottlieb (2009) concluded
that estimating the magnitude of agglomeration economies is difficult.

Given the large number of empirical estimates of agglomeration externalities reported in the literature, it
is not surprising that this prompted several surveys and meta-analyses. Beaudry and Schiffauerova (2009)
reviewed 67 articles and found, based on simple frequency counts of the different types of evidence,
that about 70% of these studies show evidence of MAR externalities (a positive impact of specialization)
whereas about 75% suggest that Jacobs externalities matter (a positive impact of diversity). A much
smaller set of studies informed additionally on the benefits of competition. Beaudry and Schiffauerova
conclude that the wide range of results that they find can be attributed to several measurement and
methodological issues.

However, to see how such issues matter quantitatively requires a formal meta-regression analysis, for
which several econometric procedures have now become widely known and applied; see, for example,
Stanley and Doucouliagos (2012), Ringquist (2013) and Poot (2014). Melo et al. (2009) apply OLS and
random effects meta-regression analysis to 729 elasticities (from 34 studies) of urban outcomes with
respect to agglomeration measures. They find an average density elasticity of 0.058, which is consistent
with Rosenthal and Strange’s (2004) prediction that doubling urban population increases productivity
by between 3% and 8%. Nonetheless, Melo et al. (2009) conclude that the size of the agglomeration
externality is rather context specific. Additionally, their study does not inform on the differential impacts
of specialization, competition and diversity in these agglomeration effects. To address the latter issue,
we applied in De Groot et al. (2009) meta-regressions in the form of ordered probit models to estimate
what determines the statistical significance of the different types of agglomeration externalities. We used
393 different estimates from 31 articles in the ‘growth in cities’ literature that emerged following the
publication of the seminal paper by Glaeser et al. (1992).

We found, consistent with other surveys and meta-analyses, that there is considerable temporal, sectoral
and spatial heterogeneity in the effects of specialization, competition and diversity on urban growth. The
question therefore arises whether a larger sample would provide more definitive answers, or at least give
some indication of what kind of evidence would inform policies concerned with urban growth. In the
present paper we seek to draw more robust conclusions from this literature by means of the statistical
evidence for agglomeration externalities presented in such a larger sample: 73 scientific articles that
yielded 787 estimates of the statistical significance of agglomeration externalities on growth. These are
referred to as ‘effect sizes’ in meta-analysis. These cover not only more recent results, but also a wider
range of cases in terms of sectors and (developing and developed) countries.

For each type of externality we identify how various aspects of primary study design, such as the
adopted proxy for growth, the data used, and the choice of covariates influence the outcomes. Given the
heterogeneity of the 73 studies in this non-experimental literature, there is no common dimensionless
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measure such as an elasticity that can be used to identify between-study variation for each type of
agglomeration externality. We therefore gauge the strength of the evidence by means of the reported
statistical significance and link these effect sizes to study characteristics by means of an ordered probit
analysis. There have been several other precedents for such an approach, including our earlier paper
(De Groot et al., 2009) but also the study by Card et al. (2010) on the effectiveness of active labour
market policies and Koetse et al. (2009) on the impact of uncertainty on investment behaviour. However,
additionally we run meta-regressions of reported t-statistics, and of the corresponding Fisher’s z-statistics,
on study characteristics. This constitutes a useful robustness check of our main findings. The statistical
significance of various study characteristics in the meta-regressions highlights again the heterogeneity of
the empirical research in this field and the impact of the observed heterogeneity on the findings.

Broadly speaking, our effect sizes are most supportive of the positive impact of competitive forces
in the urban economy when we simply measure the share of studies that yield positive and statistically
significant results. With respect to the impact of specialization, positive and negative impacts appear to
be equally prevalent. A sizeable amount of evidence also points to the positive impact of diversity. Thus,
our meta-analysis of nearly a quarter-century of research on this topic appears to reinforce the conclusion
of Glaeser et al. (1992), as we find that up to 50% of the literature concludes that local competition and
urban variety rather than regional specialization encourage employment growth in industries. The aim
of this meta-analysis is to replace these observations based on simple vote counting by formal statistical
analyses that enable us to identify the sources of heterogeneity and disparate conclusions in previously
obtained results.

Our results suggest that specialization impacts more positively on lower density places, which are
likely to be mid-sized manufacturing-oriented cities; and that the specialization effect is stronger when
growth is measured in terms of output. In regressions that focus on patents or innovations, the positive
effect of specialization is stronger, while for competition it is the opposite. Diversity externalities impact
positively on urban growth throughout the world especially in more recent times, and particularly in
Asia (as compared to Europe). Studies that were published more recently tend to be more supportive of
specialization externalities and less of diversity externalities. We will argue that this suggests the presence
of publication bias among more recent studies.

We conclude that the conventional lines of inquiry in this literature may now have reached strongly
diminishing returns. New lines of inquiry, using rich micro- and multi-level data on firms and workers (e.g.,
Van Oort et al., 2012), dynamic general equilibrium models at the macro level (Davis et al., 2014), more
attention for spatial and temporal variation in the impacts of agglomeration, and further investigations
into the spatial scope of externalities are promising avenues for further research that can enhance our
understanding of how agglomeration externalities continue to fuel our increasingly urbanized world.

In the next section, we concisely review the research strategies that have been adopted in the empirical
literature to estimate the impact of agglomeration externalities on (urban) growth and development.
Section 3 describes the dataset underlying our meta-analysis. Section 4 provides a descriptive summary
of the studies and discusses the results of the meta-regression analyses. The final section sums up and
suggests ways in which this literature can be fruitfully developed further.

2. Measuring the Growth Impact of Agglomeration Externalities

Glaeser et al. (1992) posited that the composition of labour inputs in a city provides proxies of measures
that might be indicative of MAR, Porter and Jacobs externalities. Urban growth is in their model measured
by employment growth. It is assumed that labour mobility is costless and therefore represents the force that
leads to spatial equilibrium. In each region, industry-specific measures are constructed for specialization
and competition. Glaeser et al.’s diversity measure also varies across industries: they use the fraction
of region r’s employment in the five largest industries other than industry i. Most subsequent studies,
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however, do not measure diversity in an industry-specific way. It should also be noted that in this model
spatial dependence is not explicitly taken into account by means of spatial econometrics. Some later
studies model spatial dependence more explicitly (e.g., Duranton and Overman, 2005; Jofre-Monseny,
2009).

Glaeser et al. (1992) argue that the way in which specialization, competition and diversity affect urban
growth depends on the externality theory considered. For example, specialization has under MAR-type
theories of agglomeration externalities a positive impact on productivity. Moreover, in these theories
innovation is typically undertaken by large and dominant firms that can internalize the knowledge
externalities. The impacts of competition and of diversity on growth are then negative. Porter (1990)
views specialization and competition as positive agglomeration forces, but not diversity, as it reduces
the benefits from industrial clustering. In contrast, Jacobs (1969) emphasized the positive impact of
competition and diversity, while downplaying the benefit of specialization.

Glaeser et al. (1992) assume a simple Cobb-Douglas production function, and wages that are set
equal to the value of the marginal product, and such that they equilibrate labour markets spatially. These
assumptions can be easily shown to lead to a regression equation in which the growth in employment in
industry i and region r is a function of national real wage growth (a negative effect), national trends in
technology and prices, industry fixed effects and measures of specialization, competition and diversity
(see, for example, De Groot et al., 2009).

In order to test the empirical relevance of various agglomeration externalities, a dataset was constructed
of growth rates of employment in a range of US Metropolitan Statistical Areas (MSAs) and mature
industries. Overall, the results of the Glaeser et al. study appear particularly consistent with the Jacobs
perspective. The effect of specialization as proxied by the location quotient of the city-industry was
significantly negative.

The study by Glaeser et al. (1992) was extended in many directions. It has been applied to different
countries and time periods, at different levels of spatial aggregation. Moreover, different proxies for the
externalities have been used, growth has been operationalized in different ways, different estimation
techniques have been used, etc. Not surprisingly, these different approaches have led to different
conclusions on the relevance of the various externalities in explaining growth. This literature has been
previously summarized qualitatively and quantitatively by Beaudry and Schiffauerova (2009), De Groot
et al. (2009), Melo et al. (2009) and Combes and Gobillon (2014). The aim of the remainder of this paper
is to provide an updated quantitative synthesis of all of the studies we could retrieve, representing most of
the studies conducted (even including some from the non-English literature). We report robust findings
on the sources of variation in the observed outcomes and draw conclusions regarding the research agenda
that can push this literature forward.

3. Selection and Characterization of Studies

As noted in the introduction, the present paper expands substantially an earlier meta-analysis (De Groot
et al., 2009), which incorporated only 31 papers instead of the current 73. The much larger sample
was achieved by inclusion of papers that became available after the analysis for the 2009 paper was
completed, and also because other researchers kindly notified us by e-mail of further studies that had
been missed out.1 Additionally, we improve the analysis by removing a type of heterogeneity that had not
been addressed in the previous paper, namely the extent to which effect sizes came from broadly or very
narrowly defined industries. Some studies performed separate regressions for one specific sector or a set
of sectors. These include highly specific cases, such as the knitwear, apparel or aerospace industries. The
heterogeneity among sector-specific regressions is large because these sectors cover a wide range of sizes
and different stages of the industry development cycle (Neffke et al., 2008). Comparing them could lead
to imprecise results with respect to identifying salient factors that influence study outcomes. Of course
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such heterogeneity can be partially controlled for by introducing sector dummies in meta-regressions.
Even though some of these dummies were not statistically significant at the 5% significance level in
such regressions,2 their presence may influence the precision of the coefficients of other explanatory
variables (referred to as moderator variables in this literature). Fortunately, the expanded dataset that we
compiled for this paper allows us to combine a relatively large number of more homogeneous effect sizes
obtained from primary studies that used economy-wide or total manufacturing data. Results for the more
heterogeneous set of effect sizes are available in an online Appendix3 and can be directly compared with
the previous results obtained with the smaller dataset in De Groot et al. (2009).

In conducting the meta-analysis, we followed the guidelines laid down in Stanley et al. (2013).
In order to acquire a systematic and representative set of journal articles, we used Web of Science
(www.isiknowledge.com) to select all articles that cited either Glaeser et al. (1992) or both Porter (1990)
and Jacobs (1969).4 This selection method resulted in a well-defined list, collected in a quick, efficient,
and reproducible manner. A consequence of this selection procedure is that it resulted in a list containing
only journal articles. Hardly any (as yet) unpublished articles, books or book chapters were included.
Furthermore, Web of Science has a bias towards journals written in the English language. To reduce these
two disadvantages of our selection method, we used the technique of snowballing, viz. carefully scanning
through the references of the articles included, to find additional studies, and we made use of notifications
by colleagues of relevant papers to be added to our earlier analysis.

We chose to include in our database only those articles which adopted a quantitative approach and
included (equivalents of) the three variables for specialization, diversity and competition that Glaeser et al.
(1992) introduced. In some cases one or two of the three variables were omitted from a regression; most
often this was a competition measure. In total, 73 articles were found to match Glaeser et al.’s methodology
to a sufficient degree, yielding 787 different estimates.5 The subset of studies using economy-wide or
total manufacturing data is of course smaller but still contains 384 estimates from 188 regressions in
45 articles. We included articles with different dependent variables, and our approach implicitly builds
on the assumption that all studies – regardless of the exact definition of their dependent variable – are
informative on how agglomeration externalities impact on urban growth. However, we control for the type
of dependent variable in the primary regression (growth in employment, output, productivity, patents,
etc.) to test whether the choice of dependent variable mattered for statistical significance.

The studies use a wide range of proxies for measuring specialization, competition and diversity. Many
studies follow Glaeser et al. (1992) in their choices, at least partly, but some other trends can be observed
as well. For example, a large number of studies follow Henderson et al. (1995) in using a Hirschman-
Herfindahl index for diversity. Beaudry and Schiffauerova (2009) give excellent overviews of the different
types of proxies used in the literature. We capture the main variants through a series of dummies, to test
whether different proxies lead to different outcomes.

The studies show considerable variation in the direction and statistical significance of the effects found.
Table 1 provides information on the studies included, the country and spatial unit to which the analysis
pertains, the number of regressions provided by each study, whether the study uses sectoral or economy-
wide data, and the definition of the dependent variable. It also shows the conclusions found for each
of the three agglomeration variables. We see a great variety of results and it is certainly not clear from
simple inspection of Table 1 whether the empirical literature is more supportive of MAR, Jacobs or Porter
externalities. We therefore turn to a formal meta-analysis in the next section.

4. Meta-Analysis

Following, for example, Card et al. (2010) we first categorize all the available effect sizes into three
classes, viz. significantly negative, insignificant and significantly positive (adopting a significance level
of 10% throughout). These frequency tabulations are depicted in Figure 1. The top half refers to the
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(a) Economy-wide and total manufacturing studies 

(b) All studies 
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Figure 1. Characterization of Study Findings.

studies using economy-wide or total manufacturing data, the bottom half includes also studies that run
regressions for specific sectors only. The relative frequencies tell the same story across the two datasets.
Because our main meta-regressions concern the more homogeneous studies that use economy-wide or all
manufacturing data, we will focus more closely on those.

Several results emerge. First, regarding specialization there is no clear-cut evidence in the literature
regarding its impact on the growth of cities. Although only 20% of the available estimates are statistically
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Figure 2. Distribution of t-values.

insignificant, the significant results are strongly divided between negative and positive effects (and almost
equally so for the case of “all studies”). Regarding competition, we see that close to 50% of the estimated
effect sizes are positive and significant in the case of Figure 1a and more than 50% in the case of
Figure 1b. For diversity, finally, a little less than half of the estimates are statistically insignificant. Out
of the significant ones, however, a large majority points at a positive effect of diversity on urban growth.
Overall, the support for Jacobs’ hypotheses is relatively most convincing and Glaeser et al.’s (1992)
overall conclusion of the importance of competition and diversity has not been overturned.

Ideally, we would have used an effect size that measures “economic significance”, such as an elasticity,
rather than “statistical significance” to gauge the relative effects of specialization, competition and
diversity. In the research under consideration, however, the heterogeneity in terms of both the dependent
variable as well as the proxies used for our key variables of interest is so large that it is not feasible to
construct a common metric to characterize the available empirical evidence (as doing so in homogeneous
subcategories would result in rather small samples). Instead, we have chosen to focus on the reported or
calculated t-values.6 The distribution of these t-values is given in Figure 2, again excluding studies that
focused on one narrow sector only. Note how the values for competition and diversity centre around zero.7

For specialization, there appears to be some density “missing” around zero, which may be indicative of
publication bias in which insignificant results are less likely to be published.

Before we consider the extent to which study heterogeneity impacts on these frequency distributions, it
should be noted that sample size is of course an important determinant of statistical significance. Allowing
for between-study unspecified heterogeneity, the hypothesis of the mean weighted effect size being zero
is only rejected for diversity. This again confirms the importance of diversity. Statistical details and the
associated funnel plots can be found on the website.8

Taken together, the descriptive results of our meta-analysis tend to re-confirm the conclusions in Glaeser
et al. (1992). The literature supports the presence of positive effects of diversity and competition on urban
growth, whereas the results regarding the effects of specialization are more ambiguous. This conclusion
was also drawn by Beaudry and Schiffauerova (2009) in a much more detailed form of “vote counting”
(based on frequency distributions of results) than we have reported above. However, the question arises
in what ways the distribution of results is driven by the design of the primary studies. Meta-regression
techniques can identify differences between studies that can have a discernible impact on the results.

Some of these differences are listed in Table 1. They relate to the way in which the dependent variable in
the analysis has been measured (viz. employment growth, output growth, productivity growth, patents or
innovations, or other measures), the level of regional aggregation and the country covered in the analysis.
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In our meta-analysis, we operationalize the characteristics of the dependent variable by means of several
dummies, which indicate whether the dependent variable is measured in terms of patents/innovations,
output, or productivity (employment is the omitted category). Some heterogeneity is also still present
in the sectoral coverage in the analysis, as we included both studies that cover the whole economy and
studies that cover only the manufacturing sector. We therefore include a dummy that indicates whether the
analysis includes the services sector.9 Thirdly, we add two variables that are not obtained from the studies
themselves but inform on the kind of cities that yielded the data in the primary studies. These variables
are the average population density and average GDP per capita of the geographical units of observation
of the primary analysis.10

A second set of factors that might affect the outcomes of the analyses concerns the regression
specification with respect to the key variables of interest, viz. specialization, competition and diversity.
If all three variables have separate impacts on urban outcomes, the omission of any of these creates
specification bias, which can be remedied in meta-analysis by the introduction of dummies that indicate
the presence or absence of variables (e.g., Koetse et al., 2010). The exact empirical operationalization can
matter. Considering specialization, it is likely to matter whether specialization is measured as a location
quotient (viz. the share of a sector in regional employment relative to the national average) or as a share in
regional employment, or absolute regional employment in a sector. For competition, different measures
are used as well, among which the number of establishments in a sector and the reciprocal of average firm
size in a sector feature most prominently. Regarding diversity, the crucial distinction is between studies
that use the share of the five largest sectors (as done in Glaeser et al., 1992), and studies that use more
continuous variables such as a relative diversity index, a Herfindahl index or a Gini coefficient. All these
differences are captured by simple dummy variables.

Other factors that we consider relate to other data and study characteristics and the presence of
additional control variables. These are the period covered by the analysis (captured by the mean year of
the analysis to which the data pertain), the length of the period covered (to distinguish between long-run
and short-run effects), the part of the world covered in the analysis,11 the inclusion of control variables
for urbanization, educational variables, wages or GDP, as well as the presence of regional dummies of
some kind.12 Moreover, we add two dummies for the estimation technique, distinguishing firstly between
panel and cross-sectional approaches, and secondly between static and dynamic approaches.13 We also
check whether the use of micro-data (using data on individual firms or on employees) makes a difference,
as Van Oort et al. (2012) suggest and as evidenced by, for example, Combes et al. (2008) and Groot
et al. (2014). Finally we include the year of publication of the study, and a dummy whether the study is a
working paper.14

We are not able to test for publication bias in the regular way, viz. by checking whether significant
results suspiciously dominate the literature through formal statistical tests (as suggested by, e.g., Stanley,
2005). This is because we are not estimating one common metric for our three dependent variables, and
because our ordered probit estimation does not allow the type of tests commonly performed. However, our
prior is that our effect sizes will not be affected much by publication bias, since we tackle three variables
at the same time, from studies where the variable of interest was sometimes yet another variable; this
would make it less likely that an unexpected result would not be published, and disappear in a file
drawer. However, we do include a dummy for working papers, and we control for the year of publication
separately from the year of the data, as in Koetse et al. (2009), to see whether there is no publication bias
at all.15 Finally we already noted that, with respect to specialization, Figure 2 suggested an unusually low
frequency of t-statistics in the neighbourhood of zero, possibly indicating publication bias.

We first estimate an ordered probit model, distinguishing between the three ordered categories that
were introduced at the beginning of this section. We use weights to take into account that studies report
different numbers of estimates (Stanley and Doucouliagos, 2013). Results are given in Table 2, which
shows explanations for the variation in the effects of specialization, competition and diversity.16 Although
the significance of the results can be interpreted ‘as is’, it is important to note that the interpretation of the
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Table 2. Ordered Probit Meta-Regression Analysis.

Dependent: categorical Specialization Competition Diversity

Characteristics of dependent variable
Data measure patents or innovations 2.643*** −1.329** 0.529

(0.887) (0.647) (0.409)
Data measure productivity 0.658 0.588 0.0752

(0.692) (0.744) (0.564)
Data measure output 2.941*** −0.673 −0.0655

(0.938) (1.015) (0.590)
Data include the service sector 0.348*** −0.329** −0.130

(0.108) (0.164) (0.0898)
Specification of key variables

Specialization included −0.528* −0.474
(0.288) (0.373)

Specialization as a location quotient −0.567
(0.427)

More specialization variables included −0.407
(0.485)

Competition included −1.251*** 0.400
(0.448) (0.304)

Competition is measured in est. per employee 2.000***
(0.666)

Competition is measured in establishments 0.604
(0.938)

More competition variables included 0.380
(0.595)

Diversity included 1.731*** 0.0570
(0.600) (0.429)

Diversity estimated using largest five 2.499**
(1.234)

More diversity variables included 1.794***
(0.585)

Other data characteristics
Population density (log) −0.436** 0.0879 0.0969

(0.174) (0.144) (0.212)
GDP per capita (log) 0.434* −0.181 0.339

(0.231) (0.445) (0.304)
Standardized mean year to which the data pertain# 0.0400 −0.437 1.267***

(0.154) (0.940) (0.447)
Length of period covered by the data (in years) −0.617* 0.457 −0.0593

(0.365) (0.510) (0.359)
Data are from Asia 0.201 2.839** 0.452

(0.716) (1.297) (0.714)
Data are from the USA 1.575* −0.359 −2.147*

(0.877) (0.679) (1.100)
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Table 2. Continued.

Dependent: categorical Specialization Competition Diversity

Presence of additional control variables
Urbanization included −1.081* 1.901*** −0.511

(0.634) (0.667) (0.430)
Educational variables included −1.626*** 1.205* 1.851***

(0.601) (0.640) (0.488)
Wages or GDP also included 0.672 0.167 1.378***

(0.620) (0.598) (0.394)
Geographical variables also included 1.745*** −0.0658 −0.538

(0.637) (0.492) (0.390)
Other study characteristics

Estimated using panel data or similar 1.090** 1.473 0.466
(0.544) (0.964) (0.568)

Static estimation −2.795*** 2.439* −0.480
(0.981) (1.300) (0.840)

Estimated using microdata −1.431*** −0.173 0.681
(0.551) (0.540) (0.451)

Working paper 0.240 2.208** −1.094
(0.620) (0.958) (0.675)

Standardized year of publication# 1.168*** −0.552 −0.754**
(0.273) (0.736) (0.358)

Limit point 1 1.416 2.578 −0.361
Limit point 2 2.185 3.511 1.586
Number of observations 144 96 144
Pseudo-R² 0.369 0.339 0.450

Notes: # The non-dummy variables are standardized in such a way that their mean is 0 and a value of +1 represents
a value one standard deviation above the mean. For the mean year to which the data pertain, one standard deviation
is 9.15 (average 1989.5); for the year of publication, it is 3.57 (average 2003.2). The regression uses weights which
are reciprocal to the number of estimates that were obtained from the same study. Standard errors are in parentheses.
Statistical significance is indicated with stars: ***, ** and * means statistically significant at the 1, 5 and 10 percent
significance level, respectively.

estimated coefficients of an ordered probit analysis is not straightforward (see Greene, 2000, p. 878).17

We therefore also estimate a weighted least squares regression model in which we take t-values for the
estimates of interest from the studies, again weighted inversely proportional to the number of estimates
obtained from each study.18 The results can be found in Table 3.19

One result that stands out immediately is something that may be referred to as a paradigm cycle,
which can lead to a form of publication bias. More recent studies, as shown by the “Standardised year
of publication” near the bottom of the table, are significantly more likely to yield negative results for
diversity, i.e. contradicting the finding of Glaeser et al. (1992), and more likely to yield positive results
for specialization. This is a common pattern in the paradigm cycle: new insights and methods, such as
those of Glaeser et al. (1992), are first confirmed by other scientists, and journal editors have a tendency
to publish these confirmations. Then, as the new views become generally accepted, publishing evidence
that confirms them becomes less interesting, and in a true Popperian fashion evidence to the contrary
is favoured by both researchers and journal editors. Our results also show that working papers, which
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Table 3. WLS Meta-Regression Analysis.

Dependent: t-values Specialization Competition Diversity

Characteristics of dependent variable
Data measure patents or innovations 2.576 −3.176 1.811*

(3.210) (2.167) (0.925)
Data measure productivity −2.682 0.353 0.190

(2.872) (4.348) (0.755)
Data measure output −6.219 4.514 −1.129

(3.999) (4.396) (1.057)
Data include the service sector 0.339 −0.341 −0.0154

(0.419) (0.493) (0.108)
Specification of key variables

Specialization included −2.914** −0.133
(1.218) (0.515)

Specialization as a location quotient 2.266
(1.951)

More specialization variables included −4.578**
(2.108)

Competition included −4.763** −0.423
(2.183) (0.353)

Competition is measured in est. per employee −3.323
(3.501)

Competition is measured in establishments 2.455
(2.937)

More competition variables included 2.921
(2.136)

Diversity included 9.467*** −1.882
(2.573) (1.754)

Diversity estimated using largest five 2.904***
(0.691)

More diversity variables included 2.466***
(0.731)

Other data characteristics
Population density (log) −1.895* 4.570** −0.733*

(1.055) (1.733) (0.366)
GDP per capita (log) −0.0664 −3.811 0.178

(1.674) (3.575) (0.399)
Standardized mean year to which the data pertain# 0.410 −3.298 0.916***

(0.707) (3.881) (0.178)
Length of period covered by the data (in years) −0.0843 0.701 0.569

(1.612) (1.620) (0.469)
Data are from Asia 3.111 −6.307 3.659***

(4.772) (8.562) (1.223)
Data are from the USA 7.803* −6.530* −0.585

(4.632) (3.654) (1.172)
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Table 3. Continued.

Dependent: t-values Specialization Competition Diversity

Presence of additional control variables
Urbanization included −0.639 5.002* 0.595

(1.986) (2.702) (0.713)
Educational variables included −5.794* 8.388** 1.646**

(3.224) (3.216) (0.644)
Wages or GDP also included −1.447 5.989 1.437**

(2.015) (3.954) (0.595)
Geographical variables also included 1.989 −0.741 −0.586

(2.212) (1.779) (0.502)
Other study characteristics

Estimated using panel data or similar 3.595 1.617 1.445
(2.776) (4.062) (0.977)

Static estimation −4.587 7.333* 1.222
(3.585) (3.873) (0.838)

Estimated using microdata −4.144* −3.915 0.582
(2.179) (2.650) (0.700)

Working paper 4.177 0.126 0.735
(3.252) (2.966) (1.014)

Standardized year of publication# 1.743 0.747 −0.966**
(1.240) (3.183) (0.464)

Constant −5.182 17.39 −4.460*
(7.709) (14.60) (2.497)

Number of observations 144 96 144
R² 0.400 0.526 0.499
Adjusted R² 0.285 0.365 0.403

Note: All notes of Table 2 apply.

have not (yet) been published, are more likely to show favourable effects of competition, which up to
now has often been the neglected third in the debate (Van der Panne and Van Beers, 2006; Beaudry and
Schiffauerova, 2009); however, the regression on t-values does not confirm this.

Let us next turn to the results regarding the characteristics of the dependent variable. Here, we test
whether measures of urban growth other than employment, which Glaeser et al. (1992) used, lead to
significantly different results. We note that studies on patents or innovations are more likely to find
significantly positive results for specialization and higher t-values for diversity, and less likely to find
positive significant results for competition. In the case of diversity, this underlines the theory of Duranton
and Puga (2001), who argue that innovation benefits from diversified or ‘nursery’ cities. On the other hand,
rents and profits that boost R&D and thereby innovation are more likely in monopolistic and oligopolistic
(i.e., less competitive) and specialized sectors.

A third set of results relate to the specification of the key variables of interest. The inclusion of other
agglomeration externalities sometimes has an impact on the estimated effects of the key variable of
interest; we were able to measure this because many studies either include only two out of the three key
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variables, or present their results in different stages, as Glaeser et al. (1992) did. Our results thus point
out the importance of studying agglomeration effects together, in order to avoid omitted variable bias.
This holds, for example, for competition in the specialization case. The in- or exclusion of the former
does significantly influence the results in this case. This is important because the debate in the literature
often boils down to Marshall vs. Jacobs (Van der Panne, 2004; Beaudry and Schiffauerova, 2009). As for
the specification, we note that t-values for diversity are influenced by the inclusion of secondary variables
that also measure related phenomena (such as related variety).

The direction or strength of agglomeration effects is not much influenced by the development stage
of a region (as proxied by GDP per capita for the period concerned). Average population density plays a
more convincing role for specialization, which seems to be stronger in less populated regions. Whether
this is a causal effect is still an open question, but the result is in line with the ‘nursery cities’ theory
(Duranton and Puga, 2001). Studies using data from Asia are more likely to find positive effects for
competition, perhaps pointing to a relationship with industrial life cycles; Table 2 also shows that US
data are less likely to find positive effects for diversity, compared to the reference category (Europe,
Australia).

A fifth set of results points at the potential importance of the time dimension. We control for the
mean year to which the data of an estimate pertain, and this provides us with a rough estimate whether
an effect is stable over time. Besides this variable, also the effect of the length of the period covered
in the analysis as well as the use of panel techniques (as opposed to pure cross-section techniques)
are indicative in this respect. For diversity, we see that the use of more recent data (in both probit and
t-value regressions) tends to increase the chances of finding significantly positive effects. This can be
interpreted as a trend for diversity effects to become stronger over time, as well as an indication of
a long-run portfolio effect of diversity. The use of panel data, which accounts for unobserved cross-
sectional heterogeneity in the primary regression, results in a higher probability to find positive effects for
specialization.

The inclusion of proxies for human capital has a downward effect on statistical significance for
specialization, and positive effects on competition and diversity, whereas the inclusion of wages or GDP
(per capita) in the source studies has a consistent effect on the results found for diversity. This is consistent
with popular notions that diverse urban areas that are attractive for high-skilled persons flourish. Finally,
we see that estimations using micro-data are less likely to find significant results for specialization. We
believe this result shows that specialization effects might be less important at the firm level, and that the
use of aggregated data can result in false positives, confusing pure agglomeration effects with sorting
mechanisms (Combes et al., 2008; Groot et al., 2014). Van Oort et al. (2012) therefore advocate the use
of hierarchical or multilevel modelling.

5. Conclusions

This paper has revisited the available empirical evidence on the importance of three externalities in
explaining urban growth, viz. MAR externalities, Porter externalities and Jacobs externalities by means
of a meta-analysis of econometric studies that capture these effects by proxies of specialization, diversity
and competition. The overall evidence of the meta-analysis based on a simple counting of conclusive
effect sizes reveals that relatively many primary studies conclude in favour of significantly positive effects
of both competition and diversity on growth. For diversity we also found the smallest share of significantly
negative findings but a large number of statistically insignificant results. The latter finding suggests that
much more needs to be done, both theoretically and empirically, to identify exactly how a diversified
urban economy yields, for example, more innovation and employment growth. No clear-cut favourite was
found for the effects of specialization, where significantly positive and significantly negative estimations
are roughly of equal number. Apparently, both effects exist, but under different circumstances. This
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underlines the value of conducting a meta-analysis that delves deeper into the sources of heterogeneity in
study outcomes.

Our main results can be summarized as follows. First, we found quite strong indications for sectoral,
temporal and spatial heterogeneity of the effects of specialization, competition and diversity on regional
growth. For example, more recent data find stronger effects for diversity, and studies using data from
less densely populated areas find specialization to be a more important factor than elsewhere. Such
heterogeneity typically remains unnoticed in primary studies, which tend to focus the analysis on a
specific region, sector or time period. It underlines, for example, the need for research focusing on the
dependency of the strength of agglomerative forces on the stage of development of the region, but also of
the sector (see, e.g., Neffke et al. 2008). Overall, our results appear consistent with those of Marrocu et al.
(2013) who find that the positive effect of diversity is particularly noticeable in the knowledge-intensive
services sector in the “old” European urban areas, while the specialization effect still impacts positively
in low-tech manufacturing in the “new” Europe.

An important question remains whether in the knowledge-driven post-industrial economy of producer
and consumer services characterized by many young and small firms, Jacobs externalities are the most
important. However, we also point out some aspects of studies which appear not to influence the outcomes,
making heterogeneous studies still comparable. This is the case for stages of development (GDP per
capita), and studies that use long or short time periods.

It is also clear that the level of regional aggregation matters for the strength with which the
agglomeration forces are operational. We therefore reiterate the conclusion of Van Oort et al. (2012)
that because the fundamental causes of agglomeration are microeconomic, micro and macro levels ought
to be modelled simultaneously. The fact that for specialization, population density (typically city scale
effects) has a negative influence on the results found, gives rise to interesting questions regarding the
transmission mechanisms through which the externalities function and it is consistent with Duranton and
Puga’s (2001) theory of “nursery cities”. More theoretical as well as empirical work investigating these
issues is warranted. We also found that including control variables on wages or GDP and education has
effects on our key variables of interest. Similar effects may be expected from factors such as social capital
and trust, risk-taking and entrepreneurship, R&D policies and institutions. More research on the role of
the latter factors in determining the strength with which agglomerative forces are operating is warranted.
Our results also suggest that more attention needs to be paid to the specification of the key variables of
interest.

We conclude that the conventional lines of inquiry in this literature may now have reached strongly
diminishing returns. New lines of inquiry, using rich micro-level data on firms and workers, dynamic
general equilibrium models at the macro level, more attention for spatial and temporal variation in the
impacts of agglomeration, and further investigations into the spatial scope of externalities are promising
avenues for further research that aims to enhance our understanding of how agglomeration externalities
continue to fuel our increasingly urbanized world.
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Online resources

The dataset and syntax files for this paper can be downloaded from the website (http://www.
henridegroot.net/datasets). An online Appendix with additional results can be downloaded as well. The
online Appendix contains:

� an ordered probit analysis of the more heterogeneous full dataset, which can be directly compared
with the previous results obtained with the smaller dataset in De Groot et al. (2009);

� marginal effects for the three estimations reported in Table 2;
� Fixed Effect and Random Effect average weighted effect sizes of Fisher z-statistics and the

corresponding 95% confidence intervals, where weights have been applied according to the number
of observations in the primary study;

� funnel plots for the effect sizes used in Table 3.

Notes

1. Foremost among these were Catherine Beaudry and Andrea Schiffauerova, who kindly sent us an
unpublished appendix to their survey article (Beaudry and Schiffauerova, 2009).

2. This was shown by running a meta-regression on the full dataset, with several sectoral dummies
covering subsectors.

3. See http://www.henridegroot.net/datasets.
4. After we agreed on the coding scheme and coded a first set of papers collectively, the remainder of

the coding was done by Martijn Smit, with help from Marten Kamphorst, whom we thank for his
contribution.

5. These estimates were derived from 398 regressions, whereby most regression equations provided
information on more than one externality. The number of estimated equations per study included
in the database varies between 1 and 22, with an average 5.5 estimates per study (see Table 1).
In our regressions a few of these estimates disappear because of missing values on some study
characteristics, resulting in a maximum of 787 observations.

6. Some studies report z-values, which we also include; some report significance levels, where we use
the threshold value to recalculate a (conservative) t-score, using the number of observations reported.

7. For some studies, exact t-values could not be calculated, for example when only significance stars
for certain p-values were given; we assumed 0.01, 0.005 or 0.001 as the adopted significance levels
in these cases. This is a conservative approach; an alternative would be to establish a median p-value
informing about the most probably p-value in view of the range within which the significance level
should be on the basis of the information provided by the stars.

8. See http://www.henridegroot.net/datasets.
9. Our broader analysis, available online, also includes a dummy whether the analysis is focused on

high-tech sectors.
10. The variable describing the mean population density of the spatial units of a study was collected

mainly from national statistical offices. We also considered the average surface area and population
size separately, but that did not lead to different results. Data for GDP are from a World Bank
dataset on Real Historical GDP, in turn compiled from World Development Indicators, International
Financial Statistics of the IMF, HIS Global Insight, Oxford Economic Forecasting, and the Economic
Research Service, all converted by the World Bank to 2005 dollars. We calculated GDP per capita
using population figures from Angus Maddison’s work.

11. We mark Asia and the USA by means of dummies, with Europe and the rest of the world as the
omitted category.

12. Regional dummies are sometimes included for exceptional regions, such as more developed parts of
a country (e.g., northern Italy) or capital regions. Fixed effects for all regions are rarely present; these
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would be incompatible with the diversity measures, which are based on the sectoral composition of
a region but normally do not (or hardly) vary by sector observed.

13. Glaeser et al. (1992) estimated employment dynamics over a long time period, but many of the patent
count analyses consider a static situation in one year, or an average situation over a few years.

14. We standardize the year of publication and the mean year of the data (so that the data for these
variables have mean 0 and standard deviation 1); for population density, GDP per capita and the
length of the period covered we take logs.

15. We also performed robustness tests to check whether specific studies overly influence the estimated
coefficients. Results are available upon request.

16. A risk in meta-analysis is that dummies for a specific specification apply only to one or two studies,
so that the dummy starts to function as a dummy for those studies as a whole. To counter this effect,
we have included only dummies that yielded a value of one in at least five different studies.

17. In order to facilitate the interpretation of the ordered probit regressions, marginal effects have been
computed, and are available in our online Appendix. These represent the change in the probability
of finding an estimate in one of the three categories in response to a change of one of the explanatory
variables. Interpretation of those results does not lead to different conclusions than those we will
draw based on the estimated coefficients reported in Table 3, and we will be looking mainly at sign
and statistical significance. Note, however, that the actual economic significance should be assessed
from relevant primary studies before drawing policy-related conclusions (cf. Ziliak and McCloskey,
2008).

18. An alternative method is to perform a transformation of the t statistics into Fisher’s z statistics and to
account for the number of observations in the primary estimates in the weights as well. This method
yields some differences in results, as there is substantive variation in the number of observations in
the primary estimates. Results are available in our online Appendix.

19. In both tables, standard errors are assumed to be cluster correlated at the study level and calculated
with the Huber-White sandwich estimator.
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