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A coupledwave–current–sediment transport beach profile model is used to simulate cross-shore sandbar evolu-
tion on the time scale fromdays tomonths comprising both rapid offshore and slowonshoremigrations. The dis-
crimination of four modes of sediment transport driven by velocity and acceleration skewness, mean currents
and slope effects allows addressing the dominant hydrodynamic processes governing cross-shore sandbar be-
havior. Acceleration–skewness-induced transport systematically results in a slow onshore sandbar migration to-
gether with a slow bar growth. Velocity–skewness-induced transport can drive onshore and offshore bar
migrations with substantially larger rates. Mean–current-induced sediment transport systematically drives an
offshore bar migration with either bar growth or decay. Slope effects essentially act as a damping term. The
water level above the sandbar crestmainly influences the sandbarmigration direction, while wave obliquity reg-
ulates themagnitude of themigration rates and is crucial to accurately simulate offshore sandbarmigration dur-
ing energetic obliquely incident waves. The inclusion of acceleration skewness is a necessary requirement to
accurately reproduce the onshore migration of shallow sandbars. Detailed inter-site comparison of best-fit
model parameters shows large differences meaning that free parameters attempt to compensate some
mispecifications of the physics in the model. Although this also applies to other existing beach profile models,
this suggests that thismodel needs further improvements including, for instance, the contribution of the injection
of breaking wave turbulence onto the bed to sand stirring.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Sandbars are ubiquitous patterns along wave-exposed sandy coasts
with their morphology reflecting the global state of the nearshore zone
(e.g. Short, 1979; Wright and Short, 1984; Lippmann and Holman,
1990; Price and Ruessink, 2011). Nearshore sandbars provide natural
protection for beaches by causing waves to dissipate away from the
shoreline through depth-induced breaking, which results in lower in-
shore wave energy. During major storms nearshore sandbars substan-
tially reduce the intensity of swash zone processes and potential
extreme wave run-up, which is the critical component to inundation
as well as dune and cliff erosion (Sallenger et al., 1985).

Sandbar behavior is one of the largest sources of morphological vari-
ability in the nearshore. During storms, intense wave breaking on the
bar crest drives strong offshore-directed currents (“undertow”) that
transport sediment seaward, resulting in rapid (O(10 m/day)) offshore
sandbar migration concurrent to erosion of the beach (e.g. Sallenger
et al., 1985; Gallagher et al., 1998). During weakly to nonbreaking, yet
sufficiently energetic, wave conditions the near-bed wave-nonlinearity
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driven bedload transport results in slow (O(1 m/day)) onshore sandbar
migration concurrent with accretion of the beach (e.g. Trowbridge and
Young, 1989;Gallagher et al., 1998). On the timescales ofweeks, sandbars
respond quasi-instantaneously to time-varying wave regimes by a rapid
offshoremigration or can follow a typical trend ensuing from a represen-
tative seasonalwave climate (Van Enckevort and Ruessink, 2003). On the
timescales of several years, sandbars sometimes exhibit an autonomous
behavior, uncorrelated with wave forcing, with sandbars describing a cy-
clic progressive net offshoremigration (e.g. Ruessink et al., 2003b, 2009).

Several model approaches have been developed to simulate cross-
shore sandbar behavior on the timescales from days to years: models
based on the break point paradigm that compute sandbar migration
from a wave-height dependent equilibrium location (Plant et al., 1999,
2006; Pape et al., 2010b), data-drivenmodels based on neural networks
(Pape et al., 2007, 2010a) and process-based, mostly wave phase-
averaged models (e.g. Roelvink and Stive, 1989; Ruessink et al., 2007;
Kuriyama, 2012; Walstra et al., 2012). The latter have recently
succeeded in simulating surfzone sandbar profile evolution on time-
scales of days and weeks (Ruessink et al., 2007; Ruggiero et al., 2009)
to years (Kuriyama, 2012; Walstra et al., 2012) with reasonable accura-
cy. However, a number of model limitations remain. For instance, most
of the existing models ignore the contribution of acceleration skewness
to the cross-shore sediment transport, although it was shown to drive a
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net onshore sediment transport (Elgar et al., 2001). A reason is that,
until recently (Ruessink et al., 2012), it was unclear how to include ac-
celeration skewness in phase-averaged beach profile models.

Overall, the respective contributions of undertow, velocity skew-
ness, and acceleration skewness, as well as those of the different
modes of sediment transport, are still not fully understood. The recent
improvements in the prediction of velocity and acceleration skewness
(Ruessink et al., 2012) as well as novel insights into the role of the
longshore current in cross-shore sandbar behavior (Walstra et al.,
2012) leave room to improve our understanding of the key processes
governing cross-shore sandbar behavior.

In this paper we develop a process-based model to simulate beach
profile evolution on timescales from hours to months encompassing
both onshore and offshore sandbar migration events at different sites
(Section 2): Duck (N.C., USA) and Egmond (The Netherlands). The new
coupled phase-averaged beach profile model is presented in Section 3.
The main differences with respect to previous beach profile models is
the inclusion of sediment transport related to velocity and acceleration
skewness using the parameterization proposed by Ruessink et al.
(2012). The results are presented in Section 4 and further discussed in
Section 5. We show that, using state-of-the art phase-averaged parame-
terizations for undertowandwavenonlinearities, cross-shore sandbar be-
havior is accurately simulated with low computational cost. We address
the impact of the water level and the angle of wave incidence on four dif-
ferentmodes of sediment transport, and in turn sandbar evolution, driven
by velocity and acceleration skewness, mean currents and slope effects.

2. Beach profile dataset

Observations of onshore and offshore nearshore sandbar migrations
at Duck (North Carolina, USA) and Egmond (The Netherlands) are used
to test our beach profile model. Below we briefly describe the beach-
profile evolution and corresponding hydrodynamic forcing. A more de-
tailed overview is given in Ruessink et al. (2007).

During a selected 10-day portion of the Duck94 experiment (Fig. 1a,
for extensive site and data set description see Gallagher et al., 1998), the
beach exhibited a single-barred profile with the bar crest in 2-m depth
and located about 100 m from the mean-sea-level shoreline. The sand-
bar migrated onshore about 12m during swell waves and subsequently
migrated about 20 m seaward in response to a 2-day series of high-
energy waves. The beach face remained steep and featureless. During
the Duck82 experiment (Fig. 1b, for extensive data set description see
Trowbridge and Young, 1989), the beach exhibited a mostly single-
barred profile with the bar crest in 3.5-m depth and located about
250–300 m from the mean-sea-level shoreline. During the 3.5-month
period, the bar moved onshore about 65 m together with a progressive
bar-trough relief reduction reaching about 50% by the end of the study
Fig. 1. Beach profiles measured during (a) Duck82, (b) Duck94 and (c) Egmond98 experiment
gradually colored. The lowest (LT) and highest (HT) tidal levels at each site over the considere
period (Ruessink et al., 2007). A weakly developed inner bar was ob-
served in about 1-m depth at mid tide. During the Egmond98 experi-
ment, a slowly evolving double-barred beach profile was observed
(Fig. 1c, for extensive site and data description see Ruessink et al.,
2000). Both sandbarsmigrated about 30m offshore during a 22-day se-
ries of high-energy waves with a progressive flattening of the outer bar.
The inner bar displayed crescentic patterns with a cross-shore ampli-
tude and an alongshore lengthscale of about 20 m and 600 m, respec-
tively. Yet, during the selected forcing period, alongshore non-uniform
effects on alongshore currents and on sandbar dynamicswere relatively
small except for the last 1–2 weeks of the Egmond98 (Ruessink et al.,
2001).

3. Numerical model

In this section we describe a one-dimensional phase-averaged
process-based model for sandy beach profile change on timescales of
hours to months. The model is composed of 3 modules for (Section 3.1)
waves, (Section 3.2) currents and (Section 3.3) sediment transport and
bottom changes. The model can be coupled with a data-model assimila-
tion module combining heterogeneous remotely-sensed video observa-
tions to inverse wave-dominated beach bathymetry (Birrien et al.,
2013), which is switched off herein. We further describe (Section 3.5)
the overall model set-up and (Section 3.6) the optimization method
used to find the best fit free model parameters for a given field site
application.

3.1. Waves

By assuming that the wave field is narrow in both frequency and di-
rection, and neglecting bottom friction, the cross-shore (x axis) distribu-
tion of the organized wave energy, Ew, is computed using the short-
wave energy flux conservation equation:

∂
∂x Ewcgcosθ

� �
¼ −Dw; ð1Þ

where cg is the wave group celerity, θ the wave angle from normal, and
Dw the depth-induced breaking-wave energy dissipation. We use a
modified wave-averaged bore-type analogy dissipation formulation
(Battjes and Stive, 1985) to computeDw, with the dissipation parameter
α= 1. Assuming a Rayleigh distribution of the wave height probability
density function (Baldock et al., 1998) the fraction of breaking waves,
Qb, reads

Qb ¼ exp − Hmax

Hrms

� �2� �
H2

max þ H2
rms

� �
ð2Þ
s. The initial profiles are represented in the black dashed lines and subsequent profiles are
d period are represented by black lines. Numbers indicate time in Julian days.
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where Hrms and Hmax are the root mean square wave height and the
maximumwave height for the Rayleigh probability density function,
respectively. Hmax is computed using the parameterization of the
height-to-depth parameter proposed by Ruessink et al. (2003a),
which reads γ ¼ 0:76kphþ 0:5. Accordingly, Hmax reads

Hmax ¼
0:88
kp

tanh
γkph
0:88

; ð3Þ

where kp is the wave number related to the peak wave frequency
computed with the dispersion relation using linear theory, and h is
the mean local water depth.

The transfer of wave-organized energy dissipation that feeds into
the roller formation is described by the roller energy flux balance equa-
tion of Dally and Brown (1995) and Nairn et al. (1990):

∂
∂x 2Erccosθð Þ þ Dr ¼ Dw ð4Þ

where Er is the roller energy, c is the phase velocity and g=9.81m/s2 is
the gravitational acceleration. Dr is the roller energy dissipation,

Dr ¼ 2gβ
Er
c
; ð5Þ

with β = 0.1 a non-dimensional dissipation coefficients.
The wave set-up, η, is computed using the depth-integrated and

depth-averaged cross-shore momentum balance equation that reads

ρgh
∂η
∂x þ

∂Sxx
∂x þ ∂Srx

∂x ¼ 0; ð6Þ

where ρ is the water density and Sxx (Srx) is the cross-shore wave (roll-
er) radiation stress computed using linear wave theory.

3.2. Currents

Detailed flowmeasurements collected on natural beaches show that
the vertical distribution of cross-shore mean currents both inside and
outside the surf zone is not depth-uniform (e.g. Garcez-Faria et al.,
2000; Reniers et al., 2004b). Outside the surf zone, boundary layer ef-
fects are important due to an enhanced eddy viscosity induced by the
dissipation of short wave energy through bottom friction. This leads to
an onshore directed velocity near the bottom known as the streaming
effect (Henderson et al., 2004). Inside the surf zone, the depth-
invariant pressure gradient induced by the wave set-up dominates the
boundary layer effects, which leads to an offshore directed mean flow.
This on/offshore variability of the mean flow orientation is crucial to
sediment transport and, consequently, to beach profile evolution.

Accordingly, we use the quasi-1DV model formulated by Reniers
et al. (2004b) which is based on the three layer conceptual model
of De Vriend and Stive (1987). The model estimates analytically the
vertical flow structure within the middle layer and bottom boundary
layer:

ρνt
∂ui

∂σ ¼ Drki
ω

−Fi 1−σð Þ for δ≤ σ ≤ 1; ð7aÞ

ρνtb
∂ui

∂σ ¼ Drki
ω

−Fi 1−σð Þ þ Df ki
ω

δ−σ
δ

� �
for 0bσ ≤ δ; ð7bÞ

with ki as the longshore and cross-shore components of the wave
number k and νt and νtb as the vertical distribution of the turbulent
eddy viscosity in the middle layer (Eq. (7a)) and the bottom bound-
ary layer (Eq. (7b)), respectively (see Reniers et al., 2004b, for de-
tails). σ = z/h is the scaled vertical coordinate such that σ = 0
and 1 at the bottom and at the surface, respectively. ω is the peak
radial frequency, Fi is the depth-invariant forcing term composed
of wave radiation stress and pressure gradients, Df is the bottom
friction dissipation, δ is the scaled bottom boundary layer width
with the subscript i = (x, y) standing for cross-shore or alongshore
direction.

As in Ruessink et al. (2007) andWalstra et al. (2012), wave breaking
is the only free surface driving force, here expressed as a shear stress, Drki

ω ,
and is the only source of turbulence in the middle layer as well. Within
the bottom boundary layer, Eq. (7b), an additional shear stress, D f ki

ω
δ−σ
δð Þ,

is included to account for short-wave energy dissipation due to bottom
friction, hence increasing the depth-averaged eddy viscosity. Fi in
Eqs. (7a) and (7b) are unknown. These terms are determined after an
integration over thewater depth,which leads to the depth-averaged re-
turn current, u, that compensates the onshore wave-induced mass flux
(including the roller) above the wave trough level, and can be directly
computed using the analytical method proposed by Reniers et al.
(2004b):

u ¼ −Ew þ 2Er
ρch

: ð8Þ

Recent laboratory observations (Reniers et al., 2004a; Dubarbier
et al., 2013) reveal that the return-flow velocities tend to have their
maximum shoreward of the bar crest. Accordingly, we use the breaking
delay concept (Roelvink and Stive, 1989), applying a triangular weight-
ed function on the time- and depth-averaged mean flow as in Reniers
et al. (2006):

ur xð Þ ¼

Z x

x−xb

xb−xþ x
0� 	
u xð Þdx 0

Z x

x−xb

xb−xþ x
0� 	
dx

0
ð9Þ

where x is the local cross-shore position and xb = λ2π/kp is the offshore
directed integration distance relative to the local wave length. The pa-
rameter λ accounts for the delay parameter which is a free coefficient
in our model (as inWalstra et al., 2012). The same procedure is applied
to the cross-shore distribution of the longshore mean flow. The depth-
averaged and delayed mean flow is used as boundary condition to
solve Eqs. ((7a) and (7b)).

In the following, the total current, u!, is decomposed into amean and
a wave component,

u! tð Þ ¼ u!δ þ eu! tð Þ; ð10Þ

where u!δ is the mean component obtained from Eq. (7b) after integra-
tion over the wave boundary layer, and eu! tð Þ is the time varying orbital
velocity specified below. Their cross-shore and alongshore components
are hereafter noted uδ; vδð Þ and eu;evð Þ, respectively.

3.3. Sediment transport

Most existing phase-averaged beach profile models simulate on-
shore sandbar migration with fair accuracy (e.g. Ruessink et al., 2007;
Walstra et al., 2012). Yet, they struggle to simulate the onshore migra-
tion of a shallow sandbar (e.g. VanMaanen et al., 2008)which can be at-
tributed to the absence of acceleration-skewness induced transport
(Hoefel and Elgar, 2003; Kuriyama, 2012). It is therefore hypothesized
that acceleration-skewness induced sediment transport is crucial to on-
shore sandbar migration and that models ignoring this process succeed
in simulating onshore bar migration through an overestimation of the
velocity-skewness induced sediment transport rates. Accordingly, here
we use a modified version of the Hsu et al. (2006) sediment transport
formula, which discriminates the contributions of intra-wave and
mean current to sediment transport, including the gravitational down-
slope sediment transport and the acceleration-skewness induced
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transport (Hoefel and Elgar, 2003; Kuriyama, 2012). The net cross-shore
sediment flux, q, is composed of the bedload transport flux, qb, the
suspended load transport qs and acceleration-skewness induced trans-
port, qa:

q ¼ qb þ qs þ qa; ð11Þ

with

qb ¼ ρ
ϵb

tanϕ
Cwbj eU! tð Þj2eu tð ÞN þ CcbjU

!
tð Þj2uδN−C f

tanβ
tanϕr

bjU! tð Þj3N
� �

;

ð12Þ

qs ¼ ρ
ϵs
ωs

Cwbj eU! tð Þj3eu tð ÞN þ CcbjU
!

tð Þj3uδN−C f
ϵstanβ
ωs

bjU! tð Þj5
� �

;

ð13Þ

where ϵb = 0.135 and ϵs = 0.015 are numerical coefficients (Bailard,
1981; Hsu et al., 2006), tanϕr = 0.63 is the tangent of internal angle
of friction, tanβ is the local bed slope, ws is the sediment fall velocity,
Cw and Cc are friction coefficients related to the contributions of waves
and combined waves and current, respectively, C f is a gravitational fric-
tion factor and

qa ¼ −Ka AuAwð Þ ð14Þ

whereKa is a calibration coefficient, Aw =ωUw is the near-bed accel-

eration amplitude with ω = 2π/Tp as the angular frequency, Uw ¼ π

Hrms= Tpsinh kh
� �� �

as the orbital velocity amplitude and Au is the ve-

locity asymmetry coefficient specified in Section 3.4, and Hrms and Tp
are the root-mean-square wave height and the peak wave period
respectively.

In the inner surf zone, Thornton et al. (1996) showed that the along-
shore mean current can be the dominant part of the total flow during a
storm event. Accordingly, Masselink et al. (2008) suggested to include
the alongshore velocity as an additional sediment-stirring component
in the total cross-shore flux, therefore the norm of the total velocity is
used in Eqs. (12) and (13).

The sediment properties are taken into account to compute the vol-
umetric sediment transport rate,

Q ¼ q
g ρs−ρð Þ 1−pð Þ ; ð15Þ

where ρs is the sediment density and p = 0.4 is the sediment porosity.
Finally, the bed level evolution, zb, is obtained by resolving the sediment
mass conservation equation,

∂zb tð Þ
∂t ¼ −∂Q

∂x ; ð16Þ

using the modified non-oscillatory central scheme of Marieu et al.
(2008) to prevent from spurious bed form oscillations when there are
steep peaks in the sediment transport rate.

3.4. Parameterization of velocity skewness Su and velocity asymmetry As

Near-bed orbital velocity data collected in the field show, from
deep to shallow water, a progressive change from a quasi-
sinusoidal, to mixed skewed-asymmetric, then to strong asymmetric
waveform. This is usually not fully taken into account in most of
phase-averaged beach profile models (e.g. Unibest-TC Ruessink
et al., 2007;Walstra et al., 2012) that only address velocity skewness.
Recently, Ruessink et al. (2012) used a large field dataset to derive a
parameterization of the free-stream non-linear wave orbital motion
that is compatible with the analytical formulation of monochromatic
intra-wave velocity proposed by Abreu et al. (2010):

j eU! tð Þj ¼ Uw f
sin ωtð Þ þ rsin Φð Þ

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1−r2ð Þp

1−rcos ωt þΦð Þ ; ð17Þ

where f is a dimensionless factor so that the velocity amplitude
equals to Uw, r is a non-linearity parameter equivalent to an index
of skewness and Φ is a waveform parameter related to the biphase.
Ruessink et al. (2012) proposed a parameterization of r and Φ as a
function of the local Ursell number, Ur ¼ 3

4
kpHrmsffiffi
2

p
kh

� �3, derived from field

measurements of orbital velocity skewness, Su ¼ beu3
tð ÞN

b eu� 	2
N 3=2

, and velocity

asymmetry, Au ¼ b H eu tð Þ
� 	� 	3

N

b eu� 	2
N 3=2

. This method is particularly appropriated

to phase-averaged wave model, as it allows estimating the cross-
shore distribution of Su, Au, r and Φ given the modeled cross-shore

distribution of Hrms, Tp and h. The resulting parameterization differs
from that derived by Kuriyama (2009) as it predicts higher skewness
values in intermediate water depth and lower velocity asymmetry
value in shallow water (high Ursell number).

For instance, Fig. 2 shows themodeled cross-shore distribution of Su
and Au versus the Ursell number, together with 3 representative esti-
mated intra-wave celerity time series. Offshore Ursell numbers corre-
spond to the combination of the wave forcing parameters (Hrms, Tp, h)
recorded during the Duck94 experiment. For a given cross-shore posi-
tion, the water level is the key factor controlling both the distribution
and the intensity of Su and As. For 0.01 b Ur b 0.8 (deep water), non-
linear effects are negligiblewhich correspond to purely sinusoidal orbit-
al velocities. For 1 bUr b 10 (intermediatewater depths), purely skewed
to mixed skewed-asymmetric orbital velocity shapes are created. Those
3 types of waveform can be observed in the vicinity of the sandbar
meaning that, across the sandbar, the respective magnitude of accelera-
tion skewness and velocity skewness is highly variable depending on
the wave and tide conditions. Interestingly enough, purely asymmetric
orbital velocities, corresponding to the dominance of bores, are system-
atically found near the shoreline in shallow water condition (Ur N 10),
that is in the inner surf zone.

3.5. Model set-up

A regular grid is considered for all the simulations. The grid cell size
isΔx=2m, and the grid origin, x=0, is situated at themean-sea-level
shoreline (z = 0). The cross-shore orientation is defined as positive in
the onshore direction. The offshore boundary of the model is located
at the offshore wave sensor that is, for Duck x = −600 m in about
7-m depth and for Egmond at x = −1800 m in about 15-m depth.
The collected wave-forcing time series (Hrms, Tp, θ) and tidal elevation
are interpolated every 30min for each site. The angle of wave incidence
was not measured during Duck82 experiment. Given that waves were
observed to have an essentially shore-normal incidence (Trowbridge
and Young, 1989), shore-normal incidence is therefore applied as in
previous Duck82 modeling (Ruessink et al., 2007). For Egmond, a con-
stant median grain sizes of 180 μm is applied while two different medi-
an grain size are used for Duck, in order to simulate the bi-modal cross-
shore distribution observed at this site. A fine grain size (170 μm) was
applied in the lower part of the profile (for h≥1:5), and a coarser
grain size (400 μm) in the intertidal and upper part. Following
Ruessink et al. (2007), the bed level changes were computed from the
offshore boundary to the location where the relative peak period, Tpffiffi

g
h

p
, exceeds 40 for the first time, in order to exclude the swash zone,

where our sediment transport approach is not appropriate. This thresh-
old value is kept constant for all simulations. However, for steep
beachface this sediment transport cut-off results in unrealistic sediment
transport due to an overestimation of the undertow that can ultimately



Fig. 2. Simulated (a) velocity skewness Su and (b) velocity asymmetry Au estimated from Duck94 forcing time series as a function of both the cross-shore position and Ursell number,
(c) the initial Duck94 profile and (d) time series of near-bed orbital velocity corresponding to representative zones indicated by the corresponding colored dots in (a,b). The red dot refers
to a region of zero velocity skewness, the blue dot to purely skewed orbital velocity and the green dot to mixed skewed-asymmetric orbital velocity.
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create spikes in the upper part of the profile. For each beach study, pre-
liminary model runs are used via optimization to find the shortest dis-
tance from the cross-shore position where the condition on the
relative peak period is satisfied in order to avoid unrealistic profile
evolution.

3.6. Optimization method

The model is characterized by a number of calibration parameters.
The friction coefficients,Cw,Cc,C f , andKa, togetherwith thedelay param-
eter, λ, are the free parameters, all the other parameters being set to
values typically found in the literature (Gallagher et al., 1998;
Ruessink et al., 2003a; Reniers et al., 2004b; Ruessink et al., 2012).
Each friction coefficient is related to a typical sediment transport
mode that drives a given sandbar behavior that will be discussed later
in the paper. The delay parameter also impacts the sandbar behavior
as it determines the onshore-shift of the maximum return flow. These
free parameters are independent (Ruessink, 2005), which allows them
to be the variables of a non-linear optimization problem. For each field
site application, the corresponding calibration parameters are found
using a simulated annealing algorithm (Bertsimas and Tsitsiklis,
1993), by minimizing the cost function,

F pð Þ ¼
X
xc ;t

obs

zmodel
b xc; t

obsjp
� �

−zobsb xc; t
obs

� �� �2
; ð18Þ

where p indicates a random combination of the free parameters, xc the
cross-shore zone where the optimization is performed, tobs the times
when observations are available, zbmodel (zbobs) the simulated (measured)
bed level. This cost function is particularly adapted to the optimization
method as it minimizes the cumulative squared difference between
modeled and observed profiles. The simulated annealing algorithm is
slow to reach convergence and needs a large amount of trials to reach
the global minimum of a system. Parallelization architecture was used

image of Fig.�2


Table 1
Synthesis of optimized parameters for each field site.

Site Cw Cc C f Ka λ

Duck82 0.00320 0.00913 0.02996 0.188. × 10−4 4.9
Duck94 0.00483 0.02002 0.01173 0.631. × 10−4 1.57
Egmond98 4. × 10−7 0.00228 0.00256 0.01. × 10−4 4.9
Duck94: Vδ switched off 0.0000077 0.02999 0.01127 1.1. × 10−4 2.15
Duck94: QKa switched off 0.01235 0.02243 0.03628 0.0 3.2
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in order to increase the number of trials in the same elapse time of a
sequential procedure. For each numerical experiment the searching
algorithm is trained over a minimum of 104 trials, covering an ex-
tended searching-space of documented values for each free parame-
ter ( 1:e−6≤Cw ≤ 3:e−2 , 1:e−6 ≤ Cw ≤ 3:e−2 , 1:e−6 ≤ C f ≤ 3:e−2 ,
1:e−8 ≤Ka ≤ 2:5e−4 and 0.5 ≤ λ ≤ 5.0). The cross-shore domain
boundaries used in each optimization procedure correspond to −
400 ≤ X ≤ −100 m for Duck82, − 150 ≤ X ≤ −50 m for Duck94
and − 300 ≤ X ≤ −30 m for Egmond98.

4. Model results

Table 1 gives the free parameters obtained with the optimization
method performed for each experiment described in Section 2. The
Fig. 3. Simulation of Duck82beachprofile evolution using the optimizedquintuplet free parame
period. Time–space diagram of simulated (c) Hrms and (d) bottom elevation with (e) correspon
indicates the simulated (measured) sandbar crest position.
Brier skill score is used as an index of model performance relative
to a baseline prediction of no change from the initial profile
(Van Rijn et al., 2003):

Skill tobs
� �

¼ 1−

X
xc

zmodel
b xc; t

obsjp
� �

−zobsb xc; t
obs

� �� �2

X
xc

zobsb xc; t
obs

� �
−zobsb xc; t

obs ¼ t0
� �� �2 ð19Þ

Positive, zero, or negative values indicate that the model prediction
is better, equal, or worse than the baseline prediction of no change. In
the following we describe separately (Section 4.1) the simulated mor-
phological evolutions for the 3 experiments and (Section 4.2) the un-
derlying physical processes governing sandbar behavior, focusing on
the Duck94 experiment.

4.1. Morphological evolution

Figs. 3, 4 and 5 show themodel results for Duck82, Duck94 and Eg-
mond, respectively. Fig. 6 focuses on specific snapshots of the simu-
lated and measured bed profile evolution, for the three experiments.
The model successfully simulates (1) the slow onshore migration
rates of 0.45 m·day−1 for Duck82 (Fig. 3) and 1.3 m·day−1 for
Duck94 (Fig. 4) and (2) the slow 1.37 m·day−1 and rapid
ters. Offshoremeasured time series of (a) rootmean squarewaveheight and (b) peakwave
ding Brier skill parameter calculated over the optimized zone. The black line (white dots)
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Fig. 4. Simulation of Duck94 beach profile evolution using the optimized quintuplet free parameters. Offshore measured time series of (a) root mean square wave height, (b) peak wave
period and (c)meanwave angle. Time–space diagram of simulated (d)Hrms and (e) bottom elevationwith (f) corresponding Brier skill parameter calculated over the optimized zone. The
black line (white dots) indicates the simulated (measured) sandbar crest position.
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37.5 m·day−1 offshore migration rates during Egmond98 (outer-
bar) and Duck94, respectively. The simulation of the prolonged on-
shore sandbar migration during Duck82 reproduces the bar-trough
relief reduction about 50% (Fig. 6a–c). Yet, the model does not simu-
late the observed upper-profile accurately (−100m b x b−10m), as
a small terrace feature is formed. However, its offshore extent is less
pronounced than for the same simulation in Fig. 8 g–i of Ruessink
et al. (2007).

Unlike previous non-coupled (Hoefel and Elgar, 2003; Henderson
et al., 2004; Hsu et al., 2006) and coupled (Ruessink et al., 2007)
morphodynamic model efforts, the onshore sandbar migration
during Duck94 is reproduced accurately with a skill index about
0.93 at the end of the sequence (t = 272.5 days) (Fig. 4f). Unlike
the sandbar shape evolution during Duck82, during Duck94 the
bar grows and tends to have an asymmetric shape with a steep
shoreward flank and a pronounced trough that are well captured
by the model (Fig. 6d–e). Despite a skill index dropping to 0.5,
the model is able to reproduce the sandbar offshore migration dur-
ing the energetic event, accompanied by a very steep seaward
flank.

The simulation on Egmond98 shows similar model performance
to that in Ruessink et al. (2007). The model reproduces a quasi-
steady offshore migration of both bars (Fig. 5e), with a decreasing
outer bar-trough amplitude (Fig. 5f–h). At the beginning of the ex-
periment, the model underestimates the offshore migration of the
outer bar (see Fig. 6g) resulting in a negative skill index. The rest of
the simulation shows a good model performance, especially for the
outer bar with a skill index higher than 0.7 at the end of the simula-
tion (Fig. 5f). Similar to Ruessink et al. (2007) and Van Rijn et al.
(2003), the largest differences between the model and the measure-
ments are found for the inner-bar evolution as the model overesti-
mates the bar amplitude, resulting in an inner-bar skill index of
0.3 at the end of the simulation (Fig. 5f). The decreasing model per-
formance is attributed to the observed change from an alongshore-
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Fig. 5. Simulation of Egmond98 beach profile evolution using the optimized quintuplet free parameters. Offshoremeasured time series of (a) rootmean squarewave height, (b) peakwave
period and (c)meanwave angle. Time–space diagram of simulated (d)Hrms and (e) bottom elevationwith (f) corresponding Brier skill parameter calculated over the entire profile (black
dots) and inner-bar (white dots). The black lines (white dots) indicate the simulated (measured) sandbar crest positions.
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uniform to a quasi-rhythmic inner-bar morphology (Ruessink et al.,
2000).

4.2. Underlying physical processes

Here we focus on the Duck94 simulation to further analyze the
underlying physical processes governing onshore and offshore
sandbar migrations. The time evolution of the cross-shore distribu-
tion of the hydrodynamics (Fig. 4) and that of the sediment trans-
port (Fig. 8) are contrasting in pattern for the three different wave
conditions: (1) low-energy swell regime (t = 266.5–271 days),
(2) low-energy wind–wave regime (t = 271–274.5 days) and
(3) an energetic wind–wave regime (t = 274.5–276.5 days).

Fig. 7 shows the time–space evolution of the hydrodynamics. During
the first stage of the first wave regime, the sandbar crest does not mi-
grate due to mostly non-breaking wave conditions across the bar.
Wave energy dissipation rate subsequently increases up to
40 N·m−1·s−1 during low tides (t=268–271 days, Fig. 7a), which ini-
tiates a slow onshore sandbar migration. During the more energetic
seas (t = 274.5–276.5 days), the dissipation rate increases up to
140 N·m−1·s−1, which is associated with a rapid offshore migration
of the sandbar.

Short-wave flow moments result from the near-bed velocity
skewness Su and asymmetry Au parameterization. Interestingly
enough, both Su and Au clearly change in pattern between swell
(Tp N 6s) and sea-wave (Tp ≤ 6s) regimes (Fig. 7b,c). During the
swell regime (t = 266.5–271 days), large skewness (Su = 0.5–0.6)
and asymmetry (Au = −0.5–−0.6) values dominate most of the
surfzone region. At high tide, maximum skewness and asymmetry
occur near and shoreward of the bar crest, respectively. In contrast, at
low tide, maximum skewness (asymmetry) is located seaward of (at)
the bar crest. During the wind–wave regime, high Su and Au values are
centered at the sandbar crest with tide modulating the magnitude.
Large skewness and asymmetry values are also systematically found in
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Fig. 6. Evolution of the measured (red dots) and modelled (solid line) cross-shore bed elevation for (a–c) Duck82, (d–f) Duck94, (g–i) Egmond98 experiments. The initial profile is rep-
resented by the dashed line.
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the inner surf zone near the shoreline. The corresponding short wave

odd flow moments bj eU! tð Þj2eu tð ÞN (noted b |unl|2unl N in Ruessink et al.

(2007)) and bj eU! tð Þj3eu tð ÞN related to short-wave induce bedload and
suspended-load, respectively, are of comparable magnitude (not
shown). The former component ranges from 0 to 0.2m3/s3 in agreement

with Hsu et al. (2006) and Ruessink et al. (2007), and bj eU! tð Þj3eu tð ÞN
ranges from 0 to 0.35 m4/s4.

The simulatedmean return flows (Fig. 7d) are very similar in pattern
to those simulated in Ruessink et al. (2007) on exactly the same bench-
mark. Although this is a good validation test case, this is not surprising
given the similarities in our wave and undertow models with those of
Ruessink et al. (2007). Of note, for significant depth-induced breaking
wave energy dissipation, the seaward flowmagnitude at the top bound-
ary is about 30% larger than the depth-integrated mean return flow.
Both offshore and in the vicinity of the sandbar crest, Uδ is onshore di-
rected, reflecting a shoreward mean Eulerian streaming flow occurring
in the boundary layer with a maximum velocity of 9 cm/s. The time-
averaged and depth-integrated alongshore current Vδ reaches 1.2 m/s
near the bar crest during the high energy seas (t = 275.5 days,
Fig. 7e), which is consistent with the values reported by Gallagher
et al. (1998).

To further address the primary sediment transport processes
driving cross-shore sandbar migration, we split the net sediment
transport into four modes related to short-wave skewness (QCw)
and asymmetry (QKa), mean currents (QCc) and slope effect (QC f ):

QCw ¼ Cw ρ
ϵb

tanϕ
bj eU! tð Þj2eu tð ÞN þ ρ

ϵs
ωs

b

���� eU! tð Þj3eu tð ÞN
� �

QCc ¼ Cc ρ
ϵb

tanϕ
bjU! tð Þj2uδN þ ρ

ϵs
ωs

bjU! tð Þj3uδN

� �

QC f
¼ C f ρ

ϵbtanβ
tanϕ2 bjU! tð Þj3N þ ρ

ϵ2s tanβ
ω2

s
bjU! tð Þj5N

" # ð21Þ

the term QKa is given by Eq. (14) in Section. 3.3. During the low-
energy swell period, the net sediment transport (Fig. 8e) is onshore
directed mostly because of the contribution of QCw (Fig. 8a). The
latter is systematically onshore directed, with maximum magni-
tude near the sand bar crest, and notably extend farther offshore
during the high-energy seas (t = 274.5–276.5 days in Fig. 8a).
QKa also contributes to the total onshore sediment transport with
maximum flux located, for all three wave conditions, in the vicinity
of the sandbar crest and over the upper profile. Clearly, the cross-
shore gradients in net sediment fluxes result in the progressive
slow onshore sandbar migration (Fig. 8e). Similar patterns were
simulated for Duck82 with an additional important contribution
of QC f to reproduce the 50% reduction in bar-trough relief. Offshore
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Fig. 7. Time–space diagram of simulated (a) wave dissipation, (b) velocity skewness, (c) acceleration skewness, (d) top boundary layer cross-shoremean currentUδ and (e) top boundary
layer alongshore mean current Vδ for the Duck94 experiment. The superimposed dark line indicates the simulated sandbar crest positions.
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of the bar crest, QCc is also onshore directed due to streaming ef-
fects (Fig. 8b,e). This is in line with the study of Henderson et al.
(2004), see for instance Fig. 6a. Simulations show that this onshore
streaming-related transport is of secondary importance for onshore
sandbar migration compared to the contribution of the near-bed
wave non-linearity.

Periods of low wave-energy dissipation across the sandbar result in
zero sediment transport with the sandbar remaining at the same loca-
tion (t = 271–274.5 days). At the end of the simulation during the en-
ergetic wave conditions the net sediment is essentially offshore
directed and about 10 times larger inmagnitude than themaximumon-
shore flux simulated over the entire simulation. The resulting cross-
shore gradients in QCc move the sandbar crest by 30 m offshore. At Eg-
mond, offshore migration of the outer bar is also found to be controlled
by QCc (not shown).
5. Discussion

5.1. Parameter values

Similar to previous process-based beach profile models (Ruessink
et al., 2007; Kuriyama, 2012; Walstra et al., 2012), a number of free
model parameters required calibration through optimization opera-
tions. As can be deduced from Table 1, optimum Cw, Cc, C f andKa vary
between sites and campaigns. The delay parameter λ, which is cru-
cial to sandbar migration as it controls the onshore-shift of the max-
imum return flow is systematically larger than 3. For the Duck82 and
Egmond98 experiments, λ reaches the upper limit of 5. Between
Duck82 and Duck94 experiments, both Ka and C f vary by a factor 3,
Cc by a factor 2 and Cw by a factor b2. For the Egmond98 experiment,
coefficients Cw and Ka are much smaller than for the Duck
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Fig. 8. Time–space diagram of simulated (a) QCw sediment transport mode, (b) QCc sediment transport mode, (c) QC f sediment transport mode, (d) QKa sediment transport mode and
(e) total sediment flux for the Duck94 experiment. Superimposed dark line indicates the simulated sandbar crest positions.
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experiments. This inter-site variability suggests that the physical
processes governing beach profile dynamics are still not entirely
taken into account with our approach. The large variations in the
model parameters from one site to another are the signature of an at-
tempt of the parameters to compensate model errors that primarily
arise from simplifications and misspecification of the physics. This
statement is not specific to our model but to all existing beach profile
models that systematically need calibration from one site (or exper-
iment) to another (e.g., Plant et al., 2004; Ruessink et al., 2007).
Among the misspecification of the physics, which are common to
other phase-averaged beach profile models, ignoring breaking in-
duced turbulence that enhances sediment stirring (Grasso et al.,
2012) or sediment transport related to long-wave processes
(Roelvink and Stive, 1989; Reniers et al., 2006) can be a source of
large errors.

The optimizationmethod provides insightful information on the rel-
ative importance of the free model parameters to the ability of the
model to match observations. Fig. 9 shows a combination of the
normalized deviation of each free parameter from their corresponding
best value found at the end of the optimization,

σ Xð Þ ¼ X−Xbestj j
Xbest

ð22Þ

and, the normalized distribution over their relative searching space,

D Xð Þ ¼ X− HLX−LLXð Þ
HLX−LLXð Þ ð23Þ

with HL (LL) standing for the Higher Limit (Lower Limit) of the
searching space. By definition, the simulated annealing algorithm is
a stochastic process leading to a random behavior of the solution
and the associated free parameter combinations. A nearly constant
function σ(X) of a given parameter X over time indicates the impor-
tance of the calibration X to obtain a good model hindcast. Parame-
ters Cw (Fig. 9b), Cc (Fig. 9c), and Ka (Fig. 9e) have relatively
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Fig. 9. Evolution of the normalized deviation of each free parameter from their corresponding best-fit value during the optimization process on the Duck94 data-set: (a) C f , (b) Cw, (c) Cc,
(d) λ and (e)Ka. Colors indicate the distribution of each free parameter over their corresponding searching-space. (f) Evolution of the cost function F(p) betweenmodel and observation.
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constant σ(X) and D(X) values over the successive retained trials
compared to C f (Fig. 9a) and λ (Fig. 9d). This highlights the dominant
role of the physical processes associated with these three parame-
ters, the velocity and acceleration skewness and the mean current,
with respect to the delay and damping processes. For the Duck82 ex-
periment, the only random trend is found for λ, with C f nearly steady
through the optimization. The coefficients found for the Duck94 ex-
periment are likely more accurate because of the large range of
cross-shore sandbar behaviors implying a more balanced training
of each free parameters. The trial values of Cw and Ka are found be-
tween the mid and lower limits throughout the optimization and
converge to the values listed in Table 1. Considering that acceleration
skewness is a relevant process for onshore sandbar migration, the
optimized Cw found here is likely more relevant than that obtained
through the optimization process excluding acceleration skewness.
5.2. Cross-shore bar migration

Walstra et al. (2012) demonstrate that water level and wave direc-
tion above the bar crest are key parameters controlling both the sandbar
migration direction and the sandbar amplitude evolution. To further ex-
plore the individual effects of eachmode of sediment transport on sand-
bar behavior, we performed 4500 2-day simulations starting from the
Duck94 initial profile and forced by constant wave conditions
(Hrms0=1.0m, Tp=8s), using theDuck94 best-fit parameters. Individ-
ual sediment transport modesQcw, Qka, Qcc and Qcf are discriminated to
address their respective contribution to sandbar migration rates (dXb/
dt) and amplitude variation rates (dAb/dt) as a function of water level
(hxb = 1.1–3.7 m, Δhxb = 0.1 m) and wave obliquity (θxb =0–38°, Δ
θxb = 1.2°). Onshore (Offshore) sandbar migration corresponds to
∂Xb/∂t N 0 (∂Xb/∂t b 0) and sandbar growth (decay) corresponds to
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∂Ab/∂t N 0 (∂Ab/∂t b 0). The subscript xb denotes values estimated at the
initial sandbar crest position. Fig. 10 summarizes the results. For each
considered transport mode, the 3 others are switched off.

Fig. 10a and b shows the influence of QCw on sandbar behavior. The
growth of the sandbar through QCw is found with the bar moving
Fig. 10. Predicted sandbar amplitude growth rate (left-hand panels) and cross-shore sandbar m
dence above the bar crest calculated for each individual sediment transport mode: (a,b) QCw , (

dicating dXc/dt=0 and dAc/dt≤ 0.1, respectively. In each case, the other 3 modes of transport
onshore (offshore) for hxb N (b) 2 m. The maximum growth rate of the
bar is found for quasi-shore-normal wave incidence and hxb≈2 m. The
growth rate systematically decreases with increasing angle of wave in-
cidence. For θxb N20

∘, both dAb/dt and dXb/dt decrease because of wave
refraction that reduces the wave height above the bar crest. For hxb N
igration rate (right-hand panels) as a function of the water depth and angle of wave inci-
c,d) QKa

, (e,f) QCc , (g,h) QC f
and (i,j) total transport Qwith the black and grey contour in-

are switched off. Optimized parameters are identical to the hindcasted Duck94 simulation.
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Fig. 11. Comparison between predicted cross-shore bed elevation obtainedwith all processes included (reference simulation, blue dashed lines) and (a–c) alongshore current switched off
(Vδ ¼ 0, solid black lines) and (d–f) sediment transport by acceleration skewness switched off (QKa ¼ 0, solid black lines). The initial profile is represented in dashed black lines and profile
observations in red dots. (g) Corresponding prediction quality given by the Brier skill score computed at− 150≤X≤−50m in the active bar zone,with the reference simulation indicated
by the filled circles and the simulation with Vδ (QKa) switched off indicated by the triangles (open circles).
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(b) 2.5 m, the sandbarmigrates onshore (offshore) withmaximum rate
obtained for shore-normal wave incidence. For hxb N 3.5 m, the sandbar
migrates onshore without any growth. Fig. 10c and d shows the influ-
ence of QKa on sandbar behavior. For all the hxb−θxb space, the sandbar
is systematically predicted tomigrate onshore, althoughwith lower rate
than withQCw. The bar is found to grow very slowly with no clear influ-
ence of θxb . Maximummigration rates are predicted for a large range of
hxb−θxb , with the bar response only weakly sensitive to variations in θxb .
Accordingly, sediment transport driven by acceleration skewness essen-
tially induces onshore sandbarmigrationwith only little growth, which
is mostly modulated by the local water depth on the bar. Fig. 10e and f
shows the influence of QCc on sandbar behavior. Only a few combina-
tions of hxb and θxb (hxb b 2.5 m and all θxbb15

∘) result in offshore barmi-
grationwith amplitude decay. Themaximumsandbar growth occurs for
15∘bθxbb25

∘ andhxb b 2m. For larger angle of wave incidence, the profile
evolves from a bar to a terrace profile, with therefore a decay in bar am-
plitude. Unlike QCw and QKa , QCc drives an offshore migration of the
sandbar for all the combinations ofhxb andθxb, withmaximummigration
speeds obtained for both low water level and high wave obliquity.
Fig. 10g and h shows the influence of QC f . As expected, this transport
mode related to a slope effect mostly acts as a damping term without
any significant sandbar migration. dAb/dt b 0 is found for all the combi-
nations of hxb and θxb , with themaximum rate of decay for hxb b 2m and
θxb N20

∘.
Fig. 10i and j shows the sandbar dynamics associated with the total

transport. Importantly, it is different fromwhat is obtained by summing
the separate contributions of each transport mode described above, be-
cause of the non-linearities involved in the sedimentmass conservation
Eq. (16). Although addressing a singlewave forcing, all the four possible
bar evolutions described by Walstra et al. (2012) are simulated despite
the more confined hxb−θxb space. As here we use a different beach pro-
file to that in Walstra et al. (2012), an in-depth inter-comparison of
sandbar behavior is not possible. Yet, in our simulations the variability
in sandbar behavior appears more sensitive to water level than wave
angle. For instance, themodel predicts an on/offshoremigration thresh-
old around hxb≈3m. Overall, wave obliquity regulates the rates of bar
growth and migration but does not drive a change from onshore–off-
shore or decay-growth behavior, except in shallow water (hxb b 2).
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Interestingly enough, dAb/dt and dXc/dt are very similar in patternwhen
addressing the total transport (Fig. 10i,j) and the isolated contribution
ofQCc (Fig. 10e,f), implying that mean-current induced sediment trans-
port is themost important contribution for sandbar evolution in shallow
water. Additional simulations (not shown) show that (1) the bar decay
region moves towards larger water depth with increasing wave height
and (2) the bar growth region moves towards lower water depth with
increasing wave period, the latter was not addressed in Walstra et al.
(2012). Increasingwave height orwave period results in similar barmi-
gration pattern with larger migration rates.

Inclusion of the alongshore current is crucial to predict the observed
offshore sandbar migration during the Duck94 field experiment. Run-
ning the same simulation as in Fig. 4, but switching off the alongshore
current (not shown), shows similar profile evolutions before the onset
of energetic waves. This is not surprising as it consists of a period with
weakly to non-breaking, rather shore-normal, waves resulting in a
weak longshore current. Subsequently, for obliquely incident high-
energy waves, the bar further slowly migrates onshore if the longshore
current is switched off, in contrast to the observed rapid offshoremigra-
tion. Because the poor performance of a model without a given process
is a strong indication that this process actually provides a meaningful
and significant contribution to the morphological evolution, one must
re-calibrate the model with the relevant process being excluded to
test its importance. Accordingly, to further emphasize the important
role of the longshore current in offshore sandbar migration, we per-
formed a new model optimization over the same searching space and
trial numbers excluding the contribution of the longshore current. The
resulting best-fit model coefficients and resulting beach profile evolu-
tions are shown in Table 1 and Fig. 11a–c, respectively. Themodel clear-
ly struggles to reproduce the offshoremigration in comparisonwith the
simulation including the contribution of the longshore current
(Fig. 11c),with skill dropping to 0.2 at the endof the simulation. Tomin-
imize themodel-observations error,Cw is strongly decreased to enhance
offshore migration. This demonstrates the crucial role of the longshore
current during moderate event in moving sandbar offshore.

Because the morphological evolution of a shallow sandbar is likely
influenced by acceleration–skewness-induced sediment transport (see
Fig. 10c–d), the same approach was performed for the role of accelera-
tion skewness (Fig. 11e–f). By switching off the transport mode QKa

only, we notice a small drop in skill at the end of the onshore sequence
(t = 272.5 days) reflecting the small difference (≈ 4 − 6 m) between
the two simulated sandbar crest positions (Fig. 11e). However, QKa

is
important to onshore sandbar migration considering that only a small
cumulative time of combined wave and water level conditions pro-
motes large acceleration skewness (As b −0.6) over the sandbar (see
for instance Fig. 2b). Cw increases by a factor 3 to compensate the ab-
sence of acceleration-induced sediment transport (see Table 1), which
further highlights the importance of acceleration–skewness induced
sediment transport in the onshore migration of a shallow sandbar. Ig-
noring QKa

and therefore overestimating the role of velocity–skewness
induced sediment transport result in large gradients in sediment flux in
the inner surf zone that drive the formation of unrealistic spikes
(Fig. 11f).

The skill index indicates that the bestmodel performance is obtained
when all the processes are included, with a strongly decreased model
skill when excluding the contribution of the longshore current and ac-
celeration skewness (Fig. 11g). Those simulations suggest that including
sediment transport driven by acceleration skewness in beach profile
model is a necessary requirement to accurately reproduce the behavior
of shallow sandbars, in line with Dubarbier et al. (2013) when applying
the model to laboratory experiment.

6. Conclusions

A coupled wave–current–sediment transport beach profile model is
presented. The model is capable of simulating cross-shore sandbar
evolution on the timescales from days to months comprising both
rapid offshore and slow onshore migrations. The dominant hydrody-
namic processes governing cross-shore sandbar behavior have been
discriminated using four modes of sediment transport driven by
wave skewness and asymmetry, mean current and slope effects.
Acceleration–skewness-induced transport systematically results in a
slow onshore sandbar migration together with a slow bar growth. Ve-
locity–skewness-induced transport can drive onshore and offshore bar
migrations with substantially larger rates. Mean-current-induced sedi-
ment transport systematically drives an offshore bar migration with ei-
ther bar growth or decay. Slope effects essentially act as a damping
term. The water level above the sandbar crest mainly influences the
sandbar migration direction while wave obliquity regulates the magni-
tude of themigration rates and is crucial to accurately simulate offshore
sandbar migration during high-energy waves. Including acceleration
skewness is a necessary requirement to accurately reproduce the on-
shore migration of shallow sandbars. Despite the good model profile
hindcast, detailed inter-site comparison of best-fit model parameters
shows large differences meaning that free parameters can compensate
formissing physics. For instance, similar skill could be obtainedwithout
acceleration skewness, but by adjusting a parameter in the transport in-
duced by velocity skewness. A next important stepwill be to implement
these cross-shore sediment transport parameterizations into a 2DH
morphodynamic model (e.g. Garnier et al., 2008; Castelle and
Ruessink, 2011) to further explore the role of cross-shore processes in
both up-state and down-state transitions (Michallet et al., 2013).
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