A modeling study of
teleconnections and their
tropical sources

Iris Manola



ii

The cover is designed by Vasilis Revezikas. The theme is based on “The
Starry Night” by Vincent van Gogh.

ISBN: 978-90-5335-900-6

Printing: Ridderprint BV



iii

A modeling study of
teleconnections and their
tropical sources

Een modelstudie van teleconnecties en hun tropische herkomst
(met een samenvatting in het Nederlands)

Mehétn povieronolnong TNAEGUVOECEWY XUl TV TEOTUXWY TNYOV
TOUC
(ue mepiindn oo EXknvixd)

Proefschrift
ter verkrijging van de graad van doctor aan de Universiteit Utrecht
op gezag van de rector magnificus, prof.dr. G.J. van der Zwaan,

ingevolge het besluit van het college voor promoties in het
openbaar te verdedigen op

maandag 22 september 2014 des ochtends te 10.30 uur
door

Iris Manola

geboren 9 september 1982
te Athene, Griekenland



v

Promotoren: Prof. dr. W.P.M. de Ruijter
Prof. dr. ir. W. Hazeleger

Copromotor: Dr. ir. F. M. Selten

This thesis was accomplished at KNMI with financial support from
NWO in the INATEX project part of the ZKO program number
83908434.



Nature is so powerful, so strong.

Capturing its essence is not easy -

your work becomes a dance with light and the weather.
It takes you to a place within yourself.
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CHAPTER 1

Introduction

1.1 Prologue

The weather in Western Europe is dominated by transient disturbances
leading to large variations in the weather that are hard to predict as these
disturbances have a chaotic character. These weather systems interact
with and are steered by large-scale westerly flows that dominate the mid-
latitudes. They find their origin in the instability of these large-scale
westerly flows. Longer spells of dry, wet, cold or warm weather are caused
by persistent configurations of the large scale westerly flows. It is known
that these anomalous circulations can be forced remotely by, for instance,
the interaction of the circulation with topography, or the forced outflows
from tropical deep convection. The physics of these teleconnections is
controlled by large-scale waves in the velocity field of the atmosphere,
such as Rossby waves.

In this thesis we will study the interaction between the tropical forcing
of Rossby waves and the tropical and extratropical response. We will focus
on variations in the Indian Ocean, as studies have shown that even the
weather in Europe is influenced by variations in the Indian Ocean.

To provide a background of the phenomena and theoretical concepts
that are subjects of this thesis, we will first introduce these and conclude
this introduction with a brief overview of the later chapters.
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1.2 Jet streams and Rossby waves

1.2.1 Origin of the jet streams

The temporal and spatial scales of the atmospheric motions vary greatly,
from the centimeter scale turbulent motions in the planetary boundary
layer close to the surface, lasting only for seconds, to the largest 10000
km long waves in the meandering jet streams encompassing each Hemi-
sphere with slow variations well into the decadal time scales. Each scale
has its own characteristics and plays its own role in the atmospheric vari-
ations. Averaging the motions over the standard climate timescale of 30
years reveals a large scale, well-organised flow structure that is commonly
referred to as the “General Atmospheric Circulation”.

Ultimately, it is the energy of the sun that sets the atmosphere into
motion. Without this energy input, the atmosphere would just rotate
with the planet in a solid body rotation with no relative motions with
respect to the surface. At the top of the atmosphere the net incoming so-
lar radiation balances the outgoing longwave radiation in the global and
long-term mean. However, in the tropical regions this balance is positive
and in the polar regions it is negative. This radiation imbalance creates
an equator to pole temperature gradient, with warm air masses in the
tropics and cold air masses at the poles. This thermal structure is a
reservoir of potential energy that can be used to set the atmosphere into
motion with gravity doing the work as cold air is located underneath the
warm air. In the warm, less dense air, a pressure gradient develops with
higher pressure in the upper tropical atmosphere accelerating the warm
tropical air polewards aloft. This lowers the tropical pressure at surface
and air is accelerated towards the tropics at surface. The air converges
from both Hemispheres in the Inter Tropical Convergence Zone (ITCZ)
and moves upwards, fuelled by the release of latent heat in the deep con-
vective systems in the ITCZ. In the upper branch of this circulation cell,
referred to as the Hadley Cell, the poleward moving air retains its angular
momentum and since it moves closer to the axis of rotation as it moves
polewards, the air gains westerly momentum to form a belt of westerly
winds, referred to as the jet stream. Around 30° latitude the westerly
jet attains it maximum value and becomes unstable and turbulent eddies
are formed. These eddies, also known as depressions, unstable baroclinic
waves or weather systems, mix the westerly momentum to the surface to
form the belts of westerly winds at surface in the mid-latitudes where by
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friction the westerly momentum is transferred to the solid Earth and the
oceans. In the surface equatorward return flow, conservation of angular
momentum leads to easterly winds, the trade winds blowing steadily from
the northeast in the Northern Hemisphere and southeast in the Southern
Hemisphere. In the Hadley circulation the net poleward heat transport
compensates the radiation imbalance at the top of the atmosphere. At the
poleward termination of the Hadley cells around 30° latitude, the pole-
ward heat transport is accomplished by the turbulent eddies that advect
cold and dry polar air masses equatorward and warm and moist sub-
tropical air masses poleward. In the region of these turbulent eddies, on
average air descends around 30° latitude and rises at around 60° latitude
forming the so called “Ferrell cell”.

The structure of the annual mean zonal wind for both Hemispheres is
shown in Fig. 1.1. We can see the prevailing easterly trade winds in the
tropics and the westerlies almost everywhere else. Around the latitude
of 30°N at the height of 200hPa the westerlies gain maximum speed,
indicating the position of the major subtropical jet streams. The wind
at the surface and the attendant stress is a primary driver of the ocean
circulation.

The jet streams have a strong impact on local weather conditions, as
they steer the weather systems with their associated temperature fronts
and precipitation bands and determine the position of the storm tracks.

The existence of the westerly jets has profound implications for the
propagation of Rossby waves as discussed in the next section.

1.2.2 Rossby waves and their propagation characteristics

Atmospheric Rossby waves are disturbances from the zonal symmetry in
the atmospheric circulation that move westward under the influence of
the rotation of the Earth. In this thesis we study Rossby waves that are
excited by tropical Rossby wave sources and travel into the extratropics,
creating so-called teleconnection patterns. Rossby waves are named after
Carl-Gustaf Arvid Rossby (Rossby (1939)) who identified them and ex-
plained their westward propagation in 1939. Rossby waves are dispersive,
the longer the wavelength the faster the westward propagation. Their
propagation is offset by the background winds such that in the region of
the westerly winds, only the longest waves retrograde, move against the
flow westward, while the smaller waves are carried eastward. The largest
waves are called planetary waves. The planetary Rossby waves determine
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Figure 1.1: Top panel: The annual and zonal mean zonal wind. Bottom panel:
The annual mean zonal mean vertical wind. The horizontal axis is the latitude
from the south to the north pole and the vertical axis is the height in hPa. The
data are 5 years averages, from 2008 to 2012, from the ERA-Interim reanalysis
(Dee and Coauthors (2011)). For the top panel: the continuous contours indicate
the westerly winds and the zero line is indicated by the short dashed contour.
The contour interval is 5ms~! and the first interval is 25ms~!. The two maxima
of the westerly winds at around 30°N and 30°S indicate the position of the
subtropical jet streams. For the bottom panel: the ascending wind is indicated
by the continuous contours and the zero line is the short dashed contour. This
figure shows the structure of the meridional circulation cells, where the maximum
descending winds, around 30° latitude, indicate where the Hadley cell meets the
Ferrel cell and the secondary maximum upward motions, around 60°, indicate
where the Ferrel cell meets the polar cell.

the position of the climatological ridges and troughs. At intermediate
scales slowly propagating Rossby waves cause slow meanders in the jet
stream that steer the path of the weather systems that are transported
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eastward by the jet stream.

A mathematical treatment of a Rossby wave is most straight forward
in a barotropic atmosphere. In this approximation the atmosphere is
described by a single layer of fluid with no temperature advection as
isotherms and isobars are aligned. In a barotropic atmosphere the ab-
solute vorticity of an air parcel is conserved:

dn _d(C+f)

= = 1.1
dt dt 0 (L.1)

% is the material derivative following the motion, ( is the relative vorticity

oV oU

(=5~ (1.2)

and f is the Coriolis parameter:
f=2Qsingp (1.3)

with U and V the zonal and the meridional wind components respec-
tively. This equation is known as the barotropic vorticity equation. This
conservation is the driving principle behind the Rossby wave propagation
mechanism with the change of the Coriolis parameter with latitude acting
as the restoring force for meridional displacements of air parcels, called
the S-effect:
B = g‘g = 2{) cos . (1.4)
To further analyse the characteristics and behaviour of Rossby waves
we derive the dispersion relation of waves in a westerly flow U (see Hoskins
and Karoly (1981) and Hoskins and Ambrizzi (1993)). We assume a wave-
like solution for the equation of motion (Eq. 1.1) of the form exp|i(kz+ly—
wt)], where k is the zonal wave number, [ the meridional wave number and
w is the frequency for deviations from the westerly flow U. The dispersion
relation for the barotropic Rossby wave is:

_ Bk
w=Uk — 72 (1.5)
where 8* is the meridional gradient of absolute vorticity
. 9*U
g =p- (1.6)

Oy?
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and K the total wave number K = v/k2 + (2. This equation shows that
the propagation of Rossby waves depends on the meridional profile of
the jet (U(y)). Shorter waves tend to move eastwards and longer waves
westwards. For a given latitude the stronger the wind, the smaller the
critical wavenumber for which the wave is stationary. For stationary waves
w is zero and the critical total stationary wavenumber becomes:

K= k=2 (L.7)

Fig. 1.2 presents an example of the structure of Rossby waves on
different temporal and spatial scales using the geopotential height field
at the 500hPa level. In the top panel the daily field is shown: synoptic
scale waves of about wavenumber 7 dominate. These tend to move fast
eastwards, tend to break and mix heat, moisture and momentum. In
the bottom panel the 10 day average field of the same date is shown:
larger waves of wavenumber 4-5 are visible that move slower or can even
be stationary. Within this time frame of 10 days and longer there is
adequate time for the larger waves to be excited and propagate around
the Hemisphere and therefore these longer waves have a larger and more
persisting impact on the global scale. For this reason the larger and lower
frequency Rossby waves are those that lead to teleconnection patterns
(read more on teleconnections in section 1.3.1).

If we now consider a flow that is slowly varying with latitude, the
propagation of the energy of barotropic Rossby waves can be traced by
following rays along which the zonal wave number k and the angular
frequency w are constant. The speed of the energy propagation is equal
to the group velocity.

The Rossby ray paths are refracted in a way similar to the Snell’s law
for optics. For stationary Rossby waves w = 0, the rays are refracted
stronger towards latitudes with larger stationary wavenumber Kg. When
moving with the group velocity ¢4, the bending of the ray can be approx-
imated as:

do  k dK,

where « is the angle that the direction of K makes with the x axis (zonal
direction):

l
t = —. 1.
ana = o (1.9)
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Figure 1.2: An illustration of Rossby waves as an example of the structural
differences between the higher and the slower frequency circulation structures.
Plotted is the geopotential height at the level of 500hPa on the 2" of December
2012 from the ERA-Interim data set. The top panel contains the daily field
and the bottom the 10 day averaged field around the same day. The contour
intervals are 100 m and the highest contour in the subtropics is 5700 m.

We will use this property to illustrate the role of the jet stream in guiding
Rossby wave energy.

1.2.3 The effect of the jet stream on Rossby wave propa-
gation

The jet stream is a fast westerly current flowing around the globe in the
upper troposphere with a sharp meridional profile, that is a consequence
of the Earth’s rotation and its differential heating (section 1.2.1). Due to
its sharp profile 8* tends to have a larger relative maximum than U (see
Eq. 1.6). Therefore K; (Eq. 1.7) takes its maximum values along the
jet core and reduces quickly toward the flanks of the jet. This curvature
and the attribute of the rays to bend towards larger K-values allows the



8 INTRODUCTION

jet stream to trap Rossby waves and act as an efficient Rossby waveguide
(see Eq. 1.8).

Each Hemisphere has subtropical and subpolar jets. Depending on
the season their characteristics change following the temperature differ-
ences between poles and tropics. In the winter Hemisphere the meridional
temperature gradient is enhanced and hence the jet stream is stronger.

The Northern Hemisphere jets are the subpolar Atlantic jet and the
subtropical African-Asian jet. In the Southern Hemisphere the Australian
subtropical jet and the polar jet are formed. The strongest waveguide
is formed by the Asian jet in the boreal winter. This jet can support a
circumglobal stationary wave pattern with a zonal wavenumber 5, referred
to as the circumglobal waveguide pattern (Branstator (2002)). Secondary
waveguides, but still important, are the Atlantic jet, usually supporting
a stationary wavenumber of around 5 and the Southern Hemisphere jet
with a K of about 7 (Hoskins and Ambrizzi (1993)).

The high mountain ridges in the Northern Hemisphere, such as the
Rockies and the Himalayas cause stationary planetary waves and dis-
rupt the zonal symmetry. Absence of mountain ridges make the Southern
Hemisphere jets more zonally oriented and continuous. A detailed analy-
sis of the winter and summer jet streams in both Hemispheres will follow
in chapter 2.

1.2.4 Excitation of Rossby waves by the Rossby wave source

So far we have discussed how the jet streams act as waveguides for the
propagation of the Rossby waves that can change the weather patterns
locally and remotely. Now we discuss how Rossby waves can be excited
initially. A local vorticity anomaly will propagate as a Rossby wave. Local
vorticity anomalies can be induced mechanically by a mountain ridge by
vortex stretching or compression, or diabatically by heating that creates
upper level convergence or divergence, or through baroclinic instabilities,
whereby an initial vorticity disturbance grows through the convergence
of background potential energy into kinetic energy. When strong surface
convergence (divergence) is imposed mechanically or diabatically the air
lifts (descends) and due to the mass conservation leads to upper level
divergence (convergence). This vorticity change is a source of Rossby
wave energy. Sardeshmukh et al (1987) derived an equation for such a
Rossby wave source:

S=—-(C+)D=uV({C+ ) (1.10)
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where ( is the relative vorticity, f the Coriolis parameter, D the divergence
and vy, = —Vx, where x is the velocity potential. The first term refers
to the vortex stretching and the second to the advection of the vorticity
by the divergent wind. A reasonable approximation of a diabatic Rossby
wave source is usually reduced to:

S=—fD (1.11)

Such a vorticity source in upper troposphere is most likely to occur in the
tropics and the subtropics where surface heating by the sun is strongest
and deep convection systematically takes place along the ITCZ. The upper
tropospheric vorticity anomaly propagates away from the tropics, moving
polewards and eastwards as a Rossby wave.

1.3 Extratropical teleconnections due to Rossby
waves

1.3.1 General description of teleconnections

Heating inhomogeneities in the atmosphere are responsible for local or
extended pressure and circulation anomalies. Since the atmosphere is
highly interactive and vigorous, it will respond fast to an induced anomaly.
The response can influence even the most remote regions and change the
weather patterns. Some of those vast spanning patterns are recurring and
persisting. This linkage of large scale weather patterns is called “tele-
connection” or else preferred mode of low-frequency variability (Wallace
and Gutzler (1981), Barnston and Livezey (1987), Kushnir and Wallace
(1989), Trenberth et al (1998)). The term was first used by the British
meteorologist Sir Gilbert Walker in the late 19th century, where he found a
correlation between time series of atmospheric pressure, temperature and
precipitation and moved the understanding of atmospheric variability one
step forward.

Wallace and Gutzler (1981) used the technique of one point correlation
maps to systematically track and study global teleconnections. They used
sea level pressure or 500hPa height maps to correlate a variable at one
point of the globe with the same variable at every other point. Such maps
of correlations show preferred ridges or troughs locations, known as areas
of preferred nodes or antinodes. As an example of a one point correlation
map we show their figure 12b (here Fig. 1.3). The chosen point is in
the North Atlantic (55°N, 20°W) and shows the teleconnectivity of the
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Figure 1.3: Oune point correlation map by Wallace and Gutzler (1981). The
figure shows the correlation coefficient between 500hPa height at base grid point
55°N, 20°W and 500hPa height at evey other point. Based on 45 winter months
for the winters of 1972-63 to 1976-77.

region, where the positive correlation areas indicate the preferred nodes
and the negative the antinodes.

The lifetime of a teleconnection pattern can be from a few days or
weeks up to years or even decades. Extratropical teleconnections can be
understood from diagnostics of Rossby waves. The teleconnection pat-
terns tend to be most robust during winter, when the mean circulation
is strongest, especially in the Northern Hemisphere. The teleconnections
can influence the weather conditions, such as temperature, rainfall, wind,
storm tracks and the jet stream. They have a large impact in nature, on
humans and on society. They are often associated with floods, droughts,
heat waves and cold spells. They can be responsible for changes in the
water supply and fisheries, energy demand and supply and can modify air
quality, fire risk and influence human health.

Fig. 1.4 contains a geographical map of the most important tropi-
cal and extratropical teleconnection patterns. Among the extratropical
teleconnections, in this thesis we focus on the North Atlantic Oscillation
(NAO).
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Figure 1.4: Names and location of some of the most important teleconnec-
tions. PNA: Pacific North American Pattern. NAO: North Atlantic Oscilla-
tion. AQ: Artic Oscillation. CWP: Circumglobal Waveguide Pattern. ENSO:
El Nifio-Southern Oscillation. AMO: Atlantic Multidecadal Oscillation. QBO:
Quasi-Biennial Oscillation. IOD: Indian Ocean Dipole. MJO: Madden-Julian
Oscillation. PSA: Pacific-South American teleconnection. AAQO: Antarctic Os-
cillation.

1.3.2 The North Atlantic Oscillation

Among the most prominent extratropical teleconnection patterns we find
the NAO. It is the major source of atmospheric variability over the North-
east Atlantic, Europe and North America (Barnston and Livezey, 1987).
Understanding the processes that govern its variability is highly valuable
in the context of weather prediction and climate change. The NAO is a
large-scale atmospheric seesaw between the subtropical Azores High and
the subpolar Iceland Low. This north-south sea level pressure dipole is
associated with changes in the the westerlies across North Atlantic into
Europe and a displacement of the storm tracks and of the jet stream that
is reflected in changes in the large-scale zonal and meridional heat and
moisture transports. The displacement and modification of the jet stream
changes the waveguiding properties and hence influence the formation and
propagation characteristics of Rossby waves. The pattern is most vigorous
in the boreal winter when the circulation is strongest. The effect of NAO
variability on the local weather conditions are distinct over Eastern North
America, North Atlantic and Northern Europe and often across Southern
Europe and the Middle East.

Contrary to the extratropical mean flow, the NAO has a pronounced
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barotropic structure (Thompson et al (2003)), with the amplitude of
anomalies increasing with the height, in proportion to the strength of
the mean zonal wind.

There is no unique way to define the NAO index. One approach is the
difference of normalized sea level pressure (SLP) between Lisbon, Portugal
and Stykkisholmur /Reykjavik, Iceland (Hurrell (1995)). Another index is
extracted by a Rotated Principal Component Analysis (RPCA) applied
to 500hPa height anomalies in the region 20°N — 90°N (Barnston and
Livezey (1987)). In this thesis, the NAO index is obtained by the first
empirical orthogonal function (EOF) of the stream function at the level
of 850hPa from 90°W to 30°E over the Northern Hemisphere (Branstator
(2002)).

The NAO index is positive when the pressure difference between the
subtropical high and the subpolar low is larger than usual. A positive
NAO results in stronger westerlies and a northward shift of the North
Atlantic jet, followed by a similar shift and intensification of the storm
tracks. During this phase the winters in Northern Europe, Scandinavia
and Eastern United States are milder and wetter, while in Greenland,
Southern Europe, Northern Canada and Middle East winters are colder
and drier.

The pattern is practically opposite during the negative NAO phase.
Then the north-south pressure gradient is weaker, the Atlantic jet stream
is more zonally oriented and displaced to the south and the winter storms
are fewer and weaker. The southern position of the jet results in an
outflow of cold air towards Northern Europe, and warm moist air into the
Mediterranean. The Eastern United States experience heavier winters,
while the conditions in Canada are milder. The negative phase is often
associated with atmospheric blocking patterns in the jet stream, that
are responsible for unusual prolonged weather conditions. In Fig. 1.5
the north-south dipole pattern of a selection of negative NAO events is
illustrated, together with the accompanying temperature anomalies over
the Northern Hemisphere.

The NAO is mostly governed by internal atmospheric dynamics arising
primarily from interactions between breaking synoptic Rossby waves and
the mean jet stream (Hurrell et al (2003)). Both tropical and extratropical
processes contribute to the formation of the NAO pattern, but the latter
play a leading role. For example, the fundamental timescale for NAO
fluctuations of about 10 days is attributed to the interactions between
the mean flow and the extratropical transient eddies (Feldstein (2000)).
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Figure 1.5: A representation of the NAO dipole as a composite of geopotential
height anomalies at 500hPa at the left panel and as a composite of surface tem-
perature anomalies at the right panel for a selection of negative NAO events. The
events are selected from the period 1979-2010 for December-January-February
months of ERA-Interim reanalysis data where the NAO index is obtained by the
first EOF of the stream function at the level of 850hPa from 90°W to 30°E over
the Northern Hemisphere. Further explanation on the dataset and the selection
of the events follows in chapter 3. The contour interval for the geopotential
height is 35m. The contour interval for the temperature anomalies is 2°C. In
both plots the negative values are indicated with dashed contours.

Changes in the rate and location of tropical heating due to deep convection
play a secondary role in forcing NAO variations. Anomalies in tropical
SSTs modify the tropical convection, the Rossby wave source, which in
turn impacts the extratropical circulation and possibly the NAO.

The NAO interacts with the North Atlantic ocean as well. The air-sea
coupling in determining the overall variability of the NAO is of interest,
especially for understanding the details of the amplitude of the NAO and
its long-term temporal evolution, as well as its predictability (Czaja et al
(2003)). On seasonal time scales the ocean responds to changes associated
with the NAO, such as alternations in the surface stress, ocean-atmosphere
heat fluxes and fresh water fluxes (Cayan (1992a), Cayan (1992b)). On
longer time scales it is found that the NAO has some impact on the At-
lantic thermohaline circulation and hence on the poleward heat transport
and distribution of the SSTs (Dickson et al (1996)). The interaction with
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the ocean is of interest but not subject of study in this thesis.

1.4 Tropical teleconnections connected to Indian
Ocean variability

The tropical teleconnections, apart from the propagation of Rossby waves,
involve excitation and propagation of atmospheric and oceanic Kelvin
waves and strong atmosphere-ocean interactions. Within the tropical
band, the tropical Indian Ocean (IO) is important as it exhibits notable
atmospheric variability influencing the climate not only on regional, but
also on a global scale through teleconnection patterns. Its impact on the
surrounding countries on the food supplies, the water resources and the
general welfare is crucial. The bounding of the basin to the north by the
Asian continent drives the strongest monsoon on Earth and is responsible
for the creation of one of the strongest deep convection centers globally.
The precipitation variability of East and South Africa as well as of Aus-
tralia is often modulated by changes in the IO SSTs (Cook (2000), Latif
et al (1999), Gupta et al (2010), Cai et al (2011)). Recent studies sug-
gest that the tropical IO plays a key role on the evolution of important
teleconnection patterns, such as the NAO (Hoerling et al (2004)) or the
El Nino-Southern Oscillation (ENSO) (Yu et al (2002), Annamalai et al
(2005Db)).

The main governors of the 10 variability are the Indian monsoon
system, the Indian Ocean Dipole (IOD) and ENSO (El Nino-Southern-
Oscillation). These phenomena will be further discussed below. Other
sources of variability are the ocean circulation, local air-sea interaction,
the Madden-Julian Oscillation (Madden and Julian (1994), Zhang (2005)),
fresh water fluxes from the Indonesian Throughflow, river runoff and heavy
oceanic precipitation (Saji et al (2005)).

1.4.1 The Indian Monsoon

The major driver of 10 variability is the seasonal monsoon winds (Yama-
gata et al (2004)). The monsoon is predominantly created by the different
heat capacities of the ocean and the Asian continent, that results in a
warmer Asian continent during summer, compared to the North IO, and
a warmer North IO during winter. The warmer continent during sum-
mer creates a large low surface pressure anomaly over Asia and acceler-
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ates large moisture-laden southwesterly air masses towards the continent.
When they reach the continental slopes they are forced to ascend, drop
in temperature, saturate and bring heavy precipitation over the Arabian
Sea, the Indian continent and Southeast Asia. Along the Western 10, the
south-west monsoon winds induce Ekman upwelling of fresh, cold water
and a raise of the thermocline depth that cools the SSTs. The change in
the SSTs in turn modify the pressure systems and the convection. During
winter the system reverses and the winds become north-east and the dry
monsoon season develops. The north-east winds hamper the upwelling
over Western 10 and the SSTs become warmer. The equatorial wester-
lies force the oceanic equatorial currents that transport the heat into the
Eastern 10 basin.

The strong influence of the monsoon system on the reversing winds
extends southwards until 10°S. Unlike the other tropical oceans, the 10
near-Equator winds have a weak westerly annual mean. Easterlies blow
only during late winter and early spring, in the late winter monsoon sea-
son. South of 10°S the winds are southeasterly and are relatively steady
throughout the year (Schott et al (2009)).

Forecasting the distribution, strength and timing of the Indian mon-
soon has proven a challenging task, as the monsoon is generated by com-
plex interactions between sea and land and is influenced by both the Indian
and the Pacific oceans. Global warming only adds up to this uncertainty.
Despite this complexity, these days important steps have been made to-
wards better short and longer range prediction of the monsoon, due to
improved model and data assimilation techniques (Wang et al (2005), Wu
et al (2009)).

1.4.2 The Indian Ocean Dipole

Another important source of 10 variability is the atmosphere-ocean cou-
pled phenomenon widely known as the Indian Ocean Dipole (IOD) (Saji
et al (1999)). On a regional scale the IOD has a significant impact on the
atmospheric circulation and precipitation anomalies and on a larger scale
the phenomenon correlates with temperature and precipitation anomalies
in remote regions, such as Europe, America, South Africa and Northeast
Asia (Saji and Yamagata (2003a)). The IOD is characterized by an east-
west SST gradient along the central tropical 10 that strongly impacts
the atmospheric convection over the basin. When the Central-West 10 is
warmer than the Eastern IO the event is called a positive event and vice-
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Figure 1.6: Representative positive and negative IOD conditions in the SST
anomalies over Indian Ocean during October. The data are taken from the
40 years control run of the model EC-Earth with constant year 2000 forcing
conditions (more details about the model will follow in chapters 4 and 5). The
left panel corresponds to the October with the most positive IOD Index and
the right panel the October month with the most negative IOD Index. Solid
lines indicate positive SST anomalies and dashed negative anomalies in °C. The
contour interval is 0.5°C.

versa for the negative event. The events usually develop during June,
peak in October and decay in November. During the positive phase the
warm pool is shifted to the west, causing heavy precipitation over Eastern
Africa and droughts over Indonesia and Australia. The wind response to
the colder SSTs in the East IO enhance the upwelling in the region, which
raises the thermocline and enhances the cooling of SSTs. The warmer
SSTs in the West 1O on the contrary lead to reduced upwelling, a deepen-
ing of the thermocline and further enhance the warming of the SSTs. The
changes in the thermocline depth initiate the excitation of westward trav-
eling oceanic Rossby waves south of 10°S and eastward traveling oceanic
Kelvin waves along the equator. The waves raise or deepen the thermo-
cline, followed by changes in oceanic mixing and atmospheric circulation
affecting the evolution of the event. During the negative phase the atmo-
spheric and oceanic responses are approximately the opposite.

The structure of the SST anomalies over the IO basin during the
positive and the negative IOD events is shown in figure 1.6.
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1.4.3 The Seychelles Dome

The Seychelles Dome (SD) is the thermocline ridge just south of the
equator in the Western Indian Ocean basin, between 5°S5 — 10°S and
50°E — 80°E. It is characterized by strong atmospheric convection and a
shallow thermocline and is associated with large intraseasonal convection
and SST variability (Harrison and Vecchi. (2001)). The large variability
and strong coupling of the SD with the atmosphere suggests that it can
play an important role in the formation of teleconnection patterns, pro-
vided that the conditions are favorable. The SD is influenced by surface
and subsurface processes, such as air-sea fluxes, Ekman upwelling in re-
sponse to wind stress curl, ocean dynamics (vertical mixing) and oceanic
Rossby waves propagating from the southeastern Indian Ocean into the
region. The favouring season for a strong SD is the boreal winter, when
the thermocline is most shallow and variable and the coupling between
ocean and atmosphere is strong.

It has been found that the subseasonal and interannual variability of
the SD is influenced by large scale events, such as the IOD, ENSO and
the Madden-Julian Oscillation (MJO) (Tozuka et al (2010), Lloyd and
Vecchi (2010)). The SD is enhanced by cooling events in the Western
Indian Ocean and westerly winds that raise the thermocline and increase
the upwelling. This can be associated with a strong Walker circulation,
such as the conditions in a negative IOD or La Nina-like conditions.

1.4.4 ENSO

The major mode of natural atmosphere-ocean variability on the globe is
ENSO. This is the combination of the El Nino (or La Nina if the phase
is opposite), which is the recurrent warming and cooling of the equatorial
Pacific ocean and the Southern Oscillation (SO), which is the see-saw in
atmospheric pressure between the eastern and Western tropical Pacific.
The phenomenon is phase locked to the annual cycle and peaks during
the boreal winter.

Along the equator the strong east to southeasterly trade winds al-
low the cold deep currents, that flow from Antarctica to the west coast
of South America, to upwell and keep the SSTs relatively cool along the
equatorial cold tongue. In the Western Pacific the trade winds deepen the
thermocline and the surface water is warmer. This area of warm ocean wa-
ters, the Pacific warm pool, is a major source for atmospheric convection
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and is associated with deep convective systems and strong rainfall. Dur-
ing an El Nino year the trade winds weaken, the upwelling is reduced and
the central and Eastern tropical Pacific warm up. The change in ocean
temperature drives a shift in atmospheric convection and accompanying
precipitation from the Western to the Central tropical Pacific Ocean caus-
ing severe droughts over Australia, Indonesia and parts of Southern Asia,
while floods occur over Peru and Southern United States. Due to prop-
agating Rossby waves excited by the changes in the upper tropospheric
divergence due to the shifts in convection, teleconnections are created that
form an arch of alternating high and low pressure anomalies extending into
the North American continent impacting the seasonal temperatures and
precipitation in those areas. A similar mechanism exists in the Southern
Hemisphere with teleconnections that influence the climate conditions in
South America.

A La Nina year is characterized by almost the reversed anomalies with
the opposite consequences. An example of SST anomalies during an El
Nino and during a La Nifa from climate model simulation data of the
climate model EC-Earth is shown in Fig. 1.7.

The Indian ocean basin is strongly affected by ENSO. An El Nino event
causes a gradual warming of the IO that peaks about one season after the
maximum phase of El Nifio (Nigam and Shen (1993), Liu and Alexander
(2007), Schott et al (2009)). During an El Nifio the convection over the
IO is suppressed, allowing more solar radiation to reach the surface and
warm the ocean. Most of the ENSO-induced warming is explained by wind
induced surface heat fluxes. An exception to that is the Southwestern 10
region, where the ocean dynamics play a major role (Klein et al (1999)).
In the Western 10 between 5 — 10°S we find a thermocline ridge and
the surface water is cooler. During an El Nino anomalous anticyclonic
wind stress curl is created over the tropical Southeastern 10 that excites
a downwelling oceanic Rossby wave. The wave travels to the west and
several months later reaches the thermocline ridge. There it deepens the
thermocline and further warms the surface water (Xie et al (2002a)).

Some studies suggest that the ENSO and the IOD evolve indepen-
dently (Saji and Yamagata (2003a), Behera et al (2006)), while others
suggest that they are often linked (Nagura and Konda (2007), Fischer
et al (2005)). The linkage can take place through atmosphere, by an ex-
tension of the Walker circulation to the west, and through the ocean by
the Indonesian Troughflow and transport of warm water from the Pacific
to the Indian ocean. Therefore El Nifio is often associated with a positive
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Figure 1.7: Representative El Nifio and La Nina SST anomalies over the trop-
ical regions during December. The data are taken from a 40 year control run of
EC-Earth as in Fig. 1.6. The top panel corresponds to the December month with
the most positive Nino3.4 Index and the bottom panel the December with the
most negative Nino3.4 Index. The Nino3.4 index is the averaged SST anomaly
over 170°W — 120°W and 5°S — 5°N. The solid lines indicate positive SST
anomalies and the dashed negative anomalies in °C. The contour interval is
0.5°C.

IOD and La Nina with a negative IOD. When these events co-occur the
weather phenomena can reach their most extreme phases (mostly over
Australia), while when they are opposite they are mitigated.
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1.5 An overview of this thesis

Following the above general introduction on the relevant concepts and
phenomena that are important for this thesis, we conclude with the re-
search questions that will be addressed in the various chapters.

The main subject of this thesis is the study of the tropical and extrat-
ropical atmospheric response to tropical forcing through the propagation
of atmospheric waves and ocean-atmosphere interactions, with a focus on
Indian Ocean variations.

The study sets off with more theoretically oriented investigations about
Rossby wave propagation using a relatively simple equation for large-scale
atmospheric motions applied to idealised atmospheric flow configurations
and subsequently to more realistic flows. It ends with a state-of-the-art
modelling experiment to study the complex network of interactions in a
realistic simulation of the climate variations in the Indian Ocean.

It is known that the jet streams act as waveguides to trap Rossby wave
energy, a mechanism that is important for the formation of hemispheric
wide teleconnections. We call the ability of jets streams to trap Rossby
wave energy “waveguidability”. Theoretical concepts have been published,
diagnostic studies have been conducted, but a systematic study on the
waveguidability of jet streams is lacking. In this thesis we systematically
investigate through a series of idealised modelling experiments the waveg-
uidability of a jet stream on its key characteristics: strength, width and
latitudinal position. This will be studied using a barotropic model in
chapter 2.

The dominant teleconnection pattern NAO influencing the weather
and climate in Europe, is primarily forced by processes in the extratropics.
It is known however, that also tropical disturbances can affect the NAO.
A quantitative study about the contribution of the tropical forcings on the
NAO variations is lacking. The same barotropic model used in chapter 2
will be applied to observed atmospheric flow conditions in chapter 3 in
order to evaluate the contribution of tropical versus extratropical forcings
to observed NAO events.

One of the tropical regions that is known to impact extratropical vari-
ability, including NAO variations, is the Indian Ocean region. A region
of special interest is the Seychelles Dome region, as it is a region of po-
tential strong atmosphere-ocean interactions. A lot of diagnostic studies
have appeared in relation to SD variations and its covariation with other
climate phenomena, but a detailed modelling study of the impact of SD
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variations on the evolution of the coupled atmosphere-ocean system has
not been done. In order to do so, the complex web of interactions in-
volved needs to be adequately described, such as variations in the ocean
thermocline depth, it’s effect on the SST, the exchange of heat and mois-
ture between ocean and atmosphere, atmospheric convection, radiation,
circulation, waves to name a few. In chapter 4 we will conduct a control
simulation with the state-of-the-art climate model EC-Earth and evalu-
ate the ability of EC-Earth to reproduce the climatology and variations
of the atmosphere and ocean evolution in the Indian Ocean basin. Having
verified the ability of EC-Earth to give a reasonable description of the 10
climate, we will conduct an ensemble experiment in chapter 5 to specif-
ically study the effect of a shallow SD event on the tropical atmosphere
and beyond.

Finally, this thesis is concluded in chapter 6 with a summary and a
discussion of the main results.






CHAPTER 2

“Waveguidability” of idealized jets

Iris Manola, Frank Selten, Hylke de Vries, Wilco Hazeleger
Journal of Geophysical Research: Atmospheres 118, no.18: 10-432,
(2013)

Abstract It is known that strong zonal jets can act as waveguides for
Rossby waves. In this chapter we use the ECMWEF reanalysis data to
analyse the connection between jets and zonal waves at timescales be-
yond ten days. Moreover, a barotropic model is used to systematically
study the ability of idealised jets to trap Rossby wave energy (“waveg-
uidability”) as a function of jet strength, jet width and jet location. In
general, strongest waveguidability is found for narrow, fast jets. In addi-
tion, when the stationary wave number is integer, a resonant response is
found through constructive interference. In Austral summer the South-
ern Hemispheric jet is closest to the idealised jets considered and it is for
this season that similar jet-zonal wave relationships are identified in the
ECMWEF reanalysis data.

23
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2.1 Introduction

It has been long known that strong zonal jets can act as waveguides
for Rossby waves (Hoskins and Karoly 1981, Branstator 1983, Hoskins
and Ambrizzi 1993). Circumglobal quasi-stationary zonal waves with
wavenumber between 3-6 are often observed along Northern and South-
ern Hemisphere jet streams and have an equivalent barotropic structure
(Salby 1982, Branstator 2002). The existence of these zonal Rossby waves
leads to co-variability of atmospheric variations between remote locations
and they play a role in the response of the atmosphere to tropical sea-
surface temperature variations (Haarsma and Hazeleger 2007, Trenberth
et al 1998) and increasing levels of greenhouse gases (Selten et al 2004,
Brandefelt and Kérnich 2008, Branstator and Selten 2009). Recent studies
focusing on the Northern Hemisphere summer season highlight the con-
nection between such recurrent zonal wave anomalies along the jet and
large regional temperature and precipitation anomalies, including the U.S.
1988 drought (during June) and the 1993 US Midwest flooding (during
July) (Lau and Weng 2002, Wang et al 2010, Ding et al 2011, Schubert
et al 2011).

11 Feb 1981

Figure 2.1: An example of a strong zonal wave anomaly in the Southern Hemi-
sphere Jet. The date is the 11*" of Feb 1981. It is a 10-day running mean state
from the ERA-Interim dataset. The meridional wind anomalies are shaded with
intervals of 4 ms~!. The negative values are indicated with dashed lines. The
total wind speed exceeding 20 ms~! is plotted in contours. The interval is 10
ms~1.

An example of a zonal wave anomaly along the jet is plotted in Fig.
2.1. Following Branstator (2002) we use the meridional wind anomaly v’
at 300 hPa as an indicator of the zonal wave anomaly and the jet is char-
acterized by the total wind speed ust. In this case, the zonal wavenumber
of this 10-day mean anomaly field is 4 and the maximum amplitude is co-
aligned with the jet axis circumglobally. An Empirical Orthogonal Func-
tion (EOF) analysis of the meridional wind variations of 10-day averaged
fields in the Southern Hemisphere summer (see Fig. 2.2) shows that this
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zonal wave is the dominant mode of variability of the meridional wind.
More specifically, the first two principal modes have zonal wavenumber 4
with phases that are in quadrature. Together they describe wavenumber
4 anomalies of arbitrary phase and account for 25% of the variance of
10-day mean anomalies. The third and fourth EOF modes also form a
pair, now with zonal wavenumber 5 and describe 12.8% of the variance. A
cross-correlation analysis of the amplitude time series of these two pairs of
EOFs (not shown) indicates that both waves weakly propagate eastwards
with about 2 ms~! for EOF 1-2 and 4 ms~! for EOF 3-4. A correlation
analysis between the amplitude time series of the dominant meridional
wind anomaly EOF at 300hPa with the meridional wind anomaly at 300,
500, 650, 800 and 1000 hPa along latitude 50°S tells us that this circum-
global wave has an equivalent barotropic structure (see Fig. 2.3). In a
recent paper by (Zappa et al 2011) wavenumber 5 anomalies were studied
in a baroclinic aquaplanet model. These waves had a baroclinic struc-
ture below 800hPa and were phase locked with a wavenumber 5 anomaly
in tropical precipitation. Both attributes are not typical of the waves
we study here. A barotropic theory thus seems adequate to describe the
dynamics of these waves.

(a) 1EOF of V — variance:13.2% (b) 2EOF of V — vcriunce:ﬂ.B%

=/ K =\
ws] (=N, // //H\“\ -/ » \ s
- @) ////\\\\ 3 <)
wl) N NS/ / /)/// {»”’4 p
]

(c) 3EOF of V — variance: 68‘7

3 i C
(d)
V/ - \L\@ 205 -
305 p ZE\
N, \ l \) PRI /\§
N / [ \\ 1N I \ \
\\ / | ( \/// 2: I\{\E, ) \”1
70s- ~— -
h

C3

) 4EOF of V — variance:6%

H
PR )
B §b\ \\@Xi.

Figure 2.2: The first four Empirical Orthogonal Functions of the meridional
wind anomalies between latitudes 15° —70°S for Southern Hemisphere Summers
for the years 1979 — 2010 of 10-day running mean ERA-Interim reanalysis data
at 300 hPa. In (a) the principal mode is plotted and it describes 13.2% of the
total variance. The second mode (b) describes 11.8% of the variance, the third
(c) 6.8% and the fourth (d) 6%. The contour interval is 0.5 ms~! and negative
values are dashed.

In this chapter we focus on how different aspects of the jet constrain
specific features of the trapped, zonal waves such as their wavenumber
and amplitudes. An approximate theory that is able to explain some of
the features of the zonal waves, such as the wave number and the geo-
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graphical position, is based on the barotropic vorticity equation linearized
around idealised or observed time-mean flows at upper tropospheric levels
(Hoskins et al 1977, Branstator 1983, Hoskins and Ambrizzi 1993). In this
chapter we apply this approach to systematically study the ability of ide-
alized jets to trap Rossby wave energy (“waveguidability”) as a function of
3 parameters: jet strength, jet width and jet location. To use realistic val-
ues of these parameters we begin with an analysis of the characteristics of
the observed Northern and Southern Hemisphere jets. Using these charac-
teristics we define a range of idealised jets and study their waveguidability.
The observed zonal waves owe their existence to the presence of sources of
Rossby wave energy, such as the interaction of the atmospheric flow with
mountain ridges, barotropic and baroclinic flow instabilities and upper
tropospheric divergent flow connected to tropical, deep convection. We
assume that due to these sources there is ubiquitous Rossby wave energy
present at any time and that the dispersion of these Rossby waves on the
existing background flow is a major contributor to the formation of the
observed zonal wave anomalies in the 10-day mean fields. At the end we
check in the observations whether the waveguidability indeed constrains
features of zonal wave anomalies in the jet region.

Figure 2.3: Correlation coefficient between the amplitude time series of the
dominant meridional wind anomaly EOF at 300hPa with the meridional wind
anomaly at 300, 500, 650, 800 and 1000 hPa along latitude 50°S in the period
1979 — 2010. The contour intervals are 0.2 and the maximum correlation is 0.65.
Negative values are dashed.

The chapter is organised as follows. In section 2.2 we analyse the
characteristics of observed jets in the Northern and Southern Hemisphere.
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Next we introduce the barotropic model and the experimental design (sec-
tion 2.3) that we follow in order to determine the waveguidability of ide-
alised jets covering the range of observed jet characteristics in section 2.4.
For specific jet configurations, a resonant waveguide response is found
which is further analysed in section 2.5. In the final section (2.6) we re-
turn to the observations to check whether the “waveguidability” of the jet
constrains the co-occurring zonal wave anomalies.

2.2 Characteristics of Observed Jets

The observational analysis is based on the ERA-Interim reanalysis dataset
of the European Center for Medium-range Weather Forecast (ECMWF,
Dee and Coauthors (2011)) from 1979 to present. We analyse 10-day
running mean fields at the level of 300hPa in order to focus on the low-
frequency variations of the jets and the zonal waves and to average out
baroclinic disturbances. We will show in the barotropic model results that
within 10 days Rossby wave energy is able to propagate all around the
hemisphere and so a 10-day running mean filter is adequate to resolve the
zonal waves of interest.

Figure 2.4: The major jet streams for both Hemispheres from the time-

averaged 300 hPa total wind speed of ERA-Interim reanalysis for the years

1979 — 2010 at 300hPa, for (a) DJF and (b) JJA. The contour interval is 5
-1

ms~ ',

As a first indication of observed jet characteristics we show the time-
averaged total wind ug at 300 hPa for the DJF and JJA season in Fig.
2.4. The strongest mean jets are found in the winter hemispheres, with
maxima of around 60 ms~'. The jets in the winter hemispheres are

split between subtropical and subpolar jets, for instance over the North-
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Atlantic region. In the summer hemispheres the jets are weaker, with
maxima of around 40 ms~!, but more continuous.

(a) PDF of the Jet Speed on SH DJF (b) PDF of the Jet Speed on NH DJF
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Figure 2.5: Probability density function of jet speed as a function of longitude
for SH summer (a) and NH winter (b). The jet speed is defined as the maximum
total wind at each longitude from the ERA-Interim reanalysis data for the years
1979 — 2010 at 300hPa. The PDF of the jet width as a function of longitude
in SH summer (c) and NH winter (d). The jet width is defined as the distance
between the inflection points of the meridional total wind profile. PDF of jet
position in SH summer (e) and NH winter (f). The position is defined as the
latitude of the maximum total wind. The values for the PDFs are the normalized
probability.

To get an idea of the range of jet strengths, widths and positions that
we should consider in the barotropic model experiments, we calculated the
probability density function (PDF) of each characteristic as a function of
longitude on the basis of 10-day running mean fields between 1979 and
2011, both for the Northern Hemisphere (NH) winter conditions and the
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Southern Hemisphere (SH) summer. The SH summer conditions are clos-
est to the zonally symmetric idealised jets that we will use as background
flows in the barotropic model calculations. The three jet characteristics
are defined as follows: the jet strength is given by the total wind speed
at the jet maximum at each longitude. In case there are multiple max-
ima we take the one closest to the equator. The jet width is estimated
as the region in which the meridional rate of change of the latitudinal
gradient of the zonal flow is negative, or in other words, the meridional
distance between the inflection points of the meridional jet profile (see
Fig. 2.6 for a visual explanation of this definition of the jet width). Prior
to the calculation of the second derivatives, the 10-day mean wind fields
are smoothened with a Hanning window in order to reduce the scatter in
the calculation of the inflection points due to small-scale variations in the
wind fields. Finally, the jet position at each longitude is defined as the
latitudinal position of the maximum total wind.

The PDF of the jet speed (Fig. 2.5a-b) shows a stronger dependence
on longitude for the NH winter (b) than for the SH summer (a). In SH
summer the fastest jets are found around 60°E and jet speeds typically
vary between 24 — 51ms~!. In NH winter jet speeds are stronger and
typically vary between 30 — 70ms~! with fastest jets over the Pacific
region.

The PDF of the jet width as a function of longitude is plotted in Fig.
2.5¢-d. In SH summer (c) the width varies roughly between 10° and 20°
with the mode around 12.5°. There is little dependence on longitude. In
contrast, in NH winter (d) a strong dependence of the PDF of the jet
width on longitude is observed with smallest variations in the width at
the beginning of the Pacific storm track. The PDF is weakly bimodal
over the American-Atlantic sector with modes around 8° and 16°. This
weak bi-modality could be due to small width values that belong to the
subtropical jet and the larger widths values that belong to the eddy-driven
jet at mid-latitudes.

Finally, the PDF of the jet position as a function of longitude is de-
picted in Fig. 2.5e-f. In the SH summer (e) the PDF is clearly uni-modal.
The mode does depend somewhat on longitude with most southerly posi-
tions around the dateline. At these longitudes the jet position varies the
most, roughly between 40°S to 60°S whereas at other longitudes around
the zero meridian the positions are usually restricted between 40°5 —50°S.
In the NH winter (f) the PDF of the jet position is wider and is weakly
bimodal over the Atlantic sector where the exit of the subpolar Atlantic
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jet concurs in longitude with the entrance of the subtropical African-Asian
jet. Positions range from 20°/N — 60°N

Visual inspection of time series of 10-day mean anomalies of v plotted
on top of the total wind as in for example Fig. 2.1 often reveals strong
zonal waves co-aligned with zonal jets. The jet characteristics vary over
wide enough ranges to expect that this could be reflected in the properties
of observed variations of the zonal waves. To make this connection, we
will use a barotropic model, introduced in the next section, to study the
waveguidability of idealised jets.

2.3 Numerical Experiments

2.3.1 The barotropic model

The barotropic vorticity equation (BVE) basically describes conservation
of absolute vorticity in the absence of forcing and dissipation:

ACHT) _0C | (@, ¢4 f) =~ — uVC + F (2.1)
dt ot

where W is the streamfunction, ¢ the relative vorticity, f the Coriolis
parameter, J the Jacobi operator describing the advection of absolute
vorticity, v the Ekman damping coefficient, p the strength of the hy-
perviscosity and F' a time-independent, spatially varying forcing. The
barotropic model solves this equation using a spectral method (Selten
1995). The stream function and vorticity fields are described by a sum of
spherical harmonical functions with time-varying coefficients. The sum is
triangularly truncated at total wavenumber 42 (T42). The streamfunction
is related to the vorticity field by:

U=V% (2.2)

so given an initial vorticity field eq. (2.1) can be integrated in time in
order to obtain the evolution of the low. We wish to calculate how Rossby
wave energy propagates on a given background flow. Therefore we need to
construct a stationary background flow. This is done as follows. Given a
background flow (p, a forcing F' is calculated that balances the dissipation
and advection terms such that the tendency is zero:

F =7, G+ f)+ v+ uViG (2.3)
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Inserting the background streamfunction W, and vorticity field (p in this
equation gives the desired forcing field F' that keeps this background flow
stationary provided that the dissipation is large enough. The values of the
coefficients v and p are such that the e-folding timescale of the damping
is 9 and 3 days respectively for the smallest waves. We verified that the
sensitivity of the results to the exact values of these dissipation terms
is low. In order to determine the Rossby wave energy propagation on a
given background flow a Rossby wave source (RWS) is added to (2.1) as
in Hoskins and Ambrizzi (1993). The RWS, F’, is given by

F'=fD= feAcosQ(g(/\ — /\c)/r,\)cos2(g(¢ — ¢c)/T4) (2.4)

with D the divergence of maximum amplitude A = 3 -107% s~!, which
corresponds to the outflow consistent with about 5 mm per day of tropical
precipitation (Hoskins and Ambrizzi 1993), A denotes the longitude, ¢
the latitude, 7y and ry the zonal and meridional extent of the source
respectively and A and ¢, the position of the source. Here |\ — .| <=7y
and |¢ — ¢.| <= ry. Furthermore we linearise by setting e = 107% so that
the non-linear terms are negligible. The response shown in the figures is
the calculated response multiplied by €' so that it corresponds to the
linear response to 5 mm precipitation per day.

2.3.2 Experimental design

For a range of idealized jet structures we quantify the ability of the jet
to trap Rossby wave energy. The general idealised jet structure we use
is zonally symmetric and has a gaussian profile. This simple profile is
remarkably similar to the observed profile as can be seen in Fig. 2.6. For
a given particular jet structure (p, we calculate the forcing F' (2.3) that
makes this jet stationary and add a particular F’ according to (2.4). We
then integrate the barotropic model for 20 days, starting from (;, and
average the response (' = ¢ — (, between day 10 and 20. The first 10
days are discarded to enable the Rossby wave energy to disperse around
the hemisphere. We verified that averaging over days 20 — 30 does not
change the results qualitatively. In the observational analysis we found
that jets do not remain quasi-stationary for much longer than 10 — 20
days so it makes sense to look at the response at this timescale and not
longer. As a quantitative measure of the “waveguidability” of the imposed
jet we choose the area-average of the squared value of the meridional wind
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Figure 2.6: The black curve is the mean meridional total wind profile of the
strongest part of the observed mean summer jet in the SH averaged over lon-
gitudes 0 — 100°E. The dashed grey curve is a fitted Gaussian function. The
inflection points are indicated. The distance between the inflection points defines
the width of the jet.

component of the response in the area of the jet as is defined in section

2.2:
wd = % / / v?d\dg (2.5)

Where v denotes the meridional wind and A the area of the jet. We call
this measure the wavedensity wd.

We calculated the wavedensity of the response for a range of jet widths
and strengths to an elliptical RWS at 15°S/0°W with a meridional radius
of ry = 15° and a zonal radius of r4 = 30°. This idealised RWS is
not unreasonable for an outflow associated with a tropical precipitation
anomaly. To check the sensitivity of the results for the particular choice of
the RWS, we repeated the calculations for a circular RWS of 15° radius.
The core of the jet was positioned at 35°S and 50°S. The results are
discussed in the next section.

2.4 Waveguidability of Idealised Jets

Fig. 2.7 shows a few typical examples of the response for various idealised
jets. The response in Fig. 2.7a is for a relatively weak and wide jet
located at 35°S. The response is rather restricted locally to the region of
the source with some downstream propagation along the waveguide but in
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addition marked meridional propagation of Rossby wave energy is visible
as well. For a stronger and narrower jet, the response is much stronger
and of hemispheric nature and almost strictly zonal (Fig. 2.7b). For the
same jet at a more southerly location of 50°S the response to the same
RWS is weaker and the zonal wavenumber of the response drops from 4 to
3 (Fig. 2.7c). If the RWS is also moved southwards to keep the distance
between the jet and the RWS the same as in Fig. 2.7b then the response
retains a wavenumber 3 spatial structure but with a different phase and
its amplitude is much larger (Fig. 2.7d).

(a) U:20m/s — Width:21deg — Jet:35S — Source:15S (b) U:40m/s — Width:15deg — Jet:35S — Source:15S
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Figure 2.7: Meridional wind anomalies of the response of the barotropic model
to a Rossby Wave Source (see text for details). The response is defined as the
average over days 10 — 20. The forcing is elliptic with meridional radius of 15°
and 30° zonal, centered at 15°S — 0°E. In (a) the response is for a slow and
wide jet (U = 20 ms~!, width = 21° with the jet core at 35°S5), in (b) for a fast
and narrow jet (U = 45 ms~!, width = 13°, and in (c) a jet with same speed
and width as in (b) but positioned at latitude 50°S. The contour interval is 2
ms~! and negative values are dashed. In (d) the jet is as in (c) but the RWS is
moved to 30°S to have the same distance to the jet as in (a) and (b).

A summary of the wavedensity of the response experiments for the
range of jet widths and speeds as found in the observations at section 2.2
is plotted in Fig. 2.8 for a jet at 35°S (a) and 50°S (b) with the RWS set
at 15°S and for a jet at 50°S and the RWS at 30°S (c). The jet speeds are
increased in steps of 1 ms~! speed and the jet width in steps of 0.707°. To
check the sensitivity for the specification of the source, we repeated the
calculations for the jet at 35°S but with a circular RWS of 15° radius (d).
The white area marks narrow fast jets that are barotropically unstable
with e-folding timescales of the most unstable normal mode shorter than
10 days verified independently with a normal mode computation (not
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shown). These jets are excluded from our analyses since these jets do
not survive long enough for Rossby wave energy to propagate around the
hemisphere.

(a) Wavedensity — Jet Position 355 — Source at 15S (b) Wavedensity — Jet Position 50S — Source at 15S
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Figure 2.8: Averaged wavedensity from days 10 to 20 of the barotropic model
response to the same RWS as in figure 2.7 for jets of various strengths and widths
in steps of 1 ms~! and 0.707° respectively. In (a) the jet is positioned at latitude
35°S and in (b) at latitude 50°S. The contour interval of the wavedensity is 1
ms~1. In (c) the RWS is moved to 30°S for the same jet characteristics as (b).
In (d) the jet is as in (a), the RWS is in the same position but it has a circular
shape of 15°. The white area corresponds to barotropically unstable jets with the
most unstable mode having an e-folding time shorter than 10 days. The area
below the dashed lines indicates jets for which a necessary, but not sufficient
condition for barotropic instability is satisfied. The condition is a change in sign
of the meridional gradient of absolute vorticity. The symbols on the solid line
in (a) indicate jet configurations for which the response pattern is shown in Fig.
2.9.

For a given jet speed, the wavedensity of the response increases mono-
tonically when the jet becomes narrower. For instance for the jet at 35°S
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at a speed of 35 ms~! (Fig. 2.8a) the wavedensity increases from below 4
for jet widths around 24° to around 11 for jet widths around 11°. For a
given jet width, the wavedensity increases as the jet speed increases. For
instance at a jet width around 14° the wavedensity increases from below
4 at jet speeds of 20 ms~! to 12 for jet speeds around 50 ms~!. However,
this latter increase is non-monotonic. Maxima in the response are found
for jet speeds around 35, 54 and 68 ms~! for the jet at 35°S. For the jet
at 50°S (Fig. 2.8b and 2.8c) maxima are found around 30 and 53 ms™!.
When for the jet at 50°S the RWS is moved 15° to the South (Fig. 2.8¢)
in order to have the same distance between the jet and the RWS as in
Fig. 2.8a, the maxima occur around the same wind speeds, only the de-
pendence of the response on the width of the jet changes. Also a different
RWS does not change the values of the wind speed for which a maximum
response is found (compare Fig. 2.8a and Fig. 2.8d). The positions of the
maxima do not depend on the distance of the RWS to the jet, nor on the
width of the jet or the particular shape of the RWS, but they do depend
on the latitude and speed of the jet. So what causes these maxima ?

2.5 Resonance

A Rossby wave is stationary if its intrinsic westward phase velocity ex-
actly matches the eastward background flow velocity. As the jet speed
increases, the stationary wave number decreases due to the property of
Rossby waves that the westward phase velocity increases for larger waves.
Fig. 2.9 shows the response averaged over days 10 — 20 for various jet
speed-width combinations along the black solid line at the position of the
symbols in Fig. 2.8a. The maxima in the wavedensity response coincide
with a stationary wave response with an integer number of zonal wave-
lengths around the jet, 5 at a jet speed of around 35 ms~! (circle) and 4 for
jet speeds around 54 ms~! (triangle). If the stationary zonal wavenumber
is integer then the wave is in phase with the RWS and maximal construc-
tive interference is expected and thus a maximum in the wavedensity
response. On the other hand, if the stationary wave response is an in-
teger number of wavelengths around the jet plus half a wavelength, then
maximum destructive interference is expected and a relative minimum in
the wavedensity response. This situation occurs for jet speeds around 40
(square) and 62 ms~! (diamond). For the jet at 50°S wavenumber 4 is
stationary around 30 ms~! and wavenumber 3 around 53 ms~ 1.
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Figure 2.9: Meridional wind response patterns calculated with the barotropic
model versus wind speed for the jet at 35°S for the speed-width combinations
indicated by the symbols in Fig. 2.8a. The response is averaged over days
10 — 20. Contour intervals are 3 ms™1.

In order to calculate the stationary wave number for the waves trapped
in the idealized jets, we start from the barotropic vorticity eq. (2.1)
without forcing and dissipation using cartesian coordinates

o WO+ S) _ dACH )

ot " oxr oy oy  Or =0 (2:6)

Assuming stationarity and making the beta-plane approximation we get

oy (0¢ o 8{
with
_of
Bo = 0|y (2.8)

evaluated at the latitude of the jet, ¢g. Now we consider a stationary
zonal basic state with a perturbation super imposed

V(@ y,t) = $(y) +¢'(2,y) (2.9)
and substitution gives

éw’ o¢ o 6(’ oy oy
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which reduces to
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when we neglect second order terms. Using the relation between zonal
wind and stream function U = —% and vorticity and stream function
¢ = V24 this can be rewritten as

oY’ 0*U o¢’

—_— = . 2.12

6w<82+60)+U3x 0 (2.12)

We approximate the behavior of Rossby waves trapped in the waveguide
by Rossby waves in a channel centered at the latitude of the jet. For the
waves we assume the following form

V(2 y) = sin(ly)e™ (2.13)

where | = W k= k:z%, k is the zonal wavenumber, y € [0, W] and
x € [0, L], W the width of the channel and L = 27 R cos(¢) the length of
the channel, R the radius of the earth and ¢ latitude. The vorticity field
of these waves is given by

((o.y) = = (B + ) ¢/(2,y) (2.14)

An expression for the stationary zonal wavenumber can be found by sub-
stitution of (2.13) and (2.14) into (2.12)

0*U
ik [ Z + B0 (kQ + 12)] —0. (2.15)
This can only be true for all x € [0, L] if
- 9°U
sin(ly) [ a7 + Bo — (k:2 —1—12)] =0. (2.16)
Integrating over y gives
2 72 2\ _
—A+;ﬁo—B(k +z>_o (2.17)
with
=W / sin(l dy (2.18)

and
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I L
B = W/o sin(ly)Udy. (2.19)
Rewriting gives the following expression for the stationary wave number
243, — 2
For a basic state given by
U(y) = Upsin(ly) (2.21)

the expression for the stationary wavenumber reduces to

k= L 45 (2.22)
21\ 7wl

In this expression the stationary wavenumber depends only on the lati-
tude through L and Sy and on the speed of the jet Uy. In order to relate
these results to the waveguide response calculations with the barotropic
model, we need to take into account that the waveguide response pattern
is different from the sinusoidal profile assumed here and that the idealized
jet profile is Gaussian and not sinusoidal. Different profiles lead to differ-
ent values of the integral B. This integral is proportional to the strength
of the jet. Setting B = cUj in (2.20) and choosing suitable values for ¢, we
obtain an excellent agreement: the stationary zonal wave number is inte-
ger for the jet speeds with maximum waveguide response. This supports
the hypothesis that the maximum response is due to constructive interfer-
ence between the source and the Rossby wave energy that has propagated
around the hemisphere. The stationary wavenumber is plotted in Fig.
2.10 for a jet at 35°S with ¢ = 0.38 and 50°S with ¢ = 0.33 and the solid
dots indicate the jet speeds for which the waveguide response is maximum.
The open dots mark the position of minimum waveguide response. These
do not occur at exactly the jet speed for which the calculated stationary
wavenumber is an integer and a half, especially for the fast jets beyond 60
ms~!, but there will be destructive interference between the source and
the Rossby wave energy that has propagated around the hemisphere.

2.6 Conclusions and Discussion

Characteristics of the SH summer and NH winter jet stream are analyzed
from 10 day mean ERA-Interim reanalysis data for the years 1979 —2011.
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Figure 2.10: Stationary zonal wavenumber as a function of jet speed for a jet at
35°5 and 50°S. The solid dots mark the position of the jet speeds with maximum
response in the waveguide in the barotropic model calculations. These occur for
jet speeds for which the stationary wave number is integer. The open dots mark
the position of minimum response for which the stationary wavenumber is close
to an integer and a half.

Idealized jets are constructed that cover the range of observed jet speeds
and widths. With barotropic model calculations we determined the waveg-
uidability of these jets by examining the linear response to a subtropical
Rossby wave source. We find that the properties of the jet constrain
the zonal waves that result from Rossby wave propagation from a sub-
tropical Rossby wave source. The overall effect is that stronger and
narrower jets lead to stronger zonal waves and the stronger the jet the
smaller the wavenumber. A maximum response is found when the sta-
tionary wavenumber is integer through constructive interference between
the source and the response.

In the Southern Hemisphere summer season, the season with the most
zonally symmetric jets, we tried to verify these relationships. First we
defined the area of the jet by considering regions with a total wind speed
in excess of 25 ms~!. Next we calculated at each longitude within these
regions the value of the maximum total wind and the width of the jet
and averaged these values over the longitudes within the jet regions. We
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Figure 2.11: Wavedensity as a function of the jet width (left) and jet speed
(right) based on the ERA-Interim dataset. The wavedensity as a function of
jet width is calculated over areas where the jet speed lies between 20 and 35
ms~t. Only days are considered with the observed wavedensity in the jet region
larger than one standard deviation. The wavedensity as a function of jet speed
is calculated for jets with width’s between 11.5° and 12.5°.

then calculated the area averaged value of the meridional wind anomaly
inside the jet regions (= wavedensity). From the wavedensity distribution
of the total 2880 SH summer days (32 years) we selected only the days
where the wavedensity exceeds one standard deviation (one sigma). Fig.
2.11 shows the wavedensity as a function of jet width (left panel) and
jet speed (right panel) for days with wavedensity in the jet region above
one standard deviation. In accordance with the barotropic model results
higher values of wavedensity tend to co-occur with faster and narrower
jets. However, there is a large scatter in the results and the relation is
barely significant. A couple of reasons can be given why the signal to
noise ratio is so low in the observations. First of all, in reality there is
no completely steady source of Rossby wave energy as in the idealised
calculations. As a result days occur where there are strong, narrow jets
but virtually no wavedensity due to the lack of sources of Rossby wave
energy. That is the reason for restricting the analysis to days with wave-
density in the jet region above one standard deviation. We checked that
the analysed relation between wavedensity and jet speed and width is
not very sensitive to this exact value of the threshold of one sigma. In
addition, in reality, Rossby waves may grow to large amplitudes, break
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and strongly interact with the background flow. Moreover, the observa-
tional jet stream deviates from the zonal jets that we consider and has
discontinuities that affect the wave and energy propagation. Finally, the
baroclinicity of the jet may play a role in the generation and maintenance
of the zonal waves. These processes are neglected in the barotropic model
calculations. Notwithstanding, the predicted basic relationship between
jet speed and width and waveguidability still seems to hold.

The results of this chapter may be of help in the interpretation of climate
change projections. Often climate models simulate a change in the sta-
tionary wave pattern that has the character of a zonal wave co-aligned
with the jet (Selten et al 2004), (Brandefelt and Kornich 2008), (Bransta-
tor and Selten 2009). Differences between different models might be due
to differences in the simulation of a stationary Rossby wave source (for
instance a change in the mean tropical precipitation) or differences in the
strength, width or location of the jet.

Acknowledgments. ECMWEF ERA-Interim data used in this chapter
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of the research programme INATEX, which is (partly) financed by the
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Drivers of North Atlantic Oscillation
Events
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Abstract

This chapter is set out to quantify the contribution of tropical and ex-
tratropical atmospheric forcing mechanisms to the formation of the North
Atlantic Oscillation (NAO) pattern. Although the NAO varies on a wide
range of time scales we focus on 10 — 60 days. At these time scales mech-
anisms are at play in the atmosphere that can generate the characteristic
dipole pattern. We focus on the tropical Rossby Wave Source (RWS) and
extratropical eddy activity. Anomalous tropical and extratropical vortic-
ity forcing associated with the NAO is derived from atmospheric reanalysis
data and applied in an idealized barotropic model. Also, using winds from
composites of the NAO, the vorticity forcing is derived inversely from the
barotropic vorticity equation. Both types of forcing are imposed in the
barotropic model in the tropics and extratropics respectively. An impor-
tant result is that the tropics dampen the NAO as a result of a negative
feedback generated in the extratropics. The damping is strongest, about
30%, for the negative phase of the NAO. For the positive phase the damp-
ing is about 50% smaller. The results show that the barotropic vorticity
equation can represent the dynamics of both tropical and extratropical
forcing related to the formation of the NAO patterns.

43
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3.1 Introduction

The North Atlantic Oscillation (NAO) is the major source of atmospheric
variability over the Northeast Atlantic, Europe and North America (Bran-
stator (2002)). NAO plays an important role in the formation of the
prevailing weather patterns and their day-to-day variations (Platzman
(1968)). The NAO is predominantly generated by extratropical dynamics,
which involves extratropical eddy fluxes, wave breaking activity and shifts
in the storm tracks. In addition to that the NAO is affected by tropical
deep convection associated with sea surface temperature (SST) anomalies.
However the role of the tropical forcing in the development of the NAO
pattern is yet to be fully clarified.

It is widely investigated and accepted that the NAO is primarily forced
by extratropical atmospheric variability, such as the eddy activity and
wave breaking (for instance, Feldstein (2003), Thompson et al (2003),
Vallis et al (2004)). Results from model and observational studies by
Franzke et al (2003), Benedict et al (2004) and Riviere and Orlanski (2007)
indicate that the development of the NAO depends on synoptic scale
wave breaking. They found that anticyclonic wave breaking is associated
with the positive phase of the NAO and cyclonic wave breaking with
the negative phase. Successive upstream wave breaking is responsible for
the maintenance of the event. The phases of the winter NAO are also
found to be associated with shifts in the storm tracks (Rogers (1990),
Hurrell (1995)). The dependency of the development of the NAO on the
eddy fluxes characterizes it as a phenomenon associated with non-linear
processes. Li et al (2007) conclude, by imposing an idealized forcing on
a linear baroclinic model, that transient eddy forcing induces the NAO
dipole with a preferred location at the exit of the Atlantic jet stream.

Apart from the known extratropical origin of the NAQO, there are also
studies that show the importance of the tropical impact on the NAO.
They suggest that tropical variability is an important source for forcing
the prevailing wintertime extratropical patterns and atmospheric trends
(Sardeshmukh et al (1987), Lin et al (2002), Lu et al (2004), Selten et al
(2004) and more). Changes in the tropical SSTs can excite Rossby waves
that can propagate from the tropics to the extratropics creating tele-
connection patterns (Hoskins and Karoly (1981), Hoskins and Ambrizzi
(1993)). It is argued that the upward trend of tropical-wide SSTs projects
onto the polarity of the NAO (Hoerling et al (2004), Hurrell et al (2004)).
Peterson et al (2002) used a dry primitive equation model forced with



3.1 Introduction 45

diabatic heating in the tropics and extratropics to find that, although the
overall influence of the extratropics is stronger, the trend in the NAO is
related to the tropical forcing. Greatbatch et al (2012), in order to ana-
lyze the interannual trend of the NAO, applied a relaxation technique to
argue that on timescales larger than 21 years the tropics are influential,
while for shorter timescales the extratropics and the stratosphere are the
major sources of variability.

Along the tropical belt there are preferred regions where the SST forc-
ing projects more strongly onto the NAO. The phase of the NAO is related
to the region of tropical forcing according to Cassou (2008). Positive NAO
events mostly respond to Madden-Julian Oscillation disturbances in the
tropical Western-Central Pacific, while negative NAO events are found
to be influenced by the tropical Eastern Pacific-Western Atlantic, lead-
ing to changes along the North Atlantic storm track. Tropical Atlantic
SST anomalies are found to induce a significant NAO dipole in late win-
ter simulations but not in early winter (Peng et al (2005)). Another
study by Okumura et al (2001) shows that tropical Atlantic forcing cre-
ates a barotropic teleconnection pattern projecting onto the NAO. The
importance of the Indian Ocean is pointed out by Hoerling et al (2004).
They used enhanced SSTs over the Indian Ocean, resembling the observed
warming since 1950 to force a coupled model and concluded that Indian
Ocean warming projects strongly onto the positive NAO (see also Lu et al
(2004)).

Here, we aim to study the atmospheric forcing of the NAO with a focus
on the tropics. Feldstein (2003) suggests that the NAO has an intrinsic
timescale of about 10 days. However, the Rossby wave source (RWS,
see Sardeshmukh et al (1987)), which is an estimate of the driving force
from the tropics, and the consequent propagation of anomalies towards
the extratropics has a longer time scale. Indeed, for the timescale of 1 —10
days in boreal winter a selection of positive and negative NAO events is
made (see section 3.2 for the definition of the NAO events) and for these
events the composites of RWS anomalies are computed, there are almost
no pattern similarities between the RWS patterns for the two NAO phases.
This indicates that for timescales shorter than 10 days the NAO is mainly
driven by the extratropics and the influence of the tropics is negligible.
Because our focus is on the impact of the tropics, timescales shorter than
10 days are excluded in this study.

For the timescale of 10 — 60 days the equivalent RWS composites are
shown in Fig. 3.1 (see section 3.3 for details). For the two NAO phases
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Figure 3.1: Composites of RWS anomalies at 300hPa for (a) positive and
(b) negative NAO event days from 10 — 60 day means of DJF months for the
period 19792010 using ERA-Interim data. The contour interval is 7-107 12572,
Negative values are shown in green color. The hatched black lines indicate the
areas exceeding the level of 99% significance.

the RWS anomalies show a similar structure with opposite sign and the
patterns are -0.67 correlated in the areas of high significance. This anti-
correlation of the RWS suggests the hypothesis that the NAO can affect
the dynamical tropical forcing. Later in this chapter this hypothesis is
verified. These tropical changes subsequently may affect the extratropi-
cal circulation and can be of importance for the formation of the NAO
patterns. In addition, the stationary winter Rossby wave patterns de-
velop within this timescale. Finally, this time scale also captures the
intraseasonal variability in tropical convection which is an effective source
of Rossby waves and excludes higher frequency phenomena such as break-
ing waves along the storm tracks and other transient eddies that make
the flow sharper and more scattered, while their important impact on the
larger scale is still evident.

Prompted by the above observations we attempt to quantify the tropi-
cal impact onto the NAO in addition to the dominant extratropical forcing
within the timescale of 10 — 60 days, using extreme positive and nega-
tive NAO events in a barotropic model. We use the barotropic model as
a diagnostic tool assuming that the dynamics of the NAO is equivalent
barotropic. The NAO patterns are interpreted in meridional wind anoma-
lies in order to highlight the wave-like structure of the NAO, similarly to
Branstator (2002) and Watanabe (2004).The linearity of the tropical and
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extratropical influence for the two phases is also discussed. Finally an ef-
fort is made to investigate whether there are preferred longitudinal regions
in the tropics that force the NAO.

The chapter is structured as follows. In section 3.2 the data and the
definition of the NAO events are introduced and the characteristics of
the composites of the events are displayed. In section 3.3 we focus on
the possible observational tropical and extratropical forcing sources. In
section 3.4 the model and the experiment are described. The results of
the model simulations are presented in section 3.5 and in section 3.6 a
summary and discussion finalize this work.

3.2 The NAO Events

3.2.1 Characterization of the NAQO events

We use the ERA-Interim reanalysis data (Dee and Coauthors (2011)) for
Northern Hemisphere December-January-February months (DJF) from
1979 to 2010 and focus on the 10 — 60 days time scale. This time filtering
was obtained by subtracting the 60 day running mean from the 10 day
running mean. To retain the daily cycle the daily climatology was added
to the resulting time series. The running means were applied over the
period 1 December - 28 February. For winds we used the 300hPa level
which is a good compromise between the Rossby wave propagation level
(optimum at 200hPa) and the equivalent barotropic level at about 350hPa,
(Hoskins and Ambrizzi (1993), Ting (1996)).

The NAO index is defined as in Branstator (2002), i.e. the first EOF
of the streamfunction at 850hPa. The domain used is the Atlantic sector
from 90°W to 30°E over the Northern Hemisphere. The leading EOF
explains 35% of the total variance. The timescale of the index is similarly
10—60 days, while extra smoothing with a Hanning window of 11 days was
needed in order to select the NAO events. The selection of the positive
(negative) NAO events was based on the following criteria: the NAO
index increases (decreases) monotonically for one week to reach a value
above one standard deviation (below minus one standard deviation) at
least for one day and then decreases (increases) monotonically for the
following week. From the event the middle day, which is the day with
the maximum (minimum) index is selected. With this method 63 positive
and 56 negative events are identified during the 32 winters.
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3.2.2 The NAO patterns

The composites of the total wind and meridional wind anomalies of the
positive and negative phase events at 300hPa are shown in Fig. 3.2. The
most pronounced differences are found over the North Atlantic. During
the positive NAO phase the North Atlantic jet stream, indicated by the
total wind speed (Fig. 3.2a), is shifted northward and tilted southwest-
northeast towards Northern Europe and is clearly separated from the sub-
tropical Asian jet. Over the same region the negative phase (Fig. 3.2b)
is accompanied by a shorter Atlantic jet, more zonally oriented, situated
at a more southern latitude in the subtropics and more closely connected
to the Asian jet.

The meridional wind anomalies associated with both phases of the
NAO (Fig. 3.2c and 3.2d) display a rather similar pattern with opposite
sign and a spatial correlation in the extratropics of -0.76. They consist of
a midlatitude wavetrain with wavenumber 4 —5, where the dominant part
begins at the North American west coast and ends at the Arabian penin-
sula. The strongest anomaly is centered at the North Mid-East Atlantic
and is positive (negative) for positive (negative) NAO. The geopotential
height anomalies at 500hPa, showing the well known dipole NAO pattern
are denoted by black contours. The patterns of the two NAO phases do
not exactly mirror each other, suggesting that there should be differences
in the dynamics that generate these phases (see also Cassou et al (2004),
Peterson et al (2002), Greatbatch and Jung (2006)).

3.3 Sources of NAO Forcing

3.3.1 Tropics: Rossby Wave Source

As stated in the Introduction, anomalous divergence can force a Rossby
wave-train from the tropics to the extratropics. The anomalous divergence
can be created by tropical anomalous SSTs and diabatic heating.

The Rossby wave source in an equivalent barotropic atmosphere as-
suming negligible vertical advection and twisting terms may be approxi-
mated as:

S=-V-(C+ NV (3.1)

where ¢ is the relative vorticity, f the Coriolis parameter and V) the
divergent component of the horizontal wind.
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(a) Total Wind — Pos NAO (b) Total Wind — Neg NAO

(d) V Anom — Neg NAO

Figure 3.2: Panel (a) is the composite of total wind speed for positive NAO
events and (b) for negative events. The contour interval is 10ms~—!. Composites
of the meridional wind anomalies are shown in (c) for positive and in (d) for
negative NAO events. The contour interval is 1ms~! and negative values are
indicated by blue colors. Over the meridional wind anomalies the geopotential
height anomalies at 500hPa are plotted. The contour interval is 35m and the
negative values are indicated with dashed contours.

In Fig. 3.1 the Rossby wave source anomalies for positive and neg-
ative NAO events are depicted. Distinct anomalies of regional scale are
shown that are well structured, especially at higher latitudes. The pat-
tern is similar and of opposite sign for the two phases. The areas of high
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significance are -0.67 correlated. The significance is computed with a Stu-
dent’s t-test. The magnitude of the anomalies is rather uniformly spread
indicating that the tropical NAO forcing is not strongly constrained to
specific longitudinal regions, except for the East Atlantic and East Pa-
cific/Caribbean where the anomalies are somewhat larger. This is further
examined in section 3.5.3.

3.3.2 Extratropics: Eddy Activity Forcing

The NAO in the extratropics is mainly forced by eddy activity. The
highest eddy activity is found along the extratropical storm tracks. Shifts
in the storm tracks are essential for the establishment and maintenance
of the stationary wave patterns that create teleconnections such as the
NAO. It should be noted that the state of the NAO can influence back
the eddy activity, but here we focus on the one-way relationship.

The contribution of the eddy activity to the time mean flow can be
computed straight forwardly by applying Reynolds decomposition to the
momentum equations (Kok and Opsteegh, 1985):

1 ou?  19u

FEm:_(acos¢ oA +& 0 ) (3.2)

and
1 o 1002

_( + = )7

acosp O a 0¢
where we have neglected the curvature and the vertical advection terms.
The overbars denote the time means and the primes denote the anoma-
lies. By applying the rotation operator on (3.2) and (3.3) they can be
transformed into a vorticity forcing for a barotropic atmosphere:

1 0FE, 1 OFg,
Fpy = — - ;
a 0¢ acosg O

We have evaluated (3.4) using 6-hourly ERA-Interim data for positive
and negative NAO events at 500hPa, which is an appropriate level for
addressing baroclinic eddy activity. The anomalies are computed with
respect to a 30-day running mean. The differences in the eddy forcing of
the barotropic atmosphere between positive and negative NAO composite
events are displayed in Fig. 3.3. Coherent differences are shown between
the two phases. The largest among them are found over the Atlantic, the
East Pacific/American continent and the Antarctic. Further discussion of
this figure follows in section 3.5.1.

Fpy = (3.3)

(3.4)
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3.4 Model and Experimental Set-Up

The teleconnections associated with the NAO that are initiated in the
tropics by the RWS are thought to be governed by equivalent barotropic
dynamics. The extratropical transient eddy activity and wave breaking
that influence the generation and maintenance of NAO is a baroclinic
process acting on a regional scale with a timescale of 2 — 5 days. In this
chapter we are however interested in the timescales of 10 — 60 days. For
these spatial and time scales the impact of the eddies can be assumed to be
equivalent barotropic. Therefore we use a barotropic model as a diagnostic
tool to quantify the influence of tropical and extratropical sources of the
NAO. A benefit from working with the barotropic model is that it provides
a transparent framework for interpreting the results. Watanabe (2004)
also used a barotropic model to examine the zonally oriented wave trains
associated with the NAO that are concurrent with RWS anomalies.

The barotropic vorticity equation (BVE) describes the evolution of
the flow of a barotropic fluid on a rotating sphere:

%=%+J(zp,c+f)+/\g+uv4<:F, (3.5)

dt ot
where v is the streamfunction, ( is the relative vorticity, f the Corio-
lis parameter, A the Ekman pumping linear coefficient and p the super
viscosity. The BVE is solved on the sphere by a spectral model with a
triangular truncation of T21. The forcing F' is determined as such that
the background flow remains stationary (% = 0). The coefficients A and
w are set to 9 and 3 days respectively to keep the flow stable.

The BVE is applied to the streamfunction of NAO composites of posi-
tive and negative events and also to the mean state of all 32 winters using
10 — 60 day running means of ERA-Interim wind data at 300hPa.

The forcing that keeps the time mean winter (DJF) flow stationary is
denoted as Fy. The forcings that keep the positive and negative NAO com-
posite fields stationary are denoted as Fiy40o+ and Fy40- respectively.
These NAO forcings can be decomposed into a mean and an anomalous
forcing:

Fy a0 :FOJFFF\;IAOv (3.6)
and

Nao = Fo+ Fry a0 (3.7)
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By restricting the anomalous NAO forcings (FJJ\;;‘O and F' 1;:40) to the
tropics (0° —30°N) or the extratropics (30° —90°N) and running the BVE
to equilibrium the impact of the tropical and extratropical part of the
NAO forcings can be evaluated. This approach is, however, only valid
if the response to the anomalous forcing is to first order linear. The
response to the tropical and extra-tropical forcing can then be linearly
added. We have tested the linearity by comparing the total response
with the summation of the tropical and the extratropical response. The
differences between these responses are indeed small, as will be discussed
in section 3.5.2.

To assess the tropical and extratropical contribution to the telecon-
nections for each phase the weighted Kinetic Wave Energy Anomaly is
computed using the meridional wind:

L
N
where V4 is the meridional wind after the model has reached the equilib-

rium state and Vj the meridional wind of the composite of all 32 winters.
Y indicates the summation over all grid points (N).

S(Veg — Vo)?, (3.8)

3.5 Tropical and Extratropical Influence on NAO
Patterns

3.5.1 Model-derived barotropic vorticity forcing

The anomalous vorticity forcing for the two NAO phases (F ;&:40 and
F 15;107 see equations 3.6 and 3.7) are computed in the barotropic model
for the tropics and the extratropics. They are displayed in Fig. 3.4. In
order to verify that the BVE can be used to evaluate the dynamics of the
NAO, the patterns of the model vorticity should bear resemblance to the
observational forcings. However, the RWS and eddy forcing are approxi-
mations of the actual NAO forcing of the barotropic flow at one level. The
forcing of the NAO in the tropics by the generation of Rossby waves that
propagate to the extratropics occurs mainly in the upper troposphere. In
the extratropics these Rossby waves lose their baroclinic structure and
become predominantly equivalent barotropic. Similarly the amplitude of
the eddy forcing varies strongly with height. Due to these approximations
a direct agreement in amplitudes should not be anticipated and we will
mainly concentrate our analysis on pattern comparison.
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Eddy Activity Forcing — Pos—Neg NAO

Figure 3.3: Anomalies of eddy activity forcing composites of positive minus
negative NAO events. The data are derived from zonal and meridional wind
anomalies from ERA-Interim of DJF 1979 — 2010 years. The contour interval is
6- 10712572 and the green color shades indicate negative values.

For both phases of the NAO there is reasonable agreement between
the anomalous model tropical vorticity forcing (Fig. 3.4a and 3.4b) and
the observed RWS (Fig. 3.1) in sign and location of the pattern.

Similarly to the tropical forcing, the extratropical model vorticity forc-
ing (Fig. 3.4c and 3.4d) has opposite sign for the two NAO phases. The
anomalies in Fig. 3.4e are compared to the anomalous observational eddy
activity forcing in Fig. 3.3. Although the discrepancies are somewhat
larger, there are still some similarities, especially over the Atlantic and
E. Pacific-American continent where the largest values are found. There,
both patterns show a similar southwest-northeast chain of anomalies.

The above results indicate that the BVE, despite its approximations,
can be used to evaluate the dynamics of the NAO. In addition it is con-
firmed that the major forcing of the NAO in the extratropics is caused
by eddy forcing, whereas in the tropics it is dominated by the RWS. The
ability of the BVE to present the dominant forcing in the tropics as well
as the extratropics motivated us to use the BVE to analyse the impact of
the tropical RWS forcing and to compare it with the extratropical eddy
forcing. This is further discussed in the following paragraphs.

3.5.2 Assessing the tropical and extratropical impact

To investigate the impact of the tropical and extratropical forcing on
generating NAO events the mean state of the atmosphere is forced in the
barotropic model with the F} 4, confined to 0° — 30°N or 30° — 90°N
respectively, for both positive and negative NAO events. The model is run
to equilibrium. The meridional velocity anomalies from the simulations
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Figure 3.4: Composites of anomalous vorticity forcing computed in the model
by solving the BVE for (a) the tropics (0° — 30°N) for positive NAO events, (b)
for negative NAO events and for (c) the extratropics (30° — 90°N) for positive
events and (d) for negative events. At (e) are the differences between positive
and negative extratropical forcing. The contour interval is 4-107°s~2. Negative
values are indicated in green colors.
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(a) V Anomalies — Forcing Tropics — Pos NAO (b) Forcing Extratropics — Pos NAQO (c) Total Forcing — Pos NAQ

Figure 3.5: Meridional wind anomalies simulated by the barotropic model when
the mean circulation at 300hPa is forced with the anomalous F 4, and run to
equilibrium. First the forcing is restricted to the tropical band (0° — 30°N, left
panels), where in panel (a) the positive NAO forcing (Fy 4+ ) is used and in (d)
the negative NAO forcing is used (F'y, 4, ). Second, the forcing is applied only in
the extratropics (30° — 90°N, middle panels), similarly in (b) the positive NAO
forcing (Fy 4+ ) is used and in (e) the negative NAO forcing is used (F} 4 -)-
Finally to show the overall effect of using the anomalous NAO forcing, the entire
hemisphere is forced, in (c) with F ,,+ and in (f) with F},,,-. The contour
intervals are 1ms~! and negative values are indicated in blue colors.

are shown in Fig. 3.5. For each NAO phase, firstly, only the response to
tropical forcing is shown, then only the response to extratropical forcing
and finally the response to tropical and extratropical forcing together.

A surprising result is that the responses to tropical and extratropical
forcing have a similar structure but are of opposite sign. The tropical
forcing thus reduces the response of the extratropical forcing. To further
analyze this we have performed a lead-lag analysis between daily RWS
and the NAO index, which is shown in Fig. 3.6. It reveals that the RWS
is negatively correlated with the NAO and that it lags the NAO index by
two days. This time scale is related to the time necessary for the NAO
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Lag Correlation of daily RWS and NAO index
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Figure 3.6: Red line: A lead-lag correlation of the daily RWS index and the
NAO index for DJF. The RWS index is defined as the projection of the daily
RWS associated with the NAO on the total RWS composite. Grey line: An
auto-correlation of the NAO index. The horizontal axis denotes the lag in days
of the NAO index. The vertical axis is the correlation coefficient between lagged
NAO index and RWS index, or the auto-correlation coefficient of the NAQ index.

to affect the tropical circulation. For large positive and negative lags the
correlation becomes approximately zero. In addition the auto-correlation
of the NAQ, also shown in Fig. 3.6, reveals that RWS-NAO correlation
has a similar damping time scale as that of the NAO. Also, the RWS-NAO
becomes approximately zero when the NAO auto-correlation vanishes. We
therefore conclude that the damping of the NAO by the tropical forcing
is due to a negative feedback of the tropical circulation in response to
the NAO that is generated in the extratropics. Earlier studies have es-
tablished the connection between the NAO and the circumglobal wave
guide. Watanabe (2004) has found events where anomalous convergence
is established at the entrance of the Asian jet that lag the peak of the
NAO by two days. This signal is associated with the decay of the NAO
and subsequently propagates further downstream thereby affecting the
convection on a global scale. Another hypothesis is that the trade winds
associated with the Azores high can affect subtropical SSTs and through
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the wind-evaporation-SST feedback the ITCZ (Chang et al (1997)). We
speculate that these mechanisms might provide the negative feedback that
we encountered.

To quantify the damping of the tropical forcing with respect to the ex-
tratropical forcing of the NAQ, the kinetic wave energy anomaly (KWE,
equation 3.8) is computed over the Atlantic region between 30°N and
90°N. The KWE resulting from tropical forcing simulations alone is com-
pared only to that resulting from the extratropical forcing only: for the
positive NAO phase the tropics comprise the 14% of the KWE sum and
the extratropics the rest 86%. Compared to the positive phase, the neg-
ative phase shows enhanced tropical contribution (35%) with respect to
the extratropics (65%). The above percentages are positive numbers,
since the wave energy by definition is positive. Therefore it indicates only
the amplitude of the influence. It should be noted that the tropical and
extratropical KWE cannot be added linearly as they are quadratic quan-
tities. The sign of the influence depends on the sign of the meridional
wind anomalies, compared to the total response as seen in Fig. 3.5. Since
the tropical forcing response is mainly of opposite sign to the extratrop-
ical forcing we conclude that by this percentage the tropics are damping
the dominating extratropical response and reducing the amplitude of the
total NAO pattern.

The non-equal contribution of the two phases is a sign of non-linearity
of the NAO. This is due to the different amplitudes of the extratropical
forcing during the positive and negative NAQ, as is seen in table 3.1. The
amplitudes are computed as the zonal average of the absolute vorticity
forcing Fyy 4. The extratropical forcing of the positive phase is about 14%
stronger than that of the negative phase, explaining why the extratropics
in the positive phase play a more dominant role compared to the negative.
The tropical forcing is of similar amplitude for the selected NAO events.

Peterson et al (2002), in order to assess the non-local influence on
the low frequency behavior of the NAQ, forced a primitive AGCM with
a derived adiabatic forcing only in the tropics and the extratropics re-
spectively. In their figures 3a and 3b the SLP differences between two
periods over the Northern Hemisphere are shown when only the tropics
or extratropics are forced. The patterns bear significant resemblance to
our barotropic model results, indicating that indeed the dynamics can be
captured by the BVE. From these figures we can also observe that forcing
in the tropics results in a pattern of opposite sign to forcing in the ex-
tratropics. They also correlated the NAO index when forcing in only the
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(a) RWS Forcing — Tropics — Pos NAO (b) Eddy Forcing — Extratropics — Pos NAO

(c) RWS Forcing — Tropics — Neg NAO
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Figure 3.7: Similar to Fig. 3.5 but instead of the model vorticity forcing, the
observational forcing is applied. At (a) is the response to the observed tropical
RWS forcing for positive NAO events and (c) for negative NAO events. In (b)
the forcing is the extratropical observed eddy activity for positive NAO and in
(d) for negative NAQ. The contour intervals are 1ms~! and negative values are
indicated in blue colors.

tropics or extratropics with the observed index and found a correlation of
0.39 for the tropical forcing and 0.55 for the extratropical forcing.

The similarities between the observed meridional wind anomalies as
seen in Fig. 3.2c and 3.2d with those reconstructed in the model by the
summation of the tropical and extratropical patterns in Fig. 3.5¢ and 3.5f
confirm that the model non-linearities do not play an important role in
the simulation. Some discrepancies, mostly seen on the negative phase,
can be due to numerical model approximations or non-linearities.

To further validate the results, the simulations are repeated, but in-
stead of the model computed barotropic vorticity forcing we used the
observed RWS (eq. 3.1) as the tropical forcing and the eddy activity (eq.
3.4) as the extratropical forcing. The results are shown in Fig. 3.7. Com-
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Contribution Vort. Forcing (10~ s72)

Tropical | Extratropical || Tropical | Extratropical
Pos NAO 14% 86% 1.22 3.4
Neg NAO 35% 65% 1.22 2.99

Table 3.1: At the left hand side the ratios of the contribution of the tropics and
the extratropics for the positive and negative NAO phases are shown, quantified
by the kinetic energy anomaly (eq. 3.8). At the right hand side is the zonal
average of the absolute vorticity forcing Fy 40, showing that the negative NAO
tropical model vorticity forcing is about 14% higher in ratio between tropical-
extratropical forcing than the positive phase.

parison of Fig. 3.5 with Fig 3.7 (3.7a and 3.7c with 3.5a and 3.5d, and 3.7b
and 3.7d with 3.5b and 3.5e respectively) reveals that they bear significant
spatial similarities. The amplitude of the response for the observed RWS
is somewhat reduced compared to the model response, whereas for the
eddy forcing it is somewhat enhanced, but still comparable. This agree-
ment indicates that there is a direct connection between tropical observed
RWS and the model barotropic vorticity forcing and also between the
extratropical observed eddy activity and the barotropic model forcing.

3.5.3 Tropical forcing: Zonal dependency

To assess whether there are preferred tropical regions that project stronger
on the NAO, the model is forced at constrained longitudinal regions with
the observed anomalous RWS. The selected forcing regions are those where
the RWS shows maximum amplitude and significance (see Fig. 3.1). They
are the East Atlantic, East Pacific/Caribbean, Middle Pacific and East
Indian Ocean. The width of the tropical (0° — 30°N) forcing window is
40°. Comparison of the response to local forcing in Fig. 3.8 with the
hemispheric-wide tropical forcing in Fig. 3.5a and 3.5d shows that de-
pending on the region of the forcing the excited patterns show differences,
but overall the main structure for each case bears some resemblance to
the pattern of the hemispheric-wide forcing.

As discussed in section 3.5.2, the sign of the response to the hemispheric-
wide tropical forcing is opposite to the response of the total forcing, in-
dicating that the hemispheric-wide tropical forcing tends to reduce the
impact of the extratropical forcing. However, when the forcing is on a
regional scale the sign of the response depends on the sign of the local
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(a) Pos NAO — Forcing Middle Pacific (b) Neg NAQ — Forcing Middle Pacific

(c) Pos NAO — Forcing E.Pacific/Caribbean (d) Neg NAO — Forcing E.Pacific/Caribbean

Figure 3.8: Meridional wind anomalies simulated by the barotropic model
when forced with the observed RWS anomalies in the tropics (0° — 30°N) in
constrained regions of 40° longitude. Left column for the positive NAO phase
and right column for the negative phase. The forced regions are indicated by a
black box. The contour intervals are 0.5ms~! and negative values are indicated
in blue colors.
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Kinetic Wave Energy (m*/s?) ‘
Mid. PacifidE. Pacific/CaribbeanE. AtlanticE. Indian Ocean|
Pos NAO|  0.46 0.08 0.63 0.49
Neg NAO|  0.16 0.63 0.42 0.19

Table 3.2: The kinetic wave energy anomaly as a response to forcing on the
selected tropical regions for the positive and negative NAO phases.

forcing. An example for the positive NAO is the response to the local
forcing over the East Pacific/Caribbean and over Eastern Atlantic (Fig.
3.8c and Fig. 3.8e). The response to these forcings is opposite, in agree-
ment with the opposite sign of these forcings. The RWS forcing is negative
over the East Pacific/Caribbean and positive over Eastern Atlantic (Fig.
3.1). The sign of response of the later agrees with that of the total NAO.
We therefore conclude that areas that enhance the strength of the total
NAO are those of negative RWS.

The amplitude of response, apart from the location of the source,
depends linearly on the amplitude of the source itself. This is illustrated
in Fig. 3.8c and 3.8d, where the forcing for the positive phase over the
E.Pacific/Caribbean is rather weak, and in agreement with the response,
contrarily to the negative phase where the forcing is rather strong. Cassou
(2008) also notices that the two phases of the NAO respond to forcing on
different locations in the tropics. Combination of both divergent and
convergent vorticity forcing can interfere destructively and result in a
response of smaller amplitude, as seen in Fig. 3.8h, compared to Fig.
3.8g. The absolute responses to the forcing of the selected tropical areas
in terms of kinetic wave energy are listed in table 3.2.

There are non-linearities with respect to the sign and location of the
forcing. The same areas forced with the opposite phase do not give exact
mirroring patterns. Similar results concerning non-linearities with respect
to the sign of the tropical forcing on the extratropical circulation have
been noted by Kushnir and Lau (1992), Robinson et al (2003) and Li et al
(2007).

3.6 Summary and Conclusions

In this chapter we investigated the contribution of tropical and extratrop-
ical forcing on the formation of the different phases of the NAO pattern.
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While many previous studies on this subject focused on interannual and
longer term variability (Thompson et al (2003), Hurrell et al (2004), Li
et al (2007)), we focus on the relatively short 10— 60 day time scale. That
is, we are interested in the actual NAO events, rather than the stationary
wave response to remote and local forcing. This is motivated by the time
scale of the development of an NAO event which is thought to be associ-
ated with triggering and propagation of Rossby waves from the tropics to
the extratropics and with eddy activity in the midlatitude jet (Feldstein
(2003), Franzke et al (2003)). Analysis of the NAO forcing in the tropics
for timescales shorter than 10 days indicated that the tropics are rather
insignificant for the NAO. Because a main focus was the tropical forcing
of the NAO those frequencies are excluded. We checked that the NAO
characteristics for the 10 — 60 timescale were not very different from those
of the 1 — 10 day timescale.

We use a barotropic model to diagnose the contribution of local and
remote forcing to the formation of NAO events. The barotropic model
allows us to study the contribution of estimates of the observed vorticity
forcing in the atmosphere directly. The model also allows us to compute
the anomalous forcing associated with the NAO inversely. This approach
is more direct than prescribing anomalous SST conditions or idealized
diabatic heating patterns in a general circulation model.

We made composites of the NAO to characterize the atmospheric flow
and computed the vorticity forcing terms using atmospheric reanalysis
data filtered between 10 — 60 days. The positive phase of the NAO is
associated with a northward shift and southwest-northeast tilt of the mid-
latitude jet and the negative NAO with a zonally oriented jet. The merid-
ional velocity anomalies at 300 hPa show a clear wave train. The vorticity
forcing shows distinct patterns of opposite sign for both NAO phases. 1t is
encouraging that the inversely determined forcing bears resemblance with
estimates of the vorticity forcing from reanalysis data. This indicates that
the barotropic model can be used to diagnose the impact of local and re-
mote forcing. Note that exact comparison is not possible. For instance
choices had to be made as to which levels to consider when computing
forcing from reanalysis data.

By applying vorticity forcing in the barotropic model associated with
both phases of the NAO for the extratropics and tropics respectively and
comparing the results with a simulation with the total forcing we could
quantify the impact of different regions. 14% of the meridional veloc-
ity variance at 300 hPa in the positive NAO phase could be generated
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by tropical forcing only. This number increases to 35% for the negative
NAO phase, consistent with a relatively larger tropical vorticity forcing
compared to the extratropical forcing. The patterns resemble those of
Peterson et al (2002) who focused on the stationary wave response. An
important result is that the average tropical forcing appears to reduce the
amplitude of the existing meridional wind anomaly pattern that is asso-
ciated with the NAQO. This is confirmed by a lead-lag correlation analysis
showing that the NAO precedes the tropical forcing by two days. A physi-
cal mechanism for such a response is yet unclear. Analysis of forcing from
distinct regions in the tropics shows that both strengthening and damp-
ing can be found. When evaluating the impact of extratropical forcing
some care must be taken because of the non-linear interactions between
the NAO and the eddy momentum fluxes.

These results indicate a pronounced impact of tropical forcing on the
NAO. The impact of tropical variability on the NAO has been evaluated
in many studies before, but focused mostly on seasonal or longer time
scales associated with changes in low frequency behavior of the NAO.
Here we focus on actual NAO events and on time scales relevant for the
atmospheric dynamics to set up the teleconnections. The results may
imply that events such as the Madden-Julian Oscillation can contribute
to the forcing of the NAO. Some studies have pointed in this direction as
well (e.g. Cassou (2008)). This chapter shows that there is a damping
feedback of the tropical circulation to the NAO patterns that is generated
in the extratropics.
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CHAPTER 4

An evaluation of the EC-Earth
climatology in the Indian Ocean

Abstract

Changes in the Indian Ocean basin potentially affect climate variations
worldwide through atmospheric and oceanic pathways. Aspects of these
connections are studied with the global coupled climate model EC-Earth
in the next chapter. In this chapter we evaluate the ability of EC-Earth
to reproduce the observed climatology in the Indian Ocean basin. We ex-
amine the latter 40 years of a 250 year coupled simulation under constant
year 2000 forcing conditions. The 40 year mean model data is compared
with observations to assess the quality of the simulated seasonal cycle
and the Indian monsoon structure. The general spatial distribution of the
wind, precipitation and sea-surface temperature is simulated realistically
throughout the year, although considerable biases remain. The largest
discrepancies are found in the depth of the thermocline with a reversal of
the east-west gradient at the equator.
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4.1 Introduction

Numerical climate models are mathematical representations of the physi-
cal processes of the climate system. Over the years the models have im-
proved in level of complexity and resolution and are now able to simulate
in considerable detail the physics of the atmosphere and oceans, as well as
of the cryosphere, the land surface and vegetation and of the green house
gases. The weather predictions nowadays are more reliable than before,
the seasonal forecasts more skillful and the long-range climate projections
suffer less from climate drift. Nature and societies depend a great deal on
the weather phenomena and are vulnerable to climate changes. Therefore
the improvement of the climate models is crucial for both the everyday
life and the long-range adaptation and mitigation planning.

The state-of-the-art Earth-system model EC-Earth was built by a con-
sortium of scientists from 10 European countries with the final objective to
achieve seamless predictions from scales of days to centuries, building the
gap between weather and climate. The fully coupled Atmosphere-Ocean-
Land-Sea Ice and Atmospheric Chemistry EC-Earth model is based on
the Integrated Forecast System of the European Center of Medium-Range
Weather Forecast (ECMWF) and it is now used for seasonal to decadal cli-
mate predictions and climate projections. It consists of a state-of-the-art
atmospheric general circulation model coupled to an ocean general circu-
lation model, a sea-ice model, a land surface model and an atmospheric
chemistry model. The atmospheric component has a spectral resolution
of T159 (about 1.125x1.125 degree) and the ocean resolution is 1x1 degree
with a refined resolution near the equator.

The general performance of EC-Earth V2.2 has been evaluated (Haze-
leger et al (2012)) and it was concluded that the large scale characteris-
tics of the ocean, the atmosphere and the cryosphere, as well as the basic
patterns of interannual climate variability are well represented, but con-
siderable biases remain. Important patterns of variability, such as ENSO,
are very well simulated. On the other hand, the oceans in general are too
cold in part due to a too strong radiative cooling effect by clouds (Lacagn-
ina and Selten (2013)). The hydrological cycle is found to be somewhat
enhanced. Generally, it is found that the magnitude of the climatologi-
cal errors of EC-Earth is comparable to other coupled models of similar
complexity and resolution.

Among others, a realistic simulation of the SST distribution in the
tropical oceans is important, as this influences not only the weather sys-
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tems locally, but also affects the global weather through teleconnection
patterns. In recent years the interest on the tropical Indian Ocean (IO) is
growing as the evidence that its variability substantially influences remote
regions increases (Schott et al (2009)). It has been found that variations
in the temperature of the 10 force changes in the atmosphere locally that
lead to changes elsewhere on the globe through the excitation of Rossby
waves (Hoerling et al (2004)). The IO has a strong impact on African and
Australian rainfall (e.g. Reason (2002), Feng and Meyers (2003)), and it
can influence the state of the NAO (Lu et al (2004)). Under particular
conditions IO variability can even trigger an ENSO (Saji and Yamagata
(2003b)). Furthermore, the IO basin has seen a steady increase in sea
surface temperature since the 1950s (Du and Xie (2008)). Therefore, the
tropical 1O variability is important and its role in the climate system needs
to be analyzed further (Yang et al (2009), Xie et al (2002b), Luffman et al
(2009)).

The aim of this chapter is to evaluate the IO climatology in EC-Earth
in more detail. It serves as a motivation to use coupled EC-Earth simu-
lations in dedicated sensitivity experiments in the next chapter to inves-
tigate the response of the coupled system to a shallow thermocline event
in the South-Western 10, the Seychelles Dome region.

For the evaluation multiple observational and reanalysis data sets are
used and compared with 40 years of a control run from EC-Earth in terms
of monthly means for winter and summer, as well as the seasonal cycle of
the monsoon precipitation.

This chapter is organized as follows. In section 4.2 the reanalysis and
observational data used for the evaluation are presented. In section 4.3 the
performance of EC-Earth in boreal winter is assessed and in section 4.4 the
performance in boreal summer. An evaluation of the monsoon cycle, the
variability of the IO SSTs and the structure of the 1O oceanic thermocline
follows in section 4.5. Finally, section 4.6 concludes this chapter with a
summary of the evaluation.

4.2 Data

The latter 40 years of a 250 year coupled control-run simulation under
constant year 2000 forcing conditions of the coupled EC-Earth model are
compared and validated in terms of monthly means with the following
observational and reanalysis datasets.
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The ECMWF 40 year reanalysis (ERA-40, Uppala et al (2005)) dataset
for the period 01/1961 to 12/2000 are used. The ERA-40 dataset is the
result of a three dimensional variational data-assimilation technique, using
the T159L60 version of the Integrated Forecasting System to produce
an analysis of the atmospheric state every six hours, using all available
operational weather observations including satellite products.

Another dataset used is the Tropical Rainfall Measure Mission (TRMM,
Kummerow et al (2000)). The TRMM data are provided by space-borne
rain radar and microwave radiometric data and processed to deliver a pre-
cipitation product on a global 0.25°x0.25° grid for the years 1998-2008.

The CPC Merged Analysis of Precipitation (CMAP - Xie-Arkin) data
are also used. They provide monthly analysis of global precipitation in
which observations from rain gauges are merged with precipitation esti-
mates from satellite-based algorithms. The resolution is 2.5° (Xie and
Arkin (1997)) and the period that is used for this study are monthly
means for 1979-1999.

Also included in this validation chapter are the NCEP /NCAR Reanal-
ysis data (Kalnay et al (1996)), for the period 01/1962-12/2001. NCEP/
NCAR is using an analysis/forecast system to perform data assimilation
using past weather observational data from 1948 to the present, and the
analysis has a horizontal resolution of T62 (about 210 km). The reason
for including another reanalysis dataset is to get an impression of the
observational and analysis uncertainty.

Finally, for the evaluation of the ocean model the Simple Oceano-
graphic Data Assimilation (SODA, Carton et al (2000a), Carton et al
(2000b)) reanalysis data are used, for the period 01/1961-12/1990. The
SODA data are created by a data-assimilation system using tempera-
ture and salinity observations and the analysis has a spatial resolution of
0.5°x0.5° at 40 depth levels.

For the comparison, eight variables are selected (surface wind vec-
tors, windstress, total precipitation, sea surface temperature, mean sea
level pressure, vertical pressure velocity at 500hPa, divergence at 850 and
200hPa and the depth of the 20 degree isotherm in the ocean). The
monthly climatological means of EC-Earth are calculated from 6-hourly
data, and the months of January and July are compared to the observa-
tions.
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4.3 Boreal Winter Evaluation

4.3.1 Surface wind and windstress

In Fig. 4.1 the surface wind stress and the wind at 10m height from EC-
Earth are compared with the ERA-40 reanalysis data for the month of
January. The large-scale structure is well simulated. The north-easterly
winter monsoon winds along the shore of Somalia meet the south-easterly
trade winds just south of the equator and feed the prevailing climatologi-
cal westerly winds between the equator and 10°S. The Intertropical Con-
vergence Zone (ITCZ, indicated by the purple colors) is located around
5 — 10°S and feeds the rising branch of the Hadley circulation (Okajima
et al (2003)). Some discrepancies are present in the amplitude of wind
stress, that is about 10% stronger in EC-Earth over the entire basin. The
largest differences are found along the Somali jet area and the southeast-
ern 10, in the trade winds region.

There are numerous ways to estimate the position of the ITCZ (Guijun
and Chidong (2001), Zangvil and Yanai (1980), Hayashi (1982), Charney
(1971)). Here we define it as the latitude were the meridional winds take
values close to zero. The I'TCZ location is plotted in a purple color in the
wind vector plots in Fig. 4.1 and it is seen that both reanalysis and EC-
Earth are in good agreement. The I'TCZ follows closely the north-south
migration of maximum incoming solar radiation, therefore during boreal
winter it is positioned just south of the equator, between 5°S and 10°S.

4.3.2 Precipitation and SSTs

During winter the cold and dry north-westerly monsoonal winds blow off
the Asian continent and cool the Northern 10, especially the Northern
Arabian Sea, by strong latent and sensible heat fluxes (not shown), lead-
ing to minimum SST values in the North-West 10 (Fig. 4.2). Overall
in the IO basin SSTs appear 1 — 2 degrees colder in the model than in
observations, possibly related to the stronger winds and the in general
colder tropical SST’s due to a too strong cloud radiative cooling (Lacagn-
ina and Selten (2013)). In the Southern Oceans, EC-Earth suffers from
a warm bias that is common to many climate models (Fig. 9.14 Stocker
et al (2013)). Warmer SST’s are found off the coast of Australia where
the lack of stratocumulus clouds (Lacagnina and Selten (2013)) leads to a
surplus of solar radiation warming the ocean surface. Overall, the precip-
itation structure, largely reflecting the position of the ITCZ in January, is



70 AN EVALUATION OF THE EC-EARTH CLIMATOLOGY IN THE IO

T 1
20°E 40°E 60°E B80°E 100°E 120°E

— 4.153E-02

I
50°C 70°C ° ° °! °! ° 110°F 130°F

— 4.00

Figure 4.1: (a) January mean windstress of EC-Earth (Nm~2) averaged over
40 years of simulation. (b) The differences in the wind stress between EC-Earth
and ERA-40 reanalysis data for the same month (EC-Earth - ERA40). (c)
The mean wind vectors at 10m for January in EC-Earth and (d) in ERA-40.
The purple scattered dots in (c¢) and (d) show the latitude were the absolute
meridional wind is less than 0.3ms™!, as an indication for the position of the
ITCZ. The units for the wind are ms~1.

well reproduced (Fig. 4.3). The major deficiency is stronger precipitation
in the west, in line with the SST biases and weaker in the east. Over the
Indonesian region, precipitation is stronger over ocean, but weaker over
land. Over Africa the ITCZ seems displaced too far to the south.
Precipitation is a highly complex process in the atmosphere. Biases in
this simulated field often indicate deficiencies in the representation of the
various physical processes involved, such as cloud microphysics, cumulus
convection, planetary boundary layer processes and large scale circulation
processes (Dai (2006)). Also precipitation is hard to observe due to its
variable character at short spatial and temporal scales. To have an in-
dication of the observational error, we employed three different datasets
(ERA-40, TRMM and CMAP). Model errors with respect to ERA-40
and CMAP agree to a large extend, both in patterns and in magnitude,
whereas the EC-Earth precipitation seems to be in closer agreement with
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Figure 4.2: The January mean SSTs in °C from EC-Earth in (a), and in (b)
the differences between the model and ERA-40 reanalysis.
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Figure 4.3: The mean total precipitation for January in mmday~'. In (a) the
actual precipitation field from EC-Earth. The differences in (b) between EC-
Earth and ERA-40 reanalysis, in (¢) between EC-Earth and TRMM observations
and in (d) between EC-Earth and CMAP data.

the TRMM data. Note that the TRMM data we used comprises only 10
years so differences are to some extend due to decadal variability. With
respect to all datasets, EC-Earth simulates too much precipitation in the
western equatorial region and too less in the eastern part of the basin and
over the tropical landmasses. The precipitation is overestimated off the
coast of Australia where the SSTs are too high, as well as over Southern
Africa and the Pacific warm pool.
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Figure 4.4: The mean divergence at 850hPa for January for EC-Earth in (a).
The differences between the model and ERA-40 in (b). Similar, in (c) and (d)
for the 200hPa level. The units are in 10-%s~ 1.

4.3.3 Atmospheric circulation

An assessment of the large scale convergence and divergence of air masses
by analyzing the divergence field at 850 and 200hPa (Fig.4.4) reveals that,
as expected, largest low-level convergence and upper level-divergence is
found in the region of the ITCZ. In general both the low-level convergence
as well as the upper-level divergence is underestimated. At first sight, one
would expect reduced vertical motions on the basis of these differences,
but this is not the case when we assess the pressure velocity errors at
500hPa as these depend on the integral of the divergence error from the
surface to the 500hPa level.

The pressure velocity in the mid-troposphere at 500hPa (Fig. 4.5a) in-
dicates rising motions in the region of the ITCZ where we found low-level
convergence and upper-level divergence. Although EC-Earth simulates
weaker low-level convergence and upper-level divergence in the ITCZ re-
gion, the pressure velocity errors have a more complicated structure, both
with respect to the ERA-40 and NCEP /NCAR reanalysis data, with re-
duced rising motions over the equatorial landmasses and in the eastern
part of the basin, and stronger rising motions in the west and central
equatorial region and the Pacific warm pool. These errors in the pres-
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Figure 4.5: January mean 500hPa vertical pressure velocity for EC-Earth in
(a). The differences between the model and ERA-40 in (b) and between the
model and NCEP-NCAR reanalysis in (c). Units are in Pas™! and positive
values represent subsidence.
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Figure 4.6: The mean sea level pressure in January for EC-Earth in (a), and
in (b) the differences from ERA-40. The units are in hPa.

sure velocity in the mid-troposphere are consistent with the errors in the
simulated rainfall as discussed above.

The spatial structure of the Mean Sea Level Pressure (MSLP) distri-
bution for January is well simulated (Fig. 4.6). The major difference is
found in the South-East IO where there is a low pressure error. This error
is consistent with the higher SSTs (Fig. 4.2), the increased precipitation
(Fig. 4.3) and the stronger south-easterly winds (Fig. 4.1) in the region.
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4.3.4 Depth of the 20 degrees

To conclude the model comparison for January, the depth of 20 degrees
isotherm (D20) is analyzed and is plotted in Fig. 4.7. D20 is a good
approximation of the depth of the ocean thermocline as it is a typical mid-
thermocline isotherm in the tropical ocean (Bollasina and Nigam (2008),
Schott et al (2009)). The region with strongest downwelling and hence the
area with the deepest thermocline is located along the band of 15°5—25°5
starting off Eastern Madagascar to the North-Western Australia and is
associated with the South Equatorial Current (Masumoto and Meyers
(1998)). A secondary maximum in January is located in the Arabian
Sea, where the winter monsoonal winds cause strong Ekman downwelling.
The minimum depth is found throughout the year in the South-Western
IO over the Seychelles region. Because of the shallow thermocline the
region is also referred to as the Seychelles Dome. The shallow thermocline
is attributed to a negative windstress curl and to the arrival of oceanic
Rossby waves from the South-Eastern IO (Yokoi et al (2008), Tozuka et al
(2010), Hermes and Reason (2008)).

The spatial structure of the thermocline depth is quite well simulated
by the model. The Seychelles dome is clearly visible as an area of shal-
low thermocline depth north-east of Madagascar. The model simulated
thermocline is too deep in most parts of the IO. In some areas, such as
in the Arabian sea and off the west coast of Australia it is more than 50
m too deep. At the equator, off the coast of Indonesia, the thermocline
is up to 50 meter too deep, causing a reversal of the equatorial tilt of the
thermocline (Fig. 4.7¢). The simulation errors in D20 are due not only
to biases in SSTs and wind stress, but also due to the errors in ocean
currents and vertical mixing processes. Especially these latter processes
are hard to model in a relatively coarse resolution ocean model.

4.4 Boreal Summer Evaluation

In summer, the temperature gradient between continent and ocean re-
verses sign due to the increase in solar radiation in the northern hemi-
sphere and the differences in the specific heat capacity between land and
sea. The land-sea pressure gradient follows this change and forces the
winds to reverse direction and form the summer monsoon flow. The SSTs
warm up in the northern hemisphere, following the sun and the I'TCZ
migrates northward and reaches maximum values, enhanced by the moist
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Figure 4.7: The January mean depth of the 20 degrees isotherm from EC-Earth
in (a), and in (b) the difference with respect to the SODA reanalysis. The units
are in meters. In (c) is the depth of the 20 degrees isotherm averaged between
5°S8 — 5°N. The red line represents the EC-Earth data and the black line the
SODA reanalysis.

ocean air being lifted while propagating northwards into the land (Schott
and McCreary (2001), Schott et al (2009)).

4.4.1 Swurface wind and windstress

In July, the south-easterly trade winds of the southern hemisphere have
crossed the equator and feed the strong winds in the west of the basin,
also referred to as the Somali jet. Strong onshore winds occur as well over
the Bay of Bengal. The ITCZ has moved over land as part of the Indian
monsoon.

The mean July wind field over the Indian Ocean is quite realistically
simulated (Fig. 4.8). In contrast to the January mean winds (Fig. 4.1)
the strength of the wind is generally underestimated. The onshore winds
over the Arabian Sea, Bay of Bengal and South China Sea are all weaker
as well as the south-easterly trade winds in the south-eastern part of the
basin. The wind bias is smallest just south of the equator including the
region of the Seychelles Dome.



76 AN EVALUATION OF THE EC-EARTH CLIMATOLOGY IN THE IO

40°N

0

20°s 20°5

40°5 A0%8 =T T—T

T
20°E 40°E B0°E B0°E 100°E 120°€
— 5,142E-02

— 0.150
I | 1 1 | L

L 1 1 | 1
el
40°N Ry = L“»:///\"\“

BN RN
TR T MUY
:

i ! AN

o

20°s

. WER
T~
PR

— 9,00 —  9.00

Figure 4.8: (a) The July mean windstress for EC-Earth (Nm™2) over the
Indian Ocean for 40 years of simulations. (b) The differences between EC-Earth
and the 40 years of ERA-40 reanalysis data for the same month. (c¢) The mean
wind vectors at 10m for July for EC-Earth and in (d) for ERA-40. The purple
scattered dots in (c) and (d) show the latitude were the absolute meridional

wind is less than 0.3ms~!, as an indication for the position of the ITCZ. The
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Figure 4.9: The July mean SSTs in °C from EC-Earth in (a), and in (b) the
differences between the model and ERA-40 reanalysis.
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Figure 4.10: The mean total precipitation for July in mmday~!. In (a) the
actual precipitation field from EC-Earth. The differences in (b) between EC-
Earth and ERA-40 reanalysis, in (c¢) between EC-Earth and TRMM observations
and in (d) between EC-Earth and CMAP data.

4.4.2 Precipitation and SSTs

Due to the northward shift of the ITCZ in summer, the strong convective
regions are found in the belt between the Eastern Arabian Sea and South
China Sea. These are also the regions with the highest SSTs (in addition
to the equatorial region). The Asian summer monsoon is organized into
several well-defined convection centers, all anchored by mountain ranges
(Xie et al (2006)). Against the seasonal tendencies, a strong cooling in
the western Arabian Sea occurs, that is due to Ekman upwelling near
Somali and Omani coasts and due to latent heat loss caused by the strong
southwesterly wind, named the Findlater jet (Schott et al (2009)). The
colder SSTs weaken convective precipitation over these areas.

The SST cold bias is also present in July (Fig. 4.9) but is less se-
vere as in January. The warm biases in the Southern Ocean and off the
coast of Australia that we found in January are also present in July. At
the equator, there is a warm bias in the west and a cold bias in the east.
These errors are reflected in the precipitation bias with more precipitation
over the warmer and less over the colder SSTs, as compared to all three
precipitation datasets used (Fig. 4.10). As in January, precipitation over



78 AN EVALUATION OF THE EC-EARTH CLIMATOLOGY IN THE IO

20°E 40 60°E 80°E 100°E 120°E 20°E 40°E 60°F B80°E 100°E 120°E

Figure 4.11: The mean divergence at 850hPa for July from EC-Earth in (a)
and the differences between the model and ERA-40 in (b). Similar in (c¢) and
(d) for the level of 200hPa. The units are in 1076571,

equatorial land masses is underestimated. In general, too much precipita-
tion is simulated over the Southern Ocean in the region of the warm bias.
Excessive rainfall is also found over the equatorial warm pool region and
west of the Indian coast. Less rain is simulates over the Indian continent,
the Bay of Bengal and South-East Asia, where the onshore monsoonal
winds are weaker than observed.

4.4.3 Atmospheric circulation

Regions of strong low-level convergence and upper-level divergence are
simulated east and west of the Indian sub-continent and in the equatorial
region (Fig. 4.11). These are the regions with strong vertical motions
(Fig. 4.12). EC-Earth generally underestimates the strength of the low-
level convergence and upper-level divergence in July as well. Vertical
motions are stronger, however, off the west coast of India, the western
equatorial region and the Pacific warm pool which correspond to regions
with excessive rainfall. Over the Bay of Bengal and the equatorial land
masses, vertical motions are weaker as is the rainfall.

A dominant feature in the MSLP in July is the thermal low over
the continents bordering the Indian Ocean to the north (Fig. 4.13). The
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Figure 4.12: The July mean 500hPa Omega for EC-Earth in (a). The differ-
ences between the model and ERA-40 reanalysis in (b), and in (c) the differences
between the model and NCEP/NCAR reanalysis. The units are in Pas~! and
the positive values represent subsidence.
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Figure 4.13: The mean sea level pressure in July for EC-Earth in (a) and the
differences between model and ERA-40 in (b). The units are in hPa.

thermal low in EC-Earth is weaker, consistent with the weaker monsoonal
flow. The warm Southern Ocean SST bias is consistent with a poleward

shift of the subtropical high, visible as the high pressure bias over the
Southern Ocean.

4.4.4 Depth of the 20 degrees isotherm

Both the pattern of the thermocline depth as well as the error with respect
to the SODA reanalysis in July (Fig. 4.14) is very similar to January



80 AN EVALUATION OF THE EC-EARTH CLIMATOLOGY IN THE IO

T 20 B e e L A

-80
T T T T T
120 20°E 40°E 60°E B0°E 100°E 120°E

T T
20°E 40°E 60°E 80°E 100

Figure 4.14: The July mean 20 degrees isotherm layer for EC-Earth in (a),
and in (b) the anomalies between EC-Earth and SODA reanalysis. The units
are in meters.

(Fig. 4.7) except that the depth errors are generally smaller. The shallow
thermocline in the region of the Seychelles Dome is also clearly present in
July and it is on average about 10 meters too deep.

4.5 Monsoon seasonal cycle, SST variability and
Indian Ocean thermocline

To evaluate the seasonal evolution of the Indian monsoon, we analyzed
the precipitation averaged over the longitudes 70°E and 100°E at each
latitude from 20°S to 40°N, both for EC-Earth and TRMM data (Fig.
4.15). The seasonal meridional migration of the ITCZ is very similar,
the onset of the monsoon starts a little earlier and is less abrupt and
the total amount of precipitation at the peak of the monsoon season is
underestimated.

To get an impression of the ability of EC-Earth to simulate interan-
nual variations, we analyzed the standard deviation of SST separately for
January and July (Fig.4.16) both for the 40 year EC-Earth simulation
as well as for the SODA reanalysis. Largest interannual variations are
found in both months in the Agulhas region south of Africa in the SODA
reanalysis. EC-Earth, due to its coarse resolution, is not able to repro-
duce the large variations due to turbulent ocean eddies (Biastoch et al
(2009)). In general the variations are smaller in EC-Earth, but it does
capture part of the large-scale distribution of the SST variations in the
basin, with smallest variations in the north-east and largest variations in
the central Southern Indian Ocean. The larger variations in the northern
Arabian Sea in July are present, but smaller, and these are suggested to
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Figure 4.15: The seasonal cycle of the total precipitation zonally averaged
over the Indian continent and surrounding ocean (between 70°E and 100°E). In
shades are the TRMM observations and in contours the EC-Earth data. The
zonal axis represents months from January to December and the units are in
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Figure 4.16: The 40-year annual mean standard deviation of SSTs for January,
in (a) for EC-Earth and in (b) for SODA reanalysis. Same for July, in (c) for
EC-Earth and in (d) for SODA reanalysis. The units are in °C.

be related to variations in Ekman pumping (Behera et al (1999)).

To verify that also for EC-Earth the 20 degree isotherm lies within
the thermocline, we analyzed the thermal structure averaged over the
basin (Fig. 4.17). Indeed the 20 degree isotherm is close to the depth
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Figure 4.17: Thermocline structure in IO in monthly means. The red line rep-
resents the EC-Earth data and the black line the SODA reanalysis. The monthly
means in (a) for January and in (b) for July. The zonal axis is temperature in
°C.

of maximum gradient in temperature, both for EC-Earth as well as for
SODA. EC-Earth is cooler at surface and warmer at depth and has a
more diffuse thermocline with a less steep gradient in temperature with
depth. The thermocline is deeper in both months by about 10 meters.
The seasonal cycle in the depth of the mixed layer is well simulated, with
a deeper mixed layer in July and April and shallower in January and
October (April and October are not shown). At depths deeper than 600
meters the model simulates again colder values than observed (not shown).
The areas along the equator, Arabian Sea and Java area were examined
more detailed (not shown). Larger biases appeared in the Arabian Sea
due to a lack of sufficient upwelling of deeper, cold water. Near Java the
bias is not as large as in Arabian Sea. The equatorial region is the most
accurately simulated.

4.6 Summary and Conclusions

The quality of the EC-Earth simulation in the region of the Indian Ocean
is assessed by evaluating the climatology of the final 40 years of a 250 year
coupled control simulation under constant year 2000 forcing conditions.
The monthly mean fields of the 10m wind, wind stress, precipitation, SST,
MSLP, divergence at 850hPa and 200hPa, pressure velocity at 500hPa and
the 20 degrees isotherm are examined and compared with observational
dataset (ERA-40, TRMM, CMAP, NCEP/NCAR and SODA).

A general conclusion is that the main structure of these spatial fields
is realistically simulated throughout the year, although considerable re-
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gional biases are present. Most importantly for the sensitivity experiments
conducted in the next chapter is that EC-Earth simulates a shallow ther-
mocline in the region of the Seychelles dome throughout the year, that is
somewhat deeper than in observations though.

SSTs are 1 to 2 degrees colder than observed over almost the entire
basin, except in the Southern Ocean where EC-Earth has a warm bias.
The warmer SSTs off the Australian coast are likely caused by an under-
estimation of the stratocumulus cloud cover over the cold ocean surface,
an often observed bias in coupled climate models. In July, the warm SSTs
at the equator extend further to the west compared to the observations.
This bias is connected to the westward extension of the tropical rain belt
and the westward displaced turning of the equatorial winds toward the
Indian continent that is part of the Indian monsoon system. In January
and July, precipitation is stronger in the western equatorial region and
weaker in east.

With respect to the monsoon precipitation, the seasonal march is well
captured, but the onset of the monsoon is smoother and starts earlier in
the season and the total regional precipitation amount is underestimated.
With respect to the regional distribution of monsoonal precipitation, EC-
Earth simulates excessive rainfall west of the Indian subcontinent and too
little to the east. The reversal of the flow over the Arabian Sea is well
simulated, although in January the simulated flow is stronger, in July it
is weaker.

To conclude, EC-Earth simulates reasonably the coupled atmosphere-
ocean evolution in the Indian Ocean throughout the year and will be used
in the next chapter to study the response of the coupled system to a
shallow thermocline event in the Seychelles Dome region.






CHAPTER 5

The Ocean-Atmosphere response to
wind-induced Thermocline changes in
the tropical South Western Indian Ocean
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Abstract

In the Indian Ocean basin the SSTs are most sensitive to changes
in the oceanic depth of the thermocline in the region of the Seychelles
Dome. Observational studies have suggested that the strong SST varia-
tions in this region influence the atmospheric evolution around the basin,
while its impact could extend far into the Pacific and the extra-tropics.
Here we study the adjustments of the coupled atmosphere-ocean system
to a winter shallow doming event using dedicated ensemble simulations
with the state-of-the-art EC-Earth climate model. The doming creates an
equatorial Kelvin wave and a pair of westward moving Rossby waves, lead-
ing to a warming of the SST 1 —2 months later in the Western equatorial
Indian Ocean. Atmospheric convection is strengthened and the Walker cir-
culation responds with reduced convection over Indonesia and cooling of
the SST in that region. The Pacific warm pool convection shifts eastward
and an oceanic Kelvin wave is triggered at thermocline depth. The wave
leads to an SST warming in the East equatorial Pacific 5 — 6 months after
the initiation of the Seychelles Dome event. The atmosphere responds to
this warming with weak anomalous atmospheric convection. The changes
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in the upper tropospheric divergence in this sequence of events create
large-scale Rossby waves that propagate away from the tropics along the
atmospheric waveguides. We suggest to repeat these types of experiments
with other models as the results might be model-dependent. We also sug-
gest to create the doming event in June so that the East-Pacific warming
occurs in November when the atmosphere is most sensitive to SST anoma-
lies and El Nino could possibly be triggered by the doming event under
suitable conditions.
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5.1 Introduction

Oceanic regions with a shallow thermocline play a key role in the air-
sea interaction. A shallow thermocline and a shallow mixed layer are
sensitive to changes in the local wind stress, enhancing or suppressing
the upwelling of cold waters from below leading to strong SST anomalies
(Duvel et al (2004)). It provides a window for interaction between ocean
and atmosphere as the tropical atmosphere is sensitive to SST changes
and thermocline disturbances are easily created by windstress anomalies.
Effects of this interaction can be remotely felt as atmospheric and oceanic
waves move away from the region. A shallow thermocline region is found
in the Western Indian Ocean (IO), along a narrow region just south of the
equator, referred to as the Seychelles Dome (SD, Yokoi et al (2008)). The
SD is characterized by a shallow thermocline that experiences large sea-
sonal to interannual variability and strong seasonal upwelling. Generally,
the Indian Ocean (I10) is known to exhibit a large impact on climate vari-
ability (Hoerling et al (2004), Schott et al (2009), Luffman et al (2009),
Yang et al (2009)). More specifically, a lot of attention has been devoted
recently to the SD region, as it is the region where the SSTs are most
sensitive to changes of the thermocline and that in turn can influence the
climate system around the Indian Ocean and possibly beyond.

Previous studies have documented the impact of the SD region on pre-
cipitation over Eastern Africa (Goddard and Graham (1999)) and Asia
(Vecchi and Harrison (2004)). The SD region has been mentioned as a
possible predictor for the Indian Monsoon season (Izumo et al (2008)),
as it influences the timing of its initiation (Annamalai et al (2005a)). In
addition SD variability affects IO cyclogenesis for several reasons. First,
the SS'T variations in the SD region are large and impact the atmospheric
stability and second, the SD thermocline is most shallow between De-
cember and June which coincides with the South-Western Indian Ocean
cyclone season (Xie et al (2002a), Hermes and Reason (2008)). Finally,
changes in the SD area may also impact the Madden Julian Oscillation
(MJO) (Vialard et al (2008), Vialard et al (2009), Schott et al (2009)).

The shallow thermocline is maintained by both local and remote forc-
ings (Yokoi et al (2008), Hermes and Reason (2008), Tozuka et al (2010),
Lloyd and Vecchi (2010), Jayakumar et al (2011), Trenary and Han (2012)).
Locally the upwelling is attributed to Ekman pumping due to the cyclonic
wind stress curl in the convergence region of the south-easterly trade winds
and the north-westerly monsoonal winds (Murtugudde and Busalacchi
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(1999), Hermes and Reason (2008), Trenary and Han (2012)). Remotely,
the doming region is influenced by the arrival of upwelling or downwelling
Rossby waves that emanate from the Eastern IO and owe their existence
to thermocline anomalies over the Eastern 10 or are forced by wind stress
curl in the open Pacific ocean (Rao and Behera (2005)). It is suggested
that the remote Rossby wave forcing mostly attributes to the doming
between January and July, while for the remainder local wind stress forc-
ing is dominant (Trenary and Han (2012)). The Indonesian Throughflow
(ITF) can also play a role in the forcing of the SD (Zhou et al (2008)).
It is noted that a shallower Dome should be expected in case of an ITF
shut down (Yokoi et al (2008)).

The SD variations co-vary with both the Indian Ocean Dipole (IOD)
and the El Nino - Southern Oscillation (ENSO) (Jochum and Murtugudde
(2005), Annamalai et al (2005b), Annamalai et al (2007)). The relation
with the IOD explains why shallow SD events are more pronounced in
boreal winter. A shallow doming is enhanced by a negative IOD event,
as the latter is associated with cold SST anomalies over the Western 10
and wind stress anomalies that lead to Ekman upwelling and shallowing
of the thermocline over the region. The positive SST anomalies over the
Eastern 10 basin during the negative IOD event and the associated wind
stress anomalies lead to local Ekman downwelling that excites a westward
propagating Rossby wave. The wave arrives in the SD region about 4 — 6
months later and further raises the thermocline. A similar mechanism
enhances the doming during La Nifa conditions. Observational studies
indicate that the SD is stronger linked to the IOD than to ENSO. The
IOD leads the peak of the doming by 2 — 4 months, whereas La Nina
leads the doming by 1—3 months. (Tozuka et al (2010), Trenary and Han
(2012)).

The doming region is easily identified as a region with minimum depth
of the 20 degrees isotherm (D20, Fig. 5.1a). D20 is an appropriate level to
study the distribution of the ocean thermocline in the tropics. Within the
10 basin the region where the thermocline is shallowest due to strongest
mean upwelling is the SD area (marked by the black rectangle). This is
also the region of strongest coupling between thermocline depth variations
and SST as witnessed by the high correlation between monthly anomalies
of D20 and local SSTs (Fig. 5.1b, see also Xie et al (2002a) and Annamalai
et al (2005a)). This strong thermocline-SST connection, in combination
with the SD region being close to the equator, where the atmosphere is
sensitive to SST changes, indicates that the SD region is potentially a key
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Figure 5.1: Observations of the depth of the 20°C isotherm (D20) from SODA
reanalysis and of the SSTs from HadISST for the years 1979 — 2008. (a) The
averaged depth of the 20°C isotherm. The depth is measured in meters. (b)
The point to point correlations of the depth of monthly D20 anomalies with
SST anomalies during the same years. The data are detrended. The black
rectangular box indicates the Seychelles Dome region. (c) The seasonal cycle of
the SDI index for the 47 years of the SODA reanalysis. The gray shaded area
represents one standard deviation of the interannual variations. The SDI index
is the D20 anomaly averaged over the SD region expressed in meters. (d) The
standard deviation of interannual monthly mean SST anomalies for each month
of the year. The units are in °C.

region for ocean-atmosphere interaction in the IO and variations in the
tropical circulation.

In order to determine the season in which shallow events with strong
impacts on the coupled system occur most likely, we assessed the mean
seasonal cycle of the depth of the SD thermocline, as well as the mean
seasonal cycle of interannual SST variability. We define the Seychelles
Dome Index (SDI) as the depth of the 20 degrees isotherm averaged over
the area 50°F — 80°F and 5°S — 10°S and its seasonal cycle is plotted
in Fig. 5.1c. The biennial character of the SDI is apparent, as has been
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noted previously by Hermes and Reason (2008), Yokoi et al (2008) and
Tozuka et al (2010), with a first minimum in January, a second in June
and maxima in spring and autumn. It should be noted that the exact
boundaries of the SD region slightly vary in the different studies, without
significant influence in the seasonal cycle. The standard deviation of the
SDI is quite large year-round (indicated by the shaded area), with a max-
imum in January. The seasonal cycle of the interannual variations in the
area averaged monthly SST anomalies over the Dome region (Fig. 5.1d)
also has a biennial character that is linked to the doming, with largest
variations taking place in January and a secondary maximum in June.

The literature studies so far concentrate predominantly on the variabil-
ity of the SD and on the phenomena determining this variability. There
has been some effort to investigate how variations in the SD region feed
back on the atmosphere and ocean (Xie et al (2002a), Annamalai et al
(2005a), Lloyd and Vecchi (2010), Swapna et al (2013)) but a complete
study about the effects of a shallow SD thermocline event on the coupled
system locally and remotely is still lacking.

Here we investigate the local and remote response of the coupled
ocean-atmosphere system to shallow SD events that are created by pre-
scribed wind stress anomalies over the South-Western 10 with the use of
ensemble simulations with the state-of-the-art coupled model EC-Earth
(Hazeleger et al (2012)). We will investigate January events as climato-
logically the thermocline is shallow and both the SDI and the SSTs have
maximum interannual variability in that month.

The content of the present chapter is organized as follows. We start
with a description of the coupled model in section 5.2. The seasonality
of the Seychelles Dome region is analyzed in a 40 year control simulation
with EC-Earth and compared with observations. Next, in section 5.3 the
experiment is described. From the control run extreme shallow doming
events are selected to define the wind stress forcing for the ensemble ex-
periment. In section 5.4 the response of the coupled system to a shallow
SD doming event in January is described and discussed. The final section
discusses the main results of this study.

5.2 Data and Model

For the D20 analysis in Fig. 5.1 we used reanalysis data from the Simple
Ocean Data Assimilation (SODA) version 2.1.6 for the years 1979 — 2008
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(Carton and Giese (2008)). For the same years we use SSTs from observa-
tions from the Hadley Center Sea Ice and Sea Surface Temperature data
set (HadISST) (Rayner et al (2002)).

The model used in this study is the fully coupled EC-Earth global cli-
mate model. EC-Earth is based on the Integrated Forecast System (IFS)
of the European Center of Medium Range Weather Forecast (ECMWF).
It consists of the IFS atmospheric general circulation model coupled to
the ocean general circulation model NEMO, a sea-ice model and a land
model. The atmospheric component has a spectral resolution of T159,
corresponding approximately to 1.125x1.125 degree horizontal resolution
and the ocean resolution is 1x1 degree with a refined resolution near the
equator.

In order to evaluate the IO variability simulated by EC-Earth we run
a 40 year control simulation and compared the results with the observa-
tions. The model was equilibrated under constant 1850 external forcings.
Next it was integrated from 1850 to 2000 under historical forcings and
subsequently for another 88 years under constant year 2000 forcings. In
this study we analyse the last 40 years of this simulation. Similar graphs
as in Fig. 5.1 are presented for EC-Earth in Fig. 5.2. Overall the depth of
the thermocline as indicated by D20 in EC-Earth is about 10-20m deeper
compared to the SODA reanalysis, but the general structure is rather
well simulated. In the SD region the thermocline is shallowest and the
upwelling is strongest, in both model and reanalysis data. The model
and the observations agree that the correlations between D20 and SST
variations are maximum over the SD area. In addition, in the model the
thermocline perturbations over the Western equatorial 10 affect the SSTs
more strongly as compared to the observations. We did not analyze the
origin of this discrepancy, but possible reasons are differences in simulated
wind stress anomalies, in the ocean response to wind stress anomalies and
in the vertical mixing. The SDI in the model is about 10 meters too deep
compared to the reanalysis, but overall the simulation has the major char-
acteristics. In both model and reanalysis the Dome region is shallowest
and most variable in winter and deepest in autumn. In the reanalysis
a more pronounced biennial cycle is observed. To lay out this discrep-
ancy, the data are separated in years where the behavior of the SDI is
annual-like and in years where is biennial-like. Both cases were found in
both model and reanalysis. In particular, in the model the 38% of the
years show a biennial character, that increases to 74% for the reanalysis.
These composites of the annual and biennial SDI cycles for the model are
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Figure 5.2: Same as in Fig. 5.1, but for EC-Earth data from the 40 years
control run. (a) The depth of the 20°C isotherm averaged over the 40 simulation
years. The depth is measured in meters. (b) The point to point correlations of
monthly D20 depth anomalies with SST anomalies in the 40 simulation years.
The data are detrended. The black rectangular box indicates the Seychelles
Dome region. (c) The black line represents the seasonal cycle of the SDI index.
The gray shaded area is one standard deviation of the interannual variations.
The SDI index is the D20 anomaly averaged over the SD region expressed in
meters. The red dashed line represents the averaged SDI seasonal cycle of the
composite of the 5 most shallow SD years. The blue dashed line is the composite
of the years with an annual-like seasonal cycle (25 years) and the solid blue line
is the composite of years with an biennial-like seasonal cycle (15 years). (d) The
standard deviation of interannual monthly mean SST anomalies for each month
of the year. The units are in °C.

plotted in Fig. 5.2c. Both decadal variations of the Dome region and
observational uncertainties contribute to the discrepancies in the seasonal
cycle of the SDI, but these contributions are hard to quantify. Similar
remarks also apply to the SST variations.
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5.3 Experimental Set-Up

5.3.1 The method

To study the effect of a shallow doming two ensembles of 26-months long
simulations are conducted. The initial conditions are obtained from the
control run. Both ensembles are initialized at the 1st of November from a
year in the control simulation with a neutral SD thermocline and neutral
ENSO conditions in the Pacific in the following January. For the ENSO
evaluation we use the Nino 3.4 index (the averaged SST anomaly over
170°W —120°W and 5°S—5°N). The 40 ensemble members in the unforced
run differ only in stochastic perturbations to the temperature field during
the first day of the simulation.

In a second ensemble the wind stress that the ocean receives from
the atmosphere is replaced by a prescribed windstress forcing over the
SD region in the first two months that raises the thermocline in order to
force a shallow Seychelles doming event in January. In all other aspects
the conditions in the forced ensemble are the same as in the unforced
ensemble. Statistical significant differences between the ensemble mean
fields of both ensembles can be attributed to the action of the prescribed
windstress in the SD region and analysing these differences as a function
of time allows us to study the response of the coupled system to a shallow
Seychelles doming event in January.

5.3.2 Initial conditions and forcing

The imposed forcing is the composite wind stress of the November and
December months preceding the 5 January months with the shallowest
SD thermocline in the 40 year control run. The seasonal cycle of the SDI
composite for these shallowest SD years is depicted in Fig. 5.2c by the
red dashed line. The composite of the extremes follows the climatological
seasonal cycle of the SDI but is about one standard deviation shallower
than the mean. The composite anomalous windstress curl for December
(one month before the shallow Januaries) for the entire basin is shown
in Fig. 5.3a. The area where the windstress is prescribed in the forced
ensemble is marked by the inner rectangle. A linear transition region
between the actual and the prescribed wind stress extends 2.5° on each
side and is marked in the figure by the outer rectangle.

The anomalous cyclonic curl over the SD region causes an Ekman
upwelling that raises the thermocline locally in our experiment. North of
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the SD region an anticyclonic curl is present. This is a reflection of the
general anti-correlation between windstress curl anomalies in December
in the SD region and regions to the north (Fig. 5.3b). A similar anti-
correlation is found in reanalysis data, as seen in Fig. 5.3c, where 33
Decembers from MERRA (NASA’s Modern Era Retrospective-analysis
for Research and Applications, Rienecker et al (2011)) for the years 1979 —
2011 are used. Thus, when the thermocline in the SD region is raised by
the windstress curl anomaly, to the north of the region the thermocline
is depressed by the windstress curl anomaly. In the current experiment,
part of the anticyclonic curl is included in the forcing as it is a part of
the transition region between the prescribed and the actual wind stress.
This will result in a forced downwelling of the thermocline locally north
of the Seychelles dome region, an aspect that will be further discussed in
the next section.

The amplitude of the prescribed wind stress anomaly in the forced en-
semble was enhanced in order to simulate a strong rising of the Seychelles
Dome, motivated by the fact that remote forcing by ocean dynamics, that
contribute to the thermocline anomalies in the SD region in nature and
in the control integration, are not taken into account. The composite for
November is similar (not shown).

5.4 Simulation Results

A graphic representation of the outcome from all runs of both ensembles
is shown in Fig. 5.4. Here the evolution of the SDI for the 26 simulation
months is plotted for each member of both ensembles (thin lines) and
for the ensemble mean (thick line). The shallowing of the thermocline is
clearly present in the forced ensemble during the first few months and the
thermocline relaxes back to climatology in the months that follow. The
description and interpretation of the temporal adjustment of the coupled
system is discussed below for the forced phase (first two months) and the
unforced phase of the simulation separately. We start with the forced
phase.

5.4.1 Forced phase - first two months

This section describes the oceanic and atmospheric response to the im-
posed anomalous wind stress during November and December. During
these two months the anomalous wind stress is applied over the SD region
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Figure 5.3: (a) Composite of the anomalous wind stress curl for the month
of December preceding the 5 January months in the control integration with
shallowest SDI. The region where we prescribe this windstress anomaly in the
forced ensemble is outlined by the inner black rectangle, between 50°FE — 80°E,
5°5 — 10°S. The transition region between the prescribed and actual windstress
field in the forced ensemble is indicated by the outer rectangle. Units are
107"Nm=3. (b) Correlation coefficients between local anomalous wind stress
curl anomalies and the area-averaged anomalous wind stress curl over the SD
region in the 40 year control run for the month of December. (¢) Same as in (b)
for 33 Decembers from MERRA reanalysis data.

and the response is still limited to the IO basin. We start with the changes
in the vertical ocean velocities due to Ekman upwelling and downwelling
and continue with the SST and thermocline anomalies and their oceanic
consequences. Finally we show how the atmosphere is influenced through
changes in the SST.

Climatologically in boreal winter, oceanic upwelling takes place at the
latitudes of the Dome and around the equator. The upwelling is part
of two wind-driven cells, with two downwelling regions just north of the
SD and north of the equator. The changes in the cells in response to
the prescribed wind stress are depicted in Fig. 5.5b, where the change
in the vertical velocity W is plotted averaged over the longitudes of the
Dome (55°E — 65°E). The strong cyclonic curl over the Dome (Fig. 5.5a)
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Figure 5.4: The evolution of the SDI for the 26 simulation months for each
member of (a) the forced ensemble and (b) the unforced ensemble. Thick red
lines indicate the respective ensemble means. The only difference between both
ensembles is the application of a prescribed windstress over the SD region in the
forced ensemble during the first two months of the simulation. Units are meters
of depth.

drives an intense local Ekman upwelling that enhances the climatological
regional upwelling. Just to north, around 3 — 4°S, the prescribed anticy-
clonic windstress curl drives the opposite Ekman motion, a downwelling,
also enhancing the regional climatology. The southern wind-driven cell is
strengthened and the northern cell responds with a moderate enhanced
upwelling over the equator and a stronger downwelling around 3 — 4°N.

Due to the upwelling, colder water is brought from below into the
mixed layer, cooling the upper ocean and eventually the SSTs as well.
The downwelling results in the opposite temperature adjustments (Fig.
5.5d).

The depression of the thermocline at 3 — 4°S and 3 — 4°N sets off in
November as a pair of westward propagating downwelling Rossby waves
and in addition an eastward propagating downwelling Kelvin wave along
the equator is triggered (Fig. 5.5¢). The Rossby waves dissipate while
traveling and when they reach the African coast they warm the SSTs. This
can already be seen in the December SSTs. The speed of propagation of
the Rossby waves is 0.5ms~!, somewhat slower than the theoretical speed
for the first baroclinic Rossby mode between 4° — 2° latitude of 0.7ms~!
(Yamagata et al (2004)). The equatorial Kelvin wave takes less than a
month to reach the Eastern I0 boundary and deepens the thermocline
there without affecting the SSTs much.
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Figure 5.5: Differences between the two ensemble means for November and
December, the months with the prescribed windstress over the SD region for
(a) curl of the wind stress in 10="Nm ™3, (b) vertical ocean velocities averaged
between the longitudes 55°F — 65°E in ms~!, (¢) D20 in meters, (d) SSTs in
°C, and (e) precipitation in mmday~"'. In all plots the contours represent areas
exceeding the 98% level of significance, computed by a Student’s t-test.
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The precipitation (Fig. 5.5e) responds locally to the SST changes.
The cooling over the Dome reduces the convection leading to a reduction
in the total precipitation of significant amplitude in December, while over
the warming region at the equator the first signs are visible of enhanced
convection with increased precipitation in December.

This concludes the description of the forced phase of the simulation.
We will continue to describe the further adjustments of the atmosphere-
ocean system to the prescribed wind stress anomaly from January onwards
during the unforced phase of the simulation.

5.4.2 TUnforced phase of the simulation

We will separately discuss the adjustments along the equator, in the trop-
ical IO south of the equator and the atmospheric response away from the
equator.

Equatorial adjustments

We describe the equatorial ocean and atmosphere response that initiates
from the Western 10 basin and gradually extends to the East Pacific. We
start from the SST and thermocline anomalies in the Western equatorial
IO. Then continue with the subsequent changes over the Eastern equato-
rial 10, that are followed by adjustments in the warm pool region. The
equatorial adjustments reach the East Pacific 5 — 6 months after the ini-
tiation of the SD event and beyond this time-scale the anomalies weaken
as the system relaxes back to climatology.

In January the thermocline (Fig. 5.6) and SST (Fig. 5.7) adjust-
ments reach their maximum amplitudes along the equator near the coast
of Africa. The thermocline deepens up to 30m when the Rossby waves
reach the coast and cause a warming of the SSTs. The atmosphere damp-
ens this warming, as the convection is strengthened in response to the
warmer SSTs (see vertical pressure velocity changes in Fig. 5.8) with in-
creased precipitation (Fig. 5.9) and cloudiness (not shown) leading to a
reduction in solar radiation reaching the surface and a net cooling of the
ocean by the surface heat fluxes (Fig. 5.10). The maximum warming
of the SSTs is about 1°C, which corresponds to 1.5 times the standard
deviation of January anomalies in the control simulation for this region.

When the Kelvin wave reaches Indonesia the thermocline deepens up
to 15m (Fig. 5.6). The SSTs do not respond significantly to this signal,
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Figure 5.6: Differences between the forced and the unforced ensemble for the
depth of the 20°C isotherm for the months January to June. The units are in
meters. The contours represent the areas exceeding the 98% level of significance.

since the the sensitivity of the SSTs to thermocline changes over the East-
ern 1O is not strong, as is apparent in the correlation plot in Fig. 5.1 and
the magnitude of the thermocline change is not very large. Additionally
any warming from below is locally damped by the surface fluxes in De-
cember (not shown) and January (Fig. 5.10) that tend to cool the SSTs
over the region. The negative net surface heat fluxes over the Eastern 10
and Indonesia are attributed to intensified winds in the area that lead to
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Figure 5.7: Differences between the forced and the unforced ensemble for the
SSTs for the months January to June. The units are °C and the contours
represent areas exceeding the 98% level of significance.

enhanced cooling by the turbulent heat fluxes.

The enhanced warming over the Western equatorial IO and cooling
over the Eastern equatorial IO slows down the IO Walker circulation,
as evidenced by the vertical velocity (Fig. 5.8) and surface windstress
changes (Fig. 5.11) with anomalous easterlies at the equator. In Febru-
ary, when the Walker circulation adjustments are most pronounced, the
anomalous easterlies peak and cover the entire basin.
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Figure 5.8: Differences between the forced and the unforced ensemble for the
vertical pressure velocity W along the equator for the months January to June.
The units are Pas~! and the contours represent the areas exceeding the 98%
level of significance.

Due to the surface wind divergence over Indonesia in January, anoma-
lous westerlies blow over the Western Pacific that shift the convective area
of the warm pool eastward, around 170°E, where the anomalous wester-
lies converge with the climatological easterlies. The shift is visible in the
vertical velocity (Fig. 5.8) as well as in the precipitation change (Fig.
5.9).

In the ocean, the anomalous westerly wind stress over the Western Pa-
cific sets off a downwelling equatorial Kelvin wave in January that moves
eastward, shallowing the thermocline over the Western Pacific thereby
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Figure 5.9: Differences between the forced and the unforced ensemble for pre-
cipitation for the months January to June. The units are mmday~' and the
contours represent, areas exceeding the 98% level of significance.

enhancing the anomalous cooling and deepening the thermocline while
passing over the Central and Eastern Pacific, inducing a surface warming.
The wave reaches the eastern boundary in March and spreads the warming
along the coast. The warming is maximum 0.7°C along the equator and
reaches 1°C along the coast. The coastal warming is about half standard
deviation of the local monthly climatology, and remains significant along
the coast until July. The temporal evolution of the traveling wave and
the induced SST anomalies is visible in the plots of the D20 (Fig. 5.6)
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Figure 5.10: Differences between the forced and the unforced ensemble for the
net surface heat flux for the months January to April. The net surface heat
fluxes are computed as the sum of the net solar and long-wave radiation and the
sensible and latent heat flux. The units are Wm™2 and the contours represent
areas exceeding the 98% level of significance.

and the SST adjustments (Fig. 5.7).

The atmosphere weakly responds to the warming of the SSTs with
some enhanced convection and precipitation, but as seen in the vertical
velocity changes (Fig. 5.8), the convection adjustment is only shallow and
the precipitation increase is barely Immday~! (Fig. 5.9). The induced
east-west pressure gradient is not strong enough to drive strong anoma-
lous westerlies and trigger a Bjerknes feedback that could amplify the
warming and create an ENSO-like response. In the subsequent months
the atmosphere and ocean relax back to climatology.

This concludes the equatorial adjustments and we continue with the
adjustments in the Southern 10.



THE OCEAN-ATMOSPHERE RESPONSE TO WIND-INDUCED
104 THERMOCLINE CHANGES IN THE TROPICAL SOUTH WESTERN IO

Wind Stress

ey P E P E s aaeE (S TYN T
Nl ‘ ‘
SRS e Jan
wpetid K2y

L3 Sl e
- 3y £277333533533333 % GG we s
335 AN WP 2 SI2E33333I3III3IIIN
o - JK,AK L Z339XTF3A3333333
AR Pl a2l

120E 150 180 150W 120w 90w 6OW

M7 a7 777 AT 7 755552777 7 7T 7

7
s
-~
g

Feb

R R e S S et T
cF3723333 3333333333
aZe L S333530 SN

SOE 180 150W 1200 90W 60W

PR TR
AT CE VL W 3555

Mar

SWIRRS B S R L
WESERRRR SRCCIRRR € cTTTRY
Pes~ 1 feoep i Been i A7 Neest

90E 120E 150E 180 150W 120W

W7 =7 s ¥
P AN T ‘j
' X3

N

33333355532 s

e e

S I S At 1
cewr 7 5 =

Jun

oy o 152333333330

R A

oW o/ Rt T B S R RSN

as {373 s PRAEE NS ST
306 60E 90E 120€ 1506 180 1500 1200 90W 60W

Figure 5.11: Differences between the forced and the unforced ensemble for the
wind stress for the months January to June. The vectors show the wind direction
and the amplitude of the wind stress is shaded in red colors. The units are in
Nm~2 and the contours represent areas exceeding the 98% level of significance
for the zonal wind stress difference.

Adjustments in the Southern IO

We start this section with a description of the SDI evolution and the
response and feedback of the overlying atmosphere. Then the oceanic
propagation of the signal is presented and the section is concluded with a
discussion of the changes in the Intertropical Convergence Zone (ITCZ).
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Figure 5.12: Differences between the forced and unforced ensemble for the wind
stress curl for the months of January and February. The contours represent the
areas exceeding the 98% level of significance. The units are in 107" Nm 3.

The temporal evolution of the adjustment of the thermocline depth in
the SD region during the 26 months of simulation (Fig. 5.4) shows that
after having reached a minimum depth in January of about 65 meter (an
anomaly of about two standard deviations), the Seychelles dome returns
to climatological values within six months. Beyond July, the Seychelles
dome behaves as in the unforced ensemble.

The relatively quick return to climatology is due to an atmospheric
feedback. The wind stress curl adjustment in January and too a lesser
degree in February (Fig. 5.12) has opposite sign with respect to the forced
wind stress curl anomaly (Fig. 5.5a) leading to Ekman downwelling in the
SD region and upwelling to the north, damping the forced anomalies.

The wind stress curl changes are part of the atmospheric adjustments
to the cold SSTs in the SD region. The SSTs over the Dome follow the
SDI anomalies and reach maximum cooling of about 2°C in January, cor-
responding to two times the standard deviation locally for this month
(Fig. 5.7).

The cold SSTs suppress convection in the region as evidenced by the
pressure velocity changes averaged between 5 — 10°S (Fig. 5.13) and a
reduction of the total precipitation (Fig. 5.9). The anomalous subsidence
not only damps the cold SST anomaly by its associated wind stress curl
and forced downwelling, it also adiabatically warms the air over the Dome
and damps the forced cooling through the net surface heat fluxes (Fig.
5.10) that warm the ocean surface in the Dome region and to the north.
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Figure 5.13: Differences between the forced and the unforced ensemble for the
pressure velocity W, averaged over the latitudes 5°S5 — 10°S for the months of

January to June. The units are in Pas™!'. The contours represent the areas

exceeding the 98% level of significance.

Part of this warming is due to solar radiation as the reduced convection
leads to reduced cloud cover in the region (not shown). The surface heat
flux adjustments thus feed back negatively on the SD cooling and posi-
tively on the warming north of the SD region. By February the cold SST
anomaly in the SD region is reduced by more than 50% while the warm
region to the north has retained its amplitude.

The warming to the north of the SD region spreads eastward in Febru-
ary and March (Fig. 5.7) and atmospheric convection is weakly enhanced
between 70E-90E during April and May with negative pressure velocities
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Figure 5.14: A Hovmoller diagram of the sea surface height differences between
the forced and the unforced ensemble during the first year at 10°S. The units
are in meters.

anomalies (Fig. 5.13), increased precipitation (Fig. 5.9) and cooling of
the SSTs by the net surface heat fluxes (Fig. 5.10). These adjustments
relax back to climatology in mid-summer.

The upward shift of the thermocline over the SD initiates an up-
welling baroclinic Rossby wave that propagates westwards and dissipates.
It reaches the African coast on average 8 months later, as seen in the
Hovmoller diagram of the sea surface height (Fig. 5.14). The Rossby
wave propagation is also clearly visible in the lat-lon plots of the SST and
D20 adjustments (Fig. 5.7 and Fig. 5.6 respectively), where the center
of the cold anomaly slowly moves to the west. The phase speed of the
wave at 10°S is about 0.14ms~!, slower than the theoretical speed of the
first baroclinic mode of a free Rossby wave at this latitude for the In-
dian Ocean (Chelton et al (1998), Yamagata et al (2004)). The slower
propagation speed has been attributed to the coupling between the ocean
and the atmosphere (White (2000)) as the Rossby wave interacts with the
surface winds, but could also be due to a different stratification in EC-
Farth. Similar propagation speeds for this region were found by Xie et al
(2002a), using in-situ measurements and model-assimilated data sets, by
Tozuka et al (2010) using model simulations and others.

The combination of the cold SST anomalies over the SD region and
the warm SST anomalies around the equator drive a northward shift of
the ITCZ of about 4° in the Central-Western IO that is apparent until
March (Fig. 5.9). In January the Northward shifts extends over Central
Africa, causing a significant increase in the rainfall between 5°S and 5°N
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Figure 5.15: In colors the anomalies between the forced and the unforced
ensemble for the meridional wind V are plotted and in contours is the total wind
from the forced ensemble from January to August. The units are ms~! and
the contours around the shades represent the areas exceeding the 95% level of
significance for the V anomalies. The first contour in the total wind is 20ms~?
and the contour interval is 15ms~1.

and and a decrease between 12°S and 5°S.

Remote adjustments through atmospheric Rossby waves

Changes in tropical convection potentially affects extratropical weather
patterns through excitation of large-scale, atmospheric Rossby waves (Hoskins
and Karoly (1981), Branstator (1983), Hoskins and Ambrizzi (1993), Tren-
berth et al (1998), Haarsma and Hazeleger (2007)). The anomalous upper
level winds accompanying the change in convection constitute a Rossby
wave source (Sardeshmukh et al (1987)) and Rossby wave energy disperses
away from the tropics, sometimes trapped by the atmospheric jets that
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can act as a Rossby wave guide (Branstator (2002)). The strength of the
waveguide response depends on the position of the Rossby wave source
with respect to the jet and the width and strength of the jet itself (Manola
et al (2013)), such that in the winter season, the waveguide response is
generally strongest.

The waveguide response is most easily visualized by upper level merid-
ional wind anomalies. Fig. 5.15 shows the meridional wind anomalies at
200 hPa on top of total wind contours to indicate the position of the jet
stream. In January a strong response is observed over the north-western
and north-eastern 10, were a significant Rossby wave source is present
due to the strong convection anomalies. A wave-like response continues
along the winter jet stream and crosses the Northern American conti-
nent. In February and March the strong response over the 10 mitigates,
as the convection anomalies reduce, but a stationary Rossby wave pat-
tern is persistent along the northern hemisphere jet stream. In April the
jets are going through the seasonal transition and are weak in both hemi-
spheres, therefore the wave anomalies are less significant. The following
two months the southern hemisphere jet gains strength and picks up the
signal from the cold anomaly over the SD that is still significant, and
a Rossby wave response is present in the southern hemisphere. In July
the Rossby wave source is very weak as the convection adjustments have
virtually relaxed back to climatology.

5.5 Summary and Discussion

In this chapter we used the coupled atmosphere-ocean EC-Earth model
to study the response of the climate system to a shallow Seychelles Dome
event in January. We found that the influence of the shallow event extends
from the Indian Ocean into the East Pacific by a chain of events during
the subsequent 6-8 months.

The forced upwelling in the SD region leads to a cold SST anomaly.
In the subsequent months this anomaly propagates westwards in the form
of a Rossby wave. The atmospheric convection is suppressed above the
cold anomaly and the associated surface wind curl anomaly damps the
upwelling Rossby wave. An equatorial adjustment north of the SD re-
gion manifests as a pair of downwelling westward moving Rossby waves
and an eastward downwelling equatorial Kelvin wave. The Rossby waves
warm the SSTs in the equatorial Western 10 two months after the ini-
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Figure 5.16: The correlation between the Nino 3.4 index and zonal wind stress
averaged over the same area from the 40 years of control run. The Nino 3.4
index is the averaged SST anomaly over 170°W — 120°W and 5°S — 5°N.

tiation of the Doming event and induce enhanced atmospheric convec-
tion. A Walker-type response follows with suppressed convection over the
Indonesia-Warm Pool region. Here the SSTs cool through enhanced tur-
bulent heat fluxes, resulting from stronger surface winds. The atmospheric
convection is enhanced east of the warm pool region and a westerly wind
anomaly sets off a downwelling Kelvin wave at the edge of the Pacific
Warm Pool. The Kelvin wave arrives near the coast of Peru around 4
months after the initiation of the shallow SD event, resulting in a 0.5°C
warming of the equatorial SSTs. A small weakening of the subsidence
in the overlying atmosphere is simulated, but no indication of an un-
stable atmosphere-ocean interaction is found and the equatorial response
is damped. This season is not favorable for unstable air-sea interactions.
This is shown in Fig. 5.16, where the Nino 3.4 index is correlated with the
zonal wind stress, indicating that the most favorable month for a strong
air-sea coupling is November. We therefore suggest to repeat these type
of experiments for different timings of the Doming events in the seasonal
cycle. A Doming event starting in June could possibly trigger an ENSO
in the Pacific, if conditions are favorable. A similar equatorial response to
an 10D, for a different season though, is introduced in Izumo et al (2010).
They suggest that an IOD event may act as a precursor of an El Nifio or a
La Nina event: the east-west temperature anomalies during the IOD event
modify the Walker circulation. The zonal wind anomalies over the Pacific
Ocean during the termination of the IOD in the autumn force a Kelvin
wave that propagates towards the eastern Pacific. The wave modulates
the thermocline depth and the SSTs and through a Bjerknes feedback it
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can lead to the development of an El Nifio or a La Nina event.

The combination of warm and cold SST anomalies over the equator
and the SD drive a northward shift in the ITCZ that in January extends
over the Central-East Africa influencing the precipitation. A shift of the
ITCZ can also influence the onset of the monsoon period if it takes place
in the right season. Annamalai et al (2005a) found that a warming in the
South-West 1O in spring causes a delay in the northward propagation of
the ITCZ and the associated deep moist layer, provoking a delay of 6-7
days on the onset of the monsoon in June. Therefore it is possible that
cold SD events, similar to those studied in this chapter, taking place in
April and May would force a premature initiation of the summer Indian
monsoon.

In response to the atmospheric convection change in the equatorial
10, atmospheric Rossby waves are emanated and are visible in the winter
hemisphere waveguides. As these responses depend on the atmospheric
state, these would be different for different timings of Seychelles doming
event in the seasonal cycle as well.

EC-Earth has a stronger coupling between the thermocline and the
SSTs in the Western equatorial 10, as compared to observations. This
probably makes the documented remote response to the SD event stronger
than in nature. We therefore recommend to repeat these type of experi-
ments with other models to assess the model dependency of these results
and extend the observational analysis.

Acknowledgments. The authors would like to thank Richard Bintanja
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CHAPTER 6

Conclusions and discussion

The objective of this dissertation is to increase our understanding on tele-
connections that originate from tropical perturbations. A better under-
standing of the dynamics of the atmospheric teleconnections and their
interactions with the ocean can contribute to the development of skill-
ful weather and seasonal forecasts and to a better analysis of the future
climate change signals.

The extratropical teleconnections are connected to the tropics mainly
through excitation and propagation of atmospheric Rossby waves. The
tropical teleconnections often involve atmospheric and oceanic Rossby and
Kelvin waves, as well as a strong interactions between the ocean and the
atmosphere. Here we concentrate on teleconnections that relate to the
Indian Ocean (I0), either directly by studying phenomena that emanate
from the IO basin, or indirectly, by investigating the origins of the NAO
pattern in Atlantic, as it is found that the warming of the 10 projects on
the positive phase of the NAQO.

To meet our goal, model simulations were performed, motivated by
observational and reanalysis data. The complexity of the model simu-
lations escalate while going through this dissertation. We start with an
idealized experiment using a simple barotropic model, then we perform a
more realistic experiment with the same model using actual atmospheric
flows and we conclude this thesis using a state-of-the-art fully coupled
climate model.

113
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6.1 Summary of work

The major atmospheric jet streams can act as waveguides for Rossby
waves as they can trap the energy from a vorticity source and transfer
the information around the globe, alternating the weather patterns and
creating teleconnections. This ability of the jet stream is called “waveg-
uidability”. In chapter 2 we study how different aspects of the jet, such
as the strength, the width and the location of the jet can constrain spe-
cific features of the trapped, zonal waves such as their wavenumber and
amplitudes. A systematic analysis to assess the ability of the jet stream
to guide Rossby waves is performed using a barotropic model. Idealized
zonal jets with a Gaussian meridional profile are forced by idealized sub-
tropical Rossby wave sources to find that stronger and narrower jets lead
to stronger zonal waves and that the stronger the jet, the smaller the wave
number becomes. A maximum response in the waveguide is found when
the circumglobal stationary wave number is integer, through constructive
interference between the source and the response.

A confirmation of the above findings from observations was proved to
be not an easy task. That is due to the complexity of the atmospheric
dynamics, a lot of noise is added on the initial signal. In reality there is no
completely steady source of Rossby wave energy, while when the Rossby
waves grow to large amplitudes they can break and interact strongly with
the flow. The observed jets are not exactly zonal and continuous and
baroclinicities in the jet may play a role in the generation and mainte-
nance of zonal waves. Nonetheless the basic conclusions concerning the
waveguidability of the jet stream are still considered to be valid.

In the following study, in chapter 3, we compare the structure of
the Northern Hemisphere winter jet streams during positive and negative
phases of the NAO. Differences are found in the strength, width and zonal
asymmetries of these jet structures, while a clear wave pattern is shown
in the meridional velocity field. The scope of this work is to quantify the
extend of the tropical and extratropical contribution to the formation of
the wave pattern for both NAO phases separately on time scales between
10-60 days using a barotropic model. The forcing of the patterns from
reanalysis data is assumed to be the Rossby Wave Source for the tropics
and the eddy activity for the extratropics. The model forcing is inversely
determined, derived from the barotropic vorticity equation separately for
the tropics and extratropics using winds. The model forcing patterns bear
resemblance with the estimates from the reanalysis data, verifying that
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the barotropic model can be used to diagnose the impact of local and
remote forcing. The forcing for the tropics and extratropics was imposed
separately in the model. The amplitude of tropical contribution to the
total kinetic wave energy of the positive NAO is 14% and is enhanced to
35% for the negative NAQ, that is a sign of non-linearity of the NAO.
An important result is that the tropical forcing in both phases appears
to reduce the amplitude of meridional wind anomaly pattern that is asso-
ciated with the NAO as a result of a negative feedback generated in the
extratropics.

The next research question of this thesis concerns a region in the
Southwest 10 that is characterized by a shallow thermocline and ex-
periences large variability and strong seasonal upwelling, the Seychelles
Dome (SD). Variations in the SD region are known to influence the at-
mospheric evolution around the basin, including the Indian monsoon and
East African rainfall, and it has been hypothesized that its influence could
extend far into the Pacific ocean and into the extra-tropics. This assump-
tion is tested using the fully-coupled Earth system model EC-Earth. Be-
fore that, it was necessary to evaluate the IO climatology in EC-Earth to
assess the reliability of the model outcome. For that the latter 40 years of
a 250 year coupled simulation over 1O were examined and compared with
observations in chapter 4. The analysis shows realistically captured the
development of winter and summer monsoon. Bias appear in all fields,
some of them are pervasive, being common to most simulations, most
likely driven by the SST biases, calculated about 1 degree too cold. The
model show overall excessive precipitation over the Western IO basin and
a deficit over the Eastern basin. The onset and offset of the monsoonal
periods are reasonably well presented. The most challenging field to cap-
ture was the depth of the thermocline, where a stronger linkage to the
ocean currents and the vertical mixing processes is shown. Overall, the
spatial distribution of the wind, precipitation and sea-surface tempera-
ture is simulated quite realistically throughout the year and EC-Earth is
proved a reliable tool to study events in the 10.

In chapter 5 the adjustments of the coupled atmosphere-ocean system
to a shallow doming event using the EC-Earth climate model are inves-
tigated in detail. The adjustments are followed in time by studying the
ensemble mean difference between an ensemble of simulations with and
without a shallow doming event, created by the application of a wind-
stress curl anomaly in the Seychelles Dome region during November and
December. The anomalous doming creates an equatorial eastward mov-
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ing Kelvin wave and a pair of westward moving Rossby waves, leading to
warming of the SSTs 1 — 2 months later in the western equatorial region.
Atmospheric convection is triggered and a Walker type response results
with reduced convection over the Indonesian warm pool and cooling of the
SSTs in that region due to stronger surface winds. The Pacific warm pool
convection shifts eastward and the accompanying westerly surface wind
anomaly triggers an oceanic Kelvin wave. This wave crosses the equato-
rial Pacific and leads to SST warming in April near the coast of Peru,
5 — 6 months after the initiation of the SD event. Here the SST anomaly
triggers weak anomalous atmospheric convection but is dissipated in the
following month. In response to the changes in atmospheric convection,
large-scale Rossby waves are triggered in the atmospheric waveguide, mov-
ing away from the equator into the extra-tropics but the amplitudes are
relatively weak.

6.2 Outlook

In this work we attempt to cast some light on atmospheric dynamics
associated with the propagation of Rossby waves along the jet stream,
the formation of NAO patterns from tropical and extratropical sources
and the impact of a shallow thermocline event of the Seychelles Dome on
the coupled ocean-atmosphere system. The complexity of such systems
is that, that a vast field of information is still to be unraveled. At the
same time, the outcome of this work inspires new research questions and
motivates new experiments.

In chapter 3 it is shown that the tropics reduce the amplitude of the
NAO pattern for the selected events. The mechanism of the tropical
damping is yet unclear and is left for future consideration, as well as
the sensitivity of the quantities of the tropical and extratropical impact
to the particular selection of NAO events has to be determined. The
fact that the tropics can play an important role in the formation of the
NAO patterns, in combination with the time scale of 10 — 60 days, that
is relevant with the time that the atmospheric dynamics need to set up
teleconnections, can motivate future research on particular tropical events
such as the Madden-Jullian Oscillation in the Indian and Pacific Oceans
to quantify the impact of such events on the formation of NAO patterns.

In chapter 5 we discussed the influence of a shallow thermocline event
over the Seychelles Dome in January on the climate system, to find mul-
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tiple implications that can motivate future research. The most prominent
among them was the warm SST response in the Eastern Pacific around
March, 6 — 8 months after the SD event. This time of the year is not
favorable for an unstable air-sea interaction and soon the SST anomaly
is damped. It appears that the most favorable season is around Novem-
ber. This implies that an SD event starting around June could cause a
larger response in the East Pacific, and if the conditions are favorable
even trigger and ENSO. The depth of the SD has a biennial cycle and
in June we find the second minimum (after January), therefore a shallow
event around this time could happen. This assumption is left for future
research.

Another interesting response is the shift of the ITCZ associated with
the shallow SD anomaly. If the timing is right, a shift in the ITCZ can
have an impact on the initiation of the summer monsoon. An SD event
taking place in middle-late spring, through its effect on the ITCZ, could
either accelerate (in case of a shallow SD anomaly) or delay (in case of a
deep SD anomaly) the onset of the monsoon and have an impact on the
precipitation in India and the surrounding regions.

The strong impact of such a shallow SD event on the SSTs, the con-
vection and the precipitation can possibly influence significantly other
events, such as the South-Western Indian Ocean cyclone evolution, that
peaks between December and June, or the initiation and propagation of a
Madden-Jullian Oscillation event. To investigate further the issues men-
tioned above we would suggest to study events from observations and if
evidence is found to perform model experiments in a similar way to that
of chapter 5, in the appropriate season for the specific event and with
time scales of days, in case of the monsoon or the tracking of cyclones, or
weeks in case of events such as the Madden-Jullian Oscillation.
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SUMMARY

The atmosphere is a sensitive and highly variable system and its state
is crucial for the evolution and well being of all life on Earth. From the
ever-recurring changes of the seasons to the most unpredicted extreme
weather phenomena, the more we unravel the nature and mechanisms of
the physical processes that govern this delicate but powerful system, the
more we can benefit and advance towards better extended range forecasts
and better understanding of the climate change signals.

The atmosphere often reacts vigorously to changes of its state and
a local perturbation can influence the weather patterns sometimes even
in the most remote regions. Some of those vast spanning patterns are
recurring and persisting and are called teleconnections. The extratropical
teleconnections can be understood in terms of large-scale waves in the
velocity field of the atmosphere, such as the Rossby waves. The tropical
teleconnections involve Rossby waves, as well as atmospheric and oceanic
Kelvin waves and strong atmosphere-ocean interactions.

The objective of this dissertation is to better understand the interac-
tions between the tropical forcing of Rossby waves and the tropical and
extratropical response, with a focus on teleconnections that relate to the
Indian Ocean, either directly or indirectly, as studies have shown that even
the weather in Europe is influenced by variations in the Indian Ocean.

The propagation of Rossby waves is strongly influenced by the presence
of a jet stream, that can act as a waveguide and enable a rapid transfer
of wave energy around the hemisphere. Major jet streams are found in
the upper troposphere of both hemispheres and they are characterized
by fast and relatively narrow belts of westerly winds in the extra-tropics.
The entrapment of a Rossby wave along the jet stream disturbs its zonal
character, creating large meanders that are known as the major ridges
and troughs of the midlatitudes, and influences strongly the weather as
we know it, by steering air masses and weather systems. However, not
all jets are able to trap and guide Rossby waves efficiently. Then, what
are the characteristics of a jet stream that make it an efficient guide for
Rossby waves?

The simplest model to address this question is a one-layer model that
describes the dynamics of a barotropic atmosphere, i.e. an atmosphere in
which the density of the air only depends on pressure and in which surfaces
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of constant pressure are also surfaces of constant temperature. In this
thesis we applied the barotropic vorticity equation to upper-tropospheric
conditions and we systematically assessed the ability of idealized zonal
jet streams to guide Rossby wave energy. The idealized jet streams had
a Gaussian meridional profile and differed in width, speed and in merid-
ional location. Rossby wave energy was generated by steady, idealized
(sub-)tropical vorticity sources. These investigations led to the conclu-
sion that a jet stream becomes a more efficient waveguide when it becomes
faster and narrower. The response becomes maximum when the station-
ary zonal wave number is an integer and the wave propagates around the
hemisphere. The zonal wave number becomes smaller when the jets are
faster or when the jets are positioned closer to the poles. Finding strong
evidence from observations to assert these findings proved not easy as the
signal-to-noise ratio in the atmosphere is quite low. Nonetheless some
observational support was found by analyzing observed wave-zonal flow
relationships.

Among the most prominent extratropical teleconnections is the North
Atlantic Oscillation (NAO). The NAO is a large north-south sea level
pressure dipole over the North Atlantic that is related to changes in the
position and strength of the jet stream and a displacement of the storm
tracks. Depending on the state of the dipole the NAO is in a positive
or negative phase with the positive phase corresponding to a stronger jet
stream and more storms that propagate into central and Northern Eu-
rope and the negative phase corresponding to a weaker jet stream with
storms deflected towards Southern Furope. During the positive phase the
winters in Central and Northern Europe and Southeast USA are milder
and wetter, while winters are drier and colder in Southern Europe, North-
east Canada and Greenland. Opposite weather conditions occur during
the negative phase. The modification of the jet stream in each phase
impacts the waveguiding properties and hence influences the formation
and propagation characteristics of the Rossby waves. The NAO variabil-
ity is primarily due to extratropical dynamics, such as breaking waves
associated with extratropical weather systems, but is also influenced by
Rossby waves generated at lower latitudes that propagate into the extra-
tropics. In this thesis we assessed the influence of these signals on the
NAO variations.

We set out to quantify the contribution of tropical and extratropical
atmospheric forcing mechanisms to the formation of the NAO pattern.
Although the NAO varies on a wide range of time scales, we focus on
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10-60 days. At these time scales, mechanisms are at play in the atmo-
sphere that can generate the characteristic dipole pattern. We focus on
the tropical Rossby Wave Source (RWS) and extratropical eddy activity.
Anomalous tropical and extratropical vorticity forcing associated with the
NAO is derived from atmospheric reanalysis data and applied in an ideal-
ized barotropic model. Also, using winds from composites of the NAO, the
vorticity forcing is derived inversely from the barotropic vorticity equa-
tion. Both types of forcing are imposed in the barotropic model in the
tropics and extratropics, respectively. An important result is that the
tropics dampen the NAO as a result of a negative feedback generated in
the extratropics. The damping is strongest, about 30%, for the negative
phase of the NAO. For the positive phase, the damping is about 50%
smaller. The results show that the barotropic vorticity equation can rep-
resent the dynamics of both tropical and extratropical forcing related to
the formation of the NAO patterns.

The scientific interest in the tropical Indian Ocean (I0) is growing as
evidence accumulates of the importance of variations in the IO for the
evolution of climate in the surrounding regions as well as for remote areas
around the globe, as changes in the IO sea surface temperature (SST)
influence the local convection and atmospheric circulation and impact
tropical and extratropical teleconnection patterns. The 1O atmosphere
and ocean current systems are complex, undergo strong seasonal varia-
tions and a realistic modeling of these variations is challenging. A special
feature is the thermocline ridge northeast of Madagascar, where the cold
waters in the deeper ocean layers are close to the surface, a feature often
referred to as the Seychelles Dome (SD). Variations in the thermocline
depth in response to wind changes easily create SST changes that influ-
ence the atmosphere in turn leading to strong atmosphere-ocean interac-
tions in this region. We set out to investigate the response of the coupled
atmosphere-ocean system to a shallow SD event with the state-of-the-art
fully coupled EC-Earth climate model. First the ability of the EC-Earth
model to simulate the complex climatology of the 10 was evaluated and
then was applied to study the impact of SD variations on the rest of the
climate system.

The climatology of a 40 year simulation of EC-Earth under year 2000
forcing conditions (solar, aerosol and greenhouse gases) was compared
against observations. The spatial distribution of the wind, precipitation,
sea-surface temperature and the thermal structure of the ocean is simu-
lated rather realistically throughout the year. Biases are present, but the
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important features are reproduced, including the Seychelles Dome with
similarly strong correlations between thermocline depth variations and
SST variations as observed, leading us to conclude that EC-Earth is a
useful tool to study the detailed coupled ocean-atmosphere response to a
shallow SD thermocline event.

We studied the response by conducting two ensemble experiments of
40 members each, a control and a perturbed ensemble. In the control en-
semble, the coupled system was initialized in November from a neutral SD
state and integrated for 26 months. The ensemble members lead to differ-
ent evolutions by the introduction of random perturbations to the model
state during the first day of integration. The perturbed ensemble differed
only from the control ensemble in the application of a windstress anomaly
over the SD region in order to raise the thermocline during the first two
months. The differences between the two ensemble mean fields allowed
us to study the response of the coupled system both locally and remotely.
A strong local cooling of the SSTs drives subsidence and reduced precip-
itation. North of the SD, an equatorial downwelling adjustment region
manifests as a pair of downwelling westward moving Rossby waves that
warm up the Western-Equatorial IO and an eastward downwelling equa-
torial Kelvin wave. The combination of warm and cold SST anomalies
over the equator and over the SD drive a northward shift in the Intertrop-
ical Convergence Zone (ITCZ) that in January extends over Central-East
Africa influencing the precipitation there. The warming over the Western-
Equatorial 10 triggers atmospheric convection, resulting in a Walker-type
response with reduced convection over the Indonesian warm pool and cool-
ing of the SSTs in that region due to stronger surface winds. The Pacific
warm pool convection shifts eastward and an oceanic Kelvin wave is trig-
gered, that crosses equatorial Pacific and leads to SST warming in East
equatorial Pacific in April. There the SST anomaly triggers weak anoma-
lous atmospheric convection that is dissipated in the following month, as
during this season the air-sea coupling is relatively weak and does not
support unstable air-sea interactions. In response to the change in atmo-
spheric convection in the Equatorial 10, atmospheric Rossby waves are
emanated and are visible in the winter hemisphere waveguides. As these
responses depend on the atmospheric state, their characteristics would be
different for different timings of Seychelles doming event in the seasonal
cycle as well. We suggest to repeat these kind of experiments with differ-
ent climate models to study the model dependency of these results and
choose different timings of the doming in the seasonal cycle to investigate
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the possibility of triggering ENSO through the remote response in the
Pacific.






SAMENVATTING

De atmosfeer is een gevoelig en heel variabel systeem. De toestand
waarin de atmosfeer zich bevindt is cruciaal voor de evolutie en het wel-
bevinden van al het leven op Aarde. Van de altijd terugkerende seizoensveran-
deringen tot de meest onvoorspelbare extreme weerfenomenen, hoe meer
we de mechanismen achter de fysische processen van dit delicate maar ook
formidabele systeem ontrafelen, hoe meer vooruitgang we kunnen boeken
met betere langetermijn weersverwachtingen en hoe beter we signalen die
duiden op klimaatverandering kunnen begrijpen.

De atmosfeer is continu in reactie op veranderingen in haar toestand.
Een locale verstoring kan de meest verafgelegen gebieden beinvloeden en
weerspatronen veranderen. Sommige van deze uitgestrekte patronen zijn
terugkerend en persistent en worden aangeduid als teleconnecties. De ex-
tratropische teleconnecties kunnen worden opgevat als grootschalige gol-
ven in het snelheidsveld van de atmosfeer, zoals bijvoorbeeld de Rossby
golven. De tropische teleconnecties omvatten zowel Rossby golven, als
atmosferische en oceanische Kelvin golven en sterke atmosfeer-oceaan in-
teracties.

Het doel van dit onderzoek is om meer begrip te krijgen van de in-
teracties tussen Rossby golven opgewekt in de tropen en de tropische en
extra-tropische respons op deze golven, waarbij de focus ligt op teleconnec-
ties die gerelateerd zijn aan de Indische Oceaan, zowel direct als indirect,
aangezien er uit wetenschappelijk onderzoek is gebleken dat het weer in
Europa beinvloed wordt door variaties in de Indische Oceaan.

De voortplanting van Rossby golven wordt sterk beinvloed door de
straalstroom, die als een golfgeleider kan fungeren voor Rossby golven
en de energie van de golven snel rond de hemisfeer kan transporteren.
De straalstroom is een relatief smalle oostwaartse luchtstroom die met
hoge snelheid door de bovenste lagen van de troposfeer stroomt. Rossby
golven in de straalstroom verstoren het zonale karakter, wat leidt tot
grote meanders die bekend staan als de grote ruggen en troggen van de
gematigde zone. Het locale weer wordt hierdoor sterk beinvloed door de
formatie van hoge en lage druk gebieden. Niet elke straalstroom is echter
in staat om Rossby golven af te buigen en te geleiden. De vraag is nu,
over welke karakteristieken moet een straalstroom beschikken om in staat
te zijn een Rossby golf effectief te geleiden?
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De meest eenvoudige manier om deze vraag te beantwoorden is om
gebruik te maken van een enkellaags model onder de aanname van een
equivalent barotrope atmosfeer, dat wil zeggen, een atmosfeer waarin de
wind niet draait met de hoogte omdat isothermen en isobaren samenvallen
zodat er geen temperatuursadvectie plaatsvindt. Met een dergelijk model
dat de barotrope vorticiteits vergelijking oplost voor condities in de boven-
ste laag van de troposfeer hebben we op systematische wijze getest of een
geidealiseerde zonale straalstroom in staat is om Rossby golf energie in te
vangen. De gesimuleerde straalstromen hadden een Gaussisch meridion-
aal profiel en verschilden in breedte, snelheid en in meridionale locatie.
Rossby golf energie werd opgewekt door stationaire, geidealiseerde (sub)-
tropische vorticiteitsbronnen. We concluderen in dit proefschrift dat een
straalstroom in het algemeen een efficiéntere “golfgeleider” is naarmate
ze sneller en smaller is. De respons is maximaal als het zonaal station-
aire golfgetal een geheel getal is en de golf de hele hemisfeer omloopt.
Het zonale golfgetal wordt kleiner als de straalstroom sneller is, of als de
straalstroom zich dichter bij de een van de polen bevindt. Het blijkt niet
makkelijk om sterk bewijs uit observaties te vinden om onze bevindingen
te bevestigen, daar de signaal-ruis verhouding in de atmosfeer tamelijk
laag is. Desondanks gaan we ervan uit dat onze resultaten geldig zijn.

De Noord Atlantische Oscillatie (NAO) is een van de meest prominente
extratropische teleconnecties. De NAO is een grote Noord-Zuid dipool in
de luchtdruk op zeeniveau boven het Noord-Atlantisch gebied, die gerela-
teerd is aan veranderingen in de sterkte en de positie van de straalstroom
en de bijbehorende stormbanen. In de positieve fase van de NAO met
een sterker IJsland laag en Azoren hoog is de straalstroom sterker en no-
ordwaarts verschoven met mildere en nattere winters in Noord-Europa,
Scandinavié en Noordoost-Amerika en strengere, droge winters in Groen-
land, Zuid-Europa, Noord-Canada en het Midden-Oosten. In de negatieve
fase zijn de veranderingen tegengesteld. De NAO variaties worden voor-
namelijk veroorzaakt door dynamische processen in de extra-tropen, zoals
brekende golven die samengaan met extra-tropische weersystemen. Maar
ook Rossby golven die opgewekt worden op lagere breedtes en zich voort-
planting richting de extra-tropen kunnen aanleiding geven tot veranderin-
gen in de NAO. In dit proefschrift hebben we de invloed van beide onder-
zocht.

Ons doel was de bijdrage aan de vorming van het NAO patroon te
kwantificeren van beide forceringsmechanismes, de tropische en extra-
tropische. Alhoewel de NAO varieert op alle tijdschalen focussen we op
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variaties op 10-60 dagen. Op deze tijdschaal spelen de belangrijkste fysis-
che processen in de atmosfeer zich af die het karakteristieke dipool patroon
kunnen genereren, namelijk de tropische Rossby Wave Source (RWS) en
de extra-tropische golfactiviteit. Uit atmosferische her-analyse gegevens
leidden we de anomale tropische en extra-tropische vorticiteitsforcering af
van een anomale NAO toestand en pasten deze toe in een geidealiseerd
barotroop model van de atmosfeer. Ook bepaalden we de vorticiteits-
forcering met behulp van de barotrope vorticiteitsvergelijking af door ge-
bruik te maken van de winden van de gemiddelde anomale NAO toestand
en de forcering uit te rekenen die deze toestand stationair maakte. Beide
type forceringen pasten we toe in het barotrope model in respectievelijk
alleen de tropen en alleen de extra-tropen. Een belangrijk resultaat is dat
de tropen de NAO dempen als gevolg van een negatieve terugkoppeling
die in de extra-tropen gegenereerd wordt. Deze demping is het sterkst,
ongeveer 30%), voor de negatieve fase van de NAO. Voor de positieve fase
is de demping ongeveer 50% kleiner. De resultaten laten zien dat de
barotrope vorticiteitsvergelijking de dynamica van zowel de tropische als
de extra-tropische forcering van de NAO goed kan representeren.

De wetenschappelijke interesse in de tropische Indische Oceaan (I0)
is groeiende doordat bewijzen zich opstapelen dat de variaties in de 10
niet alleen een belangrijke invloed uitoefenen op het klimaat in de di-
recte omliggende regio’s maar ook in verafgelegen gebieden elders op de
wereld. Veranderingen in de 10 zeewatertemperaturen (SST) beinvloeden
namelijk de lokale convectie en atmosferische circulatie, die vervolgens
via atmosferische en oceanische teleconnecties tot veranderingen leiden
elder in de tropen en extra-tropen. De atmosferische en oceanische stro-
mingspatronen in de IO zijn complex, veranderen sterk met de seizoenen
en een realistische numerieke simulatie van deze stromingen vormt een
grote uitdaging. Een speciaal fenomeen is de rug in de thermocliene ten
noordoosten van Madagascar waar de koude wateren van de diepe oceaan
dicht onder het oppervlak liggen, ook wel de "Seychellen Dome" genoemd
(SD). Variaties in de diepte van de thermocliene als reactie op wind vari-
aties leiden gemakkelijk tot SST variaties die de atmosfeer beinvloeden
en tot sterke atmosfeer-oceaan interacties leiden in deze regio. Ons doel
was om de aanpassingen van het gekoppelde atmosfeer-oceaan systeem op
een ondiepe SD gebeurtenis in detail te onderzoeken. We kozen als onder-
zoeksmiddel hiervoor het state-of-the-art klimaat model EC-Earth. Eerst
hebben we onderzocht in hoeverre EC-Earth in staat is om de complexe
klimatologie van de 10 goed te beschrijven voordat we ermee de invloed
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van SD variaties op het klimaatsysteem gingen onderzoeken.

De klimatologie van een 40 jaar durende simulatie van EC-Earth onder
constante jaar-2000 forcering condities ( zoals zonnestraling, aerosolen en
broeikasgassen) is vergeleken met waarnemingen. De ruimtelijke verdeling
van de wind, neerslag, zeewatertemperaturen en de thermische structuur
van de oceaan worden tamelijk realistisch gesimuleerd gedurende de hele
jaarlijkse gang. Er zijn ook behoorlijke afwijkingen, maar de belangrijke
kenmerken worden goed gesimuleerd, zoals de SD met soortgelijke sterke
correlaties tussen de diepte van de thermocliene en de waarde van de
zeewatertemperatuur als in de waarnemingen. We concludeerden dat EC-
Earth een geschikt onderzoeksmiddels is om de ocean-atmosfeer respons
op een ondiepe SD gebeurtenis in detail te onderzoeken.

We onderzochten deze respons door twee ensemble experimenten van
elk 40 leden uit te voeren, een controle ensemble en een verstoord en-
semble. In het controle ensemble werd het gekoppelde systeem gestart in
november vanuit een neutrale SD toestand en vervolgens voor 26 maan-
den geintegreerd. De leden in het ensemble leidden tot verschillende on-
twikkelingen doordat gedurende de eerste dag van de integratie toevallige
verstoringen aan de model toestand werden toegevoegd. Het verstoorde
ensemble verschilde enkel van het controle ensemble in de toepassing van
een windstress anomalie in het SD gebied gedurende november en decem-
ber om de thermocliene omhoog te brengen. De verschillen tussen de
ensemble gemiddelde velden laten de respons van het gekoppelde ocean-
atmosfeer systeem zien op de aangelegde windforcering als functie van
de tijd. Een sterke lokale koeling van de zeewatertemperaturen leidt tot
anomale subsidentie in de atmosfeer boven de SD en verminderde neerslag.
Een verzwakking van de equatoriale opwelling ten noorden van de SD leidt
tot de excitatie van een paar westwaarts voortbewegende Rossby golven,
die na een maand de westelijke-equatoriale IO opwarmen, en een oost-
waarts bewegende equatoriale kelvin golf. De combinatie van warme en
koude zeewatertemperatuur anomalieén bij de equator en de SD veroorza-
akt een een noordwaartse verschuiving in de I'TCZ die zich in januari over
Centraal-Oost Africa uitstrekt en locaal de neerslag beinvloedt. Van-
wege de opwarming in de westelijke equatoriale IO wordt atmosferische
convectie versterkt met als resultaat een aanpassing in de Walker circu-
latie met gereduceerde convectie over de Indonesische warme wateren en
afkoeling van de zeewater oppervlakte temperaturen in dat gebied van-
wege sterkere oppervlakte winden. De convectie over het warme water
van de Westelijke Pacific verschuift oostwaarts en slaat een oceanische
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Kelvin golf aan in de thermocliene. De golf steekt de equatoriale Stille
Oceaan over en leidt tot opwarming van de zeewatertemperatuur in de
oostelijk equatoriale Stille Oceaan in April. Deze opwarming leidt tot
zwakke anomale atmosferische convectie, die in de daaropvolgende maand
verdwijnt aangezien de lucht-zee koppeling in dit seizoen relatief zwak is
en geen instabiele lucht-zee interacties mogelijk maakt. Ten gevolge van
de verandering in atmosferische convectie in de equatoriale 10, worden
atmosferische Rossby golven opgewekt die zichtbaar zijn in de winter hal-
frond golf-geleiders. Aangezien de beschreven aanpassingen op de lokale
atkoeling in de SD regio athangen van de atmosferische toestand op dat
moment, verwachten we dat de respons verschillend is als het SD event op
een ander moment in de seizoenscyclus plaatsvindt met mogelijke effecten
op de timing van de Indische monsoon en El Nino. We doen de aanbevel-
ing om deze experimenten te herhalen met verschillende klimaatmodellen
om inzicht te krijgen in de model afthankelijkheid van de resultaten en om
de thermocliene op te tillen in verschillende fases van de seizoenscyclus
om de mogelijkheid te onderzoeken dat een SD gebeurtenis een El Nino
gebeurtenis triggert door de respons in de Stille Oceaan.
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OTOUAXEUOUEVWY TIERLOY DY OTNV UBEOYELD, xadde ahhayés oTtn VYepuoxpo-
olag oY empdvela Tng YIAACCUC UTOPOLUY VoL ETNEEAGOUY TNV ATUOCHOL-
o) aYXANON XAl TNV ATHOCPULEIXY XUXAOPOpla XAl Vo ETLORACOLY GTIC
TEOTXEC XU TIC eEmTpomnég Tnhecuvdéoelc. H atudoponpo xon Tor wxedvia
eelpato tou I ebvan meplmhoxa xou LploTavTL WOYUEES EMOYLOXES UETABO-
Aég, xan YUauTo To AOYO 1) poviehomolnot TN UETOBANTOTNTOC TOL amoTeAe
TpoxAnoT. ‘Evo baitepo yapaxtneiotind eivon 1 “pdyn” tou depuoxiivoic
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ToU wxeavol oTa Bopeloavatohixd tng Madayaoxdpeng, 6mou xpba VERE o-
mo 1o Baditepa oTEOUATA TNS VEAACCUS AVEBAVOLY XOVTE GTNV ETLPAVELX,
X0 CUVOVTATOL PE TO Gvopa “o Yohog twv Lelyédwv” (SD). Metofoléc
OTOV ETULQPAVELOXO AVEUO 1) 1) EAEUCT) AVOBIXDY X0 XAVOBIXWY WOXEAVLDY XU-
udtwv umopolv va uetadiouy 1o Bdog tou Yeppoxiivois. O petoforéc
QUTEC UTOPOVY EUXONAL VoL ETNEEACOLY TNV ATUOCPaLEXT] Vepuoxpacio oTny
emipdvels TG VIAAGOAS, oL AUTO UE TN OELpd Tou Umopel vo odnynoeL o
LOYVEES AAANAETUORACELS UETOEY WXEAVOL Xl ATUOCHOLEAS CTNY TEQLOYT.
Yxonde yog ebvan vor eEeTdo0ouUE TNV avTidpaoT) Tou GLULELYUEVOLU GUC THUNTOS
WAEAVOU-ATUOCPALROS CTNY ELPAVIOT) EVOC e 0oL SD mepiotatinol, yenoido-
TOLOVTAC TO TATRMS GLULEUYUEVO XAUOTIXG HoVTELD TeEAeuTalog TEY Voloyiag,
EC-Earth. ZEexwdye e€etdlovtag Ty covotnta tou poviéiou EC-Earth va
AVOTUPAC THOEL ETUTUY WS TO TOAOTAOXO cUoTrua Tou I xou otn cuvéyela
HEAETOUUE TNV ETidpacT) TwV PETUPOAGY Tou SD 6T YEVIXOTERO XAPATING
olo TN

Ity e€€taon tou povtéhou EC-Earth n uéon ot xotdo toon
Tpocopoloenwy 40 etwv ouyxpldnxe ye mapatneroelc. To yovtélo €tpe-
Y€ x4t ano otadepéc ouviixes tou étoug 2000 (nAiou, aepohetupdTwy o
agplwy tou Vepuoxnmiov). H yweih xotavops| tou avéuou, tne Beoydmtw-
oNg, TNG aTHooPuUELX S Vepuoxpacias oTny empdveln Tng Ydhaooag, xodog
eniong xau 1 Yepuixr) dour) Tou WXEAVO) TEOCOUOLOUNUAY JPXETY PEANOTI-
%d xod” O TN Bidpxeior Tou €toug. Hapatneiinxay acupgponvieg, aAld o
CNHOVTIXG YUEAXTNELO TS ovamapao THINXAY 60O Td, cuuneptAaUBovouévou
%ot ToL YOAoU TV LeDyYEAADY, TOU TUPOUCIICE TUPOUOIS oY UET) CUCYETION
pe Ti¢ moapoatnenoelg petoh Tou Bddoug Tou VepUOoXhVOUE Xl TV XUUAV-
CEWV NS atpocapxhc Veppoxpaciog otny empdvela e Ydhacoag. To
TEATAVEL 001 yNnoay oto cuurépacyua O0TL To poviého EC-Earth ymopel va
ATOTEAECEL YPENOWO EPYUAEID Yior TNV €peuva TN avtidpoone tou culevy-
HEVOU GUGC TAHUATOS WXEAVOL XAl ATUOCPULEIS OTNV EUPAVIOT) EVOS e oL SD
TEQPLO TATIXOV.

Tnv avtidpaon oe éva SD meplotatind eletdooue p€ow 500 GUANOYIXDY
(ensemble) mepopdtwy 40 pehov to x&e éva, 6oL TO éva GUVOAO TiTay
eheYyOpEVO xa To dAho elye Beytel KdInon. Xto TEMTo GOVORO TWV EAEY-
YOUEVOY TPOGOUOIWCEWY T0 GLLELYUEVO clo TN Eexvd to urva Noéufen,
ue To SD va Bploxeton o€ 0UBETERT PAOT), XL TPOGOUOLOVEL TOUC ETOUEVOUS
26 urvec. To xdie péhog tne mpoocopoinong egehiooeton Alyo SLapopeTixd,
%xdW¢ ElodyovTon TUYAUES AVATUREEL TNV TEWTT Uépa exxivong Tng meo-
copolwong. To 6elTEPo GUVOLO BLUPEREL ATO TO TEMTO UOVO GTNY ELCAYWYT
TOEPNC aVEROUL TV GTNY TEELOYY) TOU YOAOL TwV MeUYEAGY, UE OXOTO TO
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Vepuoxhivég var Yivel To pnyd xoTd ToUg TE®MTOUG 2 UAVES TNG TEOGOUOLw-
onc. E&etdlovtoc tic dlapopéc Yetol Twv 6V0 auTdY GUVOALY UTOROVUE
VoL EAETHOOLUE TNV avT{BpaoT) Tou GLLELYUEVOU CUCTHUNTOS GE TOTUXO Xl
amopoxpuopévo eninedo. Ilopatneiinxe ioyver TTwon g atpocpuUEixhic
Yepuoxpactag oty empdvela TNg VIAACCUS, TOU BNUOVEYNOE UELWUEVT O-
THOOPLEIXY) 0o TAVEL Xou CUVETWS Uelwon tng Beoyontwone. Bopeia tou
SD 1o tonuepvo epuoxvéc yia vo Tpocopuoo tel avayxdletar va Buho e,
yeYOoVoE Tou dnpoupyel €va (ebyog wxedvimy xupdtenv Rossby mou xivoivton
xododd Teog Tar SuTixd xou Yeppaivouv Tov Autixol-lonuepvol I, xardde
enione xan €va xododuxd wua Kelvin mou xvelton mpog o avatohixd. O
ouvduaouog TNg Vepunc xou Puyerc avwuaiioc otov Ionuepvd xan Tve arno
v SD neployn avtiotorya petatoniCouv Bopeta T Satpomixr) Lovn oOYXhL-
ong, 6mou tov Tavoudplo exteiveton uéypr Tnv Kevtpu-Avatohxry Agpu,
emnpedlovtag exel T Bpoydmiwon. H avduoln Yéppavon tou Autixol-
Ionuepvol 12 mupodotel pouvoueva atuoopuuexc CUYXMOTNG, UE ATOTEAE-
oo Wior ovwpaia TOTou xuttdpou Walker, TooxoAdVTog HELWUEVY ATUOCHL-
o) actdlela Thve and TNy Ivdovnota xou TN Yepun Aexdvn tou Autixod
Ewenvixot, xou Yuypdtepeg Yeppoxpaciec otny (Blo mepioyy) Aoyw 1oy updTE-
PWV ETLPAVELAXDY ovEuwy. H atyoogoupxr obyxhion mdve aro T Yepun
Aexdvn tou Autixol Epnvixol petoatoniCeton avatolixd xau eyelpel €vor wxe-
dvio xOua Kelvin. To xOya Swoyilel tov Epnvind wxeavéd xon odnyel xatd
Tov Anpllio oe dvodo tng atuoopoupixrc Yeppoxpaciac oTny emipdveld TNS
Ydhaooag otov Avatolxd Ionuepwo Epnvind. Exef, €€ autlog tng depuixnrc
OVOUOAAS ONUIOVEYE(TOL ATHOCPULEIXY oo TAUEL, TOU OUOC EVOL OYETXS O-
0UVoun xon e€avepiletan Tov emouevo uriva. Auté cuyfoalver enedn 1 o0leuin
WXEAVOU X0l ATUOCPAULOOC TT CUYKEXQIIEVT] ETOY T ElVOL OYETIXE aBUVOUT) Xl
oev utooTne(let aotadels ahhniedpdoelc HETOED XEAVOD Kol ATUOCPAULRIC.
Q¢ avtidpaor oTic aAlayEc oTny atwocpaplxr] aotdieia ndvew arto tov lorn-
uepwo IQ atuoopoupxd xOpato Rossby eyelpovton xou yivovtar opatd otoug
XUUOTOONYOUS TV YEWWEPWVGY Nuiogatplony. Kodde ol napandve petoforéc
eZ0PTAOVTAL ATO TNV XUTAC TUON TNE ATUOCPAULEAS, TOL YALUXTNELO TLXA Toug Vot
oLégepay €dv To SD mepioTatind cuvEBawve oe dAAT oTiypr| Tou €toug. Ilpo-
TEVOUPE TNV ENAVAANT TELQOUATWY GOV X0l AUTO YENOHLIOTOWVTOS SLUPORE-
TG XMPATXE LOVTERD, WoTe Vo e€etaaTel 1 e€8pTNoT TWV AMOTEAECUATODVY
om6 To povtéha. Emiong mpotelvoupe tny emavdindn tétowwy SD mepioto-
TIXWVY OE BLUPORETIXES TEPLOBOUS TOU ETNOLOU XUXAOU, WOTE Vo dlepeuvniet
n mavotnto TupodoTnong evog gouvouévou EN Nivio-Notag Taldvtwong
(ENSO) péow amopaxpuouévne andxplons tou Epnvixod wxeavol.
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