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Abstract

Automatic recognition of semantic relations constitutes an important part of information
extraction. Many existing information extraction systems rely on syntactic information
found in a sentence to accomplish this task. In this paper, we look into relation arguments
and claim that some semantic relations can be described by constraints imposed on them.
This information would provide more insight on the nature of semantic relations and could
be further combined with the evidence found in a sentence to arrive at actual extractions.

1 Introduction

Semantic relations have been an object of study for a long time and across differ-
ent disciplines (Khoo and Na 2006). Within computational linguistics, the main
focus has been on identifying relations automatically (McDonald 2005) and fur-
ther use of the extracted relations in various applications to improve their perfor-
mance (van der Plas 2008).

When talking about relations, we distinguish between their extension and in-
tension. For the n-ary relation its extension is determined by the set of ordered
entities (of size n) that satisfy it. For example, for the relation PART - WHOLE this
set would have a member <professor, faculty> but not <faculty, professor>. The
intension of a relation is defined by what it means (what does it mean that x is part
of y?). More generally, one can represent the extension of an n-ary relation by a
subset the Cartesian product of the sets S1, . . ., Sn where each set corresponds to
the particular argument of the relation. If two entities x and y are in the binary
relation R, we write xRy or R(x, y). A set of ordered entities that satisfy R (for
instance, < x, y >) is referred to as instances of R or its mentions. Note that
the same extensions do not necessarily mean the same intension. Two relations
such as STUDY-IN and LIVE-IN may have the same extension but their intension is
different.

Past research has led to studying similarity effects that can be imposed on re-
lations. For instance, Chaffin and Herrmann (2001) distinguish between item sim-
ilarity and relation similarity whereby the first measure, in contrast to the second,
is constant and does not depend on the relation at hand. More precisely, if one is
given a word pair < x, y >, item similarity is defined between arguments x and
y, while relation similarity measures how close < x, y > is to the target relation.
Item similarity plays a significant role only for some relations like SYNONYMY
or ANTONYMY where such similarity effects are clearly involved. Chaffin and
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Figure 1: Part of the WordNet hierarchy.

Herrmann (2001) have studied yet another relation, PART-WHOLE, and showed
that even though a part is not necessarily similar to a whole, there are still effects
similar to those reported on other semantic relations. The authors concluded that
relation similarity facilitates relation recognition and impedes negative response.
As expected, item similarity did not contribute much to the recognition task and
when held constant, relation similarity still affected the resulting performance.

While item similarity may not be applicable to all types of semantic relations,
one can assume that argument fillers can be grouped according to their similarity.
Consider, for example, the following two sentences.

(4.1) I saw a fisherman cleaning his net.

(4.2) One of the instruments a dentist uses often is a drill.
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Here, we have two examples of the INSTRUMENT - AGENCY relation,
<fisherman, net> and <dentist, drill>. If we look at the fragment of the Word-
Net hierarchy depicted in Figure 1, we could arrive at the generalization of these
examples, such as <person, instrumentation>. It can serve as a semantic con-
straint for INSTRUMENT - AGENCY, because knowing that there is a person and
an instrument we may conclude that it is likely for a person to use an instrument.

In this paper, we propose a method to derive constraints for semantic relations.
In other words,

Given positive examples of a binary relationR(x, y) and a taxon-
omy T , our goal is to find all possible pairs < Gx,Gy > such that Gx
is a semantic type of x and Gy is a semantic type of y, respectively.

The paper is structured as follows. We introduce the method in Section 2 and
proceed with the description of seven generic semantic relations (Section 3.1) and
the experimental results (Section 3.2). In Section 4, we discuss our findings in
more detail.

2 Methods

To find constraints for semantic relations, we describe a method which is based
on positive examples only and does not make use of negative examples. To deter-
mine generalized semantic types of relation arguments, one has to be able to form
clusters based on the existing information. Such clusters can be formed using
semantic measures defined over WordNet (Fellbaum 1998). In particular, given
argument x of R(x, y) and n corresponding synsets collected from the training
data set ((x1, y1),. . .,(xn, yn)), we create a matrix S of size n × n by comparing
each pair of synsets (si, sj), i = 1 . . . n. Each element of this matrix is equal to a
similarity score of (si, sj), with the diagonal elements equal to 1 (we assume that
a similarity measure returns values from 0 to 1 with 1 being an identity score).

To form the matrices that can be used for clustering, we have to compare each
pair of synsets for x and do the same for argument y. There exists a range of
similarity measures that allow to compare a pair of synsets (Budanitsky and Hirst
2006). For our purpose, we selected wup measure which uses a notion of path
length between two synsets. Given two synsets s1 and s2 connected by a path of
length len(s1, s2) and their least common subsumer LCS(s1, s2), the wup score
is calculated as follows (Palmer and Wu 1995):

wup(s1, s2) =
2 ∗ depth(LCS(s1, s2))

len(s1, s2) + 2 ∗ depth(LCS(s1, s2))
(4.3)

Once a matrix S is obtained, we perform clustering. Ideally, the resulting
clusters should reflect the semantic types of a given argument. However, to be able
to use such clusters in future, we have to label them. This can be accomplished
by using the least common subsumer. For each cluster C, ci ∈ C, i = 1, . . . , k,
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LCS(c1, . . . , ck) is computed. This LCS corresponds to the semantic type Gx we
are looking for.

Definition 1 (Least Common Subsumer). Given two nodes N1 and N2 in a tax-
onomy T , their least common subsumer LCS is an ancestor of both N1 and N2

such that there is no node C which is ancestor of N1 and N2 and a child of LCS.

Recall that such generalization is done per argument and we need to find pairs
of clusters that would correspond to R(x, y). Let l be a number of clusters for
x and m be a number of clusters for y. To find cluster pairs, we introduce a
strength coefficient between any pair of clusters as follows. For each cluster
Ci, i = 1, . . . , l for the argument x, and for each cluster Cj , j = 1, . . . ,m for
the argument y, the strength coefficient s(Ci, Cj) is calculated in the following
way:

s(Ci, Cj) =
#links(Ci, Cj)

min(|Ci|, |Cj |)
(4.4)

In Equation 4.4, #links(Ci, Cj) stands for the number of links between ele-
ments of Ci and Cj . It is easy to see that if a mapping from Ci to Cj is injective,
the strength coefficient can be at most 1 (all elements of one cluster are connected
with some/all elements of the other) and at least 0 (there are no elements in both
clusters that are connected with each other). If a mapping is surjective, then s can
be larger than 1.

Using clustering to detect semantic types of arguments poses a problem of
defining a number of resulting clusters. If the number of clusters is high, we ex-
pect to obtain specific generalizations and high precision/low recall. Reducing a
number of clusters will most likely lead to less precise generalizations but higher
recall.

There exist many clustering methods and it is clear that a choice of a cluster-
ing method may affect the results. However, we abstract away from a clustering
approach by choosing a simple agglomerative method (Zhao and Karypis 2002).

The shortest path Provided that semantic constraints are identified with high
recall, one may combine this outcome with syntactic evidence. One way of do-
ing this is to consider all positive predictions by both syntax-based method and
semantic constraints as positive in the final model, while the rest should be labeled
as negative examples. To obtain predictions based on syntactic information, we
use the shortest path kernel, which represents a kernel-based approach for rela-
tion extraction and explores information found in dependency trees (Bunescu and
Mooney 2005). As input for this method serve dependency paths connecting two
relation arguments. The more similar these paths are, the more likely two relation
examples belong to the same category. Given the data sparseness problem, the
authors generalize over existing paths by adding information sources, such as part
of speech (PoS) categories or named entity types.
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The shortest path between relation arguments is extracted and a kernel between
two sequences (paths) x = {x1, . . . , xn} and x′ = {x′1, . . . , x′m} is computed as
follows:

kB(x, x′) =

{
0 m 6= n∏n
i=1 f(xi, x

′
i) m = n

(4.5)

In Equation 4.5, f(xi, x
′
i) is the number of features shared by xi and x′i. The

features which are used as input are the following: word (e.g., protesters), part
of speech tag (e.g., NNS), generalized part of speech tag (e.g., Noun), and entity
type (e.g., PERSON ) if applicable. In addition, a direction feature (→ or←) is
employed.

3 Evaluation

In this section, we will describe seven semantic relations used in the experimen-
tal set-up and elaborate on the results on both training and test data sets of the
SEMEVAL-2007 competition (Girju et al. 2007).

3.1 Data

For semantic type detection, we use 7 binary relations from the training set of the
SEMEVAL-2007 competition, all definitions of which share the requirement of the
syntactic closeness of the arguments. Further, they have various restrictions on the
nature of the arguments. The definitions of the relation types together with the
restrictions imposed on them are reproduced below (based on the SEMEVAL-Task
4 definitions).

CAUSE - EFFECT(X,Y) takes place if, given a sentence S, it is possible to en-
tail that X is the cause of Y . X,Y can each be a nominal denoting an occurrence
(e.g., event, state, activity), or a noun denoting an entity, as a metonymic expres-
sion of an occurrence. In case an effect is caused by a combination of events,
each such event is considered a separate cause for the effect. Indirect causation is
considered positive, e.g. CAUSE-EFFECT(earthquake, aftershock).

INSTRUMENT - AGENCY(X,Y) is true if the situation described in S entails
the fact that X is the instrument of Y (Y uses X). Further, X is an entity and Y
is an explicit actor or an implied activity (there exists an activity even if the close
context for X and Y includes no verb). The relation is true if the sentence context
implies that Y uses X , Y has used X , or X will likely use Y in the future.

PRODUCT - PRODUCER(X,Y) is true if the situation described in S entails the
fact that X is a product of Y , or Y produces X . The producer should be actively
involved in the process of bringing the product into existence and not just serve as
a raw material. The product can be any abstract or concrete object.

ORIGIN - ENTITY(X,Y) is true if the situation described in S entails that X
is the origin of Y . Y is the entity derived from the origin. The origin can be
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spatial/geographical or material but it should not be actively involved in the process
of bringing the entity into existence (e.g., “light bulb”). The entity should not be
part of the origin, e.g. “apple seed”, when the “seed” is separated from the “apple”.
In the case of material origin X , X should undergo considerable processing in
order to produce Y . A person/company can be identified as origins if they were
not involved in the production of the entity. Objects emitting radiation/heat/light
are regarded as producers of such emissions, not just origins. An entity can have
several origins, and each of them separately will count as an origin. News and
information is conveyed, rather than produced, and its source will be the origin.

THEME - TOOL(X,Y) is true if the situation described in S entails the fact
that Y (the tool) is (or was) intended (or designed or used) for some kind of ac-
tion (V -ing, where V is some verb) in which X (the theme) is the thing that is
acted upon (the object of the verb V ) or the result of the action. X (the theme)
should be an object (e.g., “wine glass”), an event (“concert hall”), a state of being
(“migraine drug”), an agent (“artist award”) or a substance (“water filtration”).
Y (the tool) should be an object (e.g., “migraine drug”), an action (e.g., “service
charge”), an agent (“military police”), or a substance (“salad oil”). Psychological
features are not allowed as tools (e.g., “death wish”). The theme and tool must be
two completely different and separate things. Plans, missions, strategies, advice,
proposals, methods, process, and similar things are not allowed as tools. Require-
ments, groundwork, foundations, preliminaries, preconditions, and similar things
are not allowed as tools for the theme either.

PART - WHOLE(X,Y), whereX is part of Y and this relation can be one of the
following five types: Place-Area, Stuff-Object, Portion-Mass, Member-Collection
and Component-Integral object.

CONTENT - CONTAINER(X,Y) takes place when a sentence S entails the fact
that X is (or was) stored (or carried) inside Y . Moreover, X is not a component of
Y and can be removed from it. The container must be clearly delineated in space
(sea or cloud are locations rather than containers). There is strong preference
against treating legal entities (people and institutions) as content. There is weak
preference against treating buildings and vehicles as containers.

Table 4.1 shows a number of training/test examples per each relation type and
a number of positive instances per relation (+(train) and +(test)) used in the official
SEMEVAL-Task 4 competition. All sentences were collected by quering the Web
with some hand-written patterns (Hearst 1992, Nakov 2008). It was assumed that
using patterns would result in the extraction of not only positive instances, but also
negative ones (near misses). We removed examples unannotated with WordNet 3.0
from the training and test data sets while conducting this experiment (column 5).
CONTENT - CONTAINER turned out to be the only relation type whose examples
are fully annotated. In contrast, PRODUCT - PRODUCER is a relation type with the
most information missing (9 examples removed).

Ideally, we would expect constraints to be of the following types:

1. Both arguments have a very specific type

2. One of the arguments is specific, whereas the other allows for a wider range
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of semantic types

The third option where both arguments are general does not seem to be ap-
propriate because in such cases it would be difficult to discriminate between dif-
ferent relation types. If we consider such relations as PRODUCT-PRODUCER or
CONTENT-CONTAINER, they seem to fall in the second category. For instance,
in a typical scenario, a producer would be a human being, while a product can be
anything (e.g., a thought, an idea, a table). Similarly, a container in the CONTENT-
CONTAINER relation is most likely of the limited type but content may vary sub-
stantially.

relation type all (train) +(train) +(test) +(test, a/w WordNet)
ORIGIN - ENTITY 140 54 81 77
PRODUCT - PRODUCER 140 85 93 84
THEME - TOOL 140 58 71 66
INSTRUMENT - AGENCY 140 71 78 74
PART - WHOLE 140 65 72 71
CONTENT - CONTAINER 140 65 74 74
CAUSE - EFFECT 140 73 80 74

Table 4.1: Distribution of the SEMEVAL examples.

We hypothesize that ORIGIN-ENTITY and THEME-TOOL are the relation types
which may require sentential information to be detected. These two relations allow
a greater variety of arguments and semantic information alone might be not suf-
ficient. Such relation types as PRODUCT-PRODUCER or INSTRUMENT-AGENCY
are likely to benefit more from the knowledge found in ontologies.

3.2 Experiments

To conduct experiments, we collected arguments of all positive examples from the
training set and clustered them. In total, there are 14 clustering solutions (2 solu-
tions per relation). An optimal number of clusters is not known in advance and for
this reason we set it to 3, 5 and 10. Further, the strength coefficient from Section 2
was used to determine pairs of clusters that cover the training data the best. On the
one hand, we may expect a pair of clusters with the strength coefficient 1 to yield
100% precision on the training data but this assumption is, however, misleading.
As we use LCS on cluster’s elements, it may lead to a very general concept in the
WordNet hierarchy and, consequently, to lower precision. On the other hand, if all
resulting pairs of clusters are used (as long as the strength coefficient is larger than
zero), we should reach 100% recall. The most desirable solution is a pair of clus-
ters that has a high strength coefficient, has a good coverage and whose clusters
describe reasonably general concepts.

Selecting the pairs of clusters that should ideally lead to the best performance
in the future can be done by by fixing the strength coefficient and by doing so,
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restricting ourselves to a subset of clustering pairs. To determine which strength
coefficient is the best for a given semantic relation, either the highest accuracy or
the F1 score can be used. The general tendency that one can observe in Figure 2,
3, and 4 is that by increasing the strength coefficient recall increases while pre-
cision drops. The X-axis in these figures has to be read as follows. The values
there indicate which subset of the entire set of cluster pairs is used. For instance,
‘0.8’ means that all cluster pairs that have the strength coefficient larger than 0.8
are employed. Note that the highest F1 is not necessarily to be found on the in-
tersection of the precision and recall curves. This happens due to the fact that
the strength value of 1.00 does not guarantee the highest precision (as explained
above). Table 4.2 shows which values of s were selected per relation and what the
performance on the training set is. The solutions with 10 clusters turned out to be
the best for all seven relations. Two semantic relations whose scores substantially
differ from the rest are THEME - TOOL and ORIGIN - ENTITY.

Relation type Precision Recall Accuracy s

ORIGIN - ENTITY 56.8 98.0 71.1 wup10, 0.71
CONTENT - CONTAINER 69.2 100 79.6 wup10, all
CAUSE - EFFECT 74.0 100 81.6 wup10, all
INSTRUMENT - AGENCY 84.6 82.1 83.6 wup10, 1.0
PRODUCT - PRODUCER 73.3 94.9 75.4 wup10, 0.29
THEME - TOOL 55.0 88.0 67.4 wup10, 0.29
PART - WHOLE 76.7 87.5 81.8 wup10, 0.5
avg. 69.9 92.9 77.2

Table 4.2: Performance on the SEMEVAL training data set, where s stands for the strength
coefficient.

The results on the test set are given in Table 4.3. Here, we can observe the same
tendency as on the training data, namely, CAUSE - EFFECT and INSTRUMENT -
AGENCY are among the relations with the highest scores, while THEME - TOOL
and ORIGIN - ENTITY belong to semantic relations that cannot be easily identified
by using the rules that we derived. It is worthwhile to recall that some constraints
are consistent with the part of the test data and not necessarily with all examples.
If syntactic context is not used, they are bound to extract false positives. Seman-
tic relations that we consider here can be roughly divided into two groups, where
CAUSE - EFFECT, CONTENT - CONTAINER, PRODUCT - PRODUCER, INSTRU-
MENT - AGENCY, PART - WHOLE form a group of relations that can be relatively
easy identified solely on the semantic types of the arguments, whereas ORIGIN -
ENTITY and THEME - TOOL cannot. Some constraints found by our method are
listed in Table 4.4.
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Relation type Precision Recall Accuracy
ORIGIN - ENTITY 51.2 61.8 57.1
CONTENT - CONTAINER 70.3 68.4 68.9
CAUSE - EFFECT 68.4 72.2 70.3
INSTRUMENT - AGENCY 77.8 56.8 70.3
PRODUCT - PRODUCER 73.3 80.0 67.9
THEME - TOOL 30.7 33.3 48.5
PART - WHOLE 58.3 53.8 69.0
avg. 61.4 60.9 64.6

Table 4.3: Performance on the SEMEVAL test data set.

Relation (Gx,Gy)
INSTRUMENT - AGENCY (unit#6, person#1)

(unit#6, medical_man#1)
CAUSE - EFFECT (event#1, human_action#1)

(knowledge#1, human_action#1)
(event#1, state#2)
(phenomenon#1, physical_process#1)

PRODUCT - PRODUCER (object#1, person#1)
(object#1, group#1)
(matter#3, physical_entity#1)
(communication#2, person#1)

ORIGIN - ENTITY (group#1, object#1)
(object#1, object#1)
(object#1, person#1)

THEME - TOOL (abstract_entity#1, event#1)
(knowledge#1, abstract_entity#1)
(event#1, communication#2)

PART - WHOLE (person#1, group#1)
(body_part#1, thing#12)
(substance#1, matter#3)
(person#1, person#1)

Table 4.4: Some constraints per relation type.

Combining semantic and syntactic evidence

In the previous section, we have shown that if accurately generated, semantic types
should provide high precision. In the previous work, we have also noticed that
the shortest path introduced by Bunescu and Mooney (2005) usually boosts re-
call (Katrenko et al. 2010). If we put two pieces of evidence together, we might
expect better performance.

Clearly, there are several relations that are likely to benefit from use of se-
mantic types, e.g., CAUSE - EFFECT, INSTRUMENT - AGENCY and PRODUCT -
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PRODUCER. For these relations, recall is high (Table 4.5) and this means that ac-
curate constraints would hopefully increase precision without significant decrease
in recall. For other relation types, one might attain better performance but this
should mostly affect results only slightly because recall by shortest path method is
already low.

Relation type Precision Recall Accuracy
ORIGIN - ENTITY 40.0 16.7 51.9
CONTENT - CONTAINER 50.0 23.7 48.6
CAUSE - EFFECT 54.7 100.0 57.5
INSTRUMENT - AGENCY 53.9 92.1 57.7
PRODUCT - PRODUCER 69.9 93.6 68.8
THEME - TOOL 56.3 31.0 62.0
PART - WHOLE 42.9 23.1 61.1
avg. 52.5 54.3 58.2

Table 4.5: Shortest path kernel’s results per relation type.

Relation type Precision Recall Accuracy
ORIGIN - ENTITY 57.1 11.1 56.8
CONTENT - CONTAINER 70.0 18.4 54.1
CAUSE - EFFECT 72.1 75.6 72.5
INSTRUMENT - AGENCY 80.0 41.7 70.5
PRODUCT - PRODUCER 77.4 77.4 69.9
THEME - TOOL 50.0 10.3 64.8
PART - WHOLE 60.0 11.5 65.3
avg. 66.7 35.1 64.8

Table 4.6: Results on the SEMEVAL test data set achieved by combining syntactic and
semantic evidence.

We use the Stanford parser 1 to analyze data, and combined syntactic and se-
mantic evidence as discussed in Section 2. If semantic types cannot be applied to
the test data (because of the lack of annotations with WordNet synsets), predictions
by shortest path kernel are used. The results of such combination are presented in
Table 4.6. As expected, combination of the pieces of evidence boosts performance
for CAUSATION, PRODUCT-PRODUCER and INSTRUMENT-AGENCY but also has
a positive influence on other relations in terms of accuracy.

4 Discussion

Using clustering in the method we have proposed requires making some additional
decisions, e.g., how many resulting clusters should be considered. To estimate the
number of clusters, we use either precision or accuracy on the training data set. Our
approach also depends on positive examples in the training set and on the semantic

1http://nlp.stanford.edu/software/lex-parser.shtml

http://nlp.stanford.edu/software/lex-parser.shtml
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hierarchy we use. If some parts of the hierarchy are more flat, the resulting patterns
may be too general.

Our method has some similarities with the methods by Moldovan et al. (2004)
proposed in the past. For instance, we also employ the idea of restricting the
WordNet hierarchy, but it is done in the different way and for a different purpose.
We do not contrast one semantic relation against the other but rather look for the
semantic types of the argument per semantic relation.

Recall also the work by Chaffin and Herrmann (2001) who studied different
similarity effects on semantic relations. In contrast to their proposal, we do not
rely on similarity between two argument fillers but rather detect similarity on the
paradigmatic level. Item similarity (or in our case similarity between two argu-
ments of the same relation) is undoubtedly important for SYNONYMY but we be-
lieve that it is nearly useless if other semantic relations are considered.

Semantic constraints and the SEMEVAL guidelines Constraints yielded by our
method largely correspond to the relation description given in the guidelines of the
SEMEVAL competition. For instance, for CONTENT-CONTAINER containers are
often deliniated in space as required by the guidelines. Similarly to what was stated
in the SEMEVAL guidelines, we obtained generalizations for several subtypes of
MERONYMY. The most successful generalizations were of the type MEMBER-
COLLECTION (e.g. <person#1, group#1> in Table 4.4). Most pairs that were
judged as good candidates for INSTRUMENT-AGENCY and PRODUCT-PRODUCER
relations correspond to the definitions of these relations as well. In particular, the
constraints detected for INSTRUMENT-AGENCY have an actor as a type for Agency
and an entity for Instrument. In line with the definition of PRODUCT-PRODUCER,
products can be either abstract or concrete entities (e.g., <object#1, person#1>).
Most generalizations consist of products as concrete entities, there are however
examples of abstract entities for the products as well (e.g., <communication#2,
person#1>). CAUSATION is one of the relations where almost any type is allowed
for its arguments and it can be seen in a variety of generalizations that were de-
tected. The definitions of the ORIGIN-ENTITY and the THEME-TOOL relations
do not list the types of arguments that are allowed for this relation but rather their
counterexamples (i.e. plans and strategies are not allowed as tools).

Differences among semantic relations It is tempting to conclude that ORIGIN -
ENTITY and THEME - TOOL are relations where semantic constraints do not play
such a significant role. Indeed, even on the training set, these semantic relations
could not be validated with precision that would be comparable to the other rela-
tions. Since our method, which exploits only WordNet information, does not seem
to be very useful, a question becomes whether context would help more. The best
performing system in category “C4” (no WordNet, but queries are used) designed
by Nakov (2007) yields much lower scores for these two relations and for PART -
WHOLE, which is in line with our results. One explanation for why THEME-TOOL
seems to be so different from other relations would be in the way it is defined. Ac-
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cording to its definition, two arguments are related to each other via “some kind
of action” (Section 3.1). In our view, this relation may be treated as ternary rather
than binary.

If used alone, constraints generated by both methods may provide accuracy
similar or higher to the existing solutions based on syntactic information such as
the shortest dependency kernel. Given performance on the test data set, our method
provides rather coarse generalizations which results in a relatively high recall.

5 Conclusions and Future Work

We have presented a method to derive constraints for semantic relations and stud-
ied it on seven relations. As can be seen from the experimental results, some
relations can be described by such constraints in a relatively precise manner (e.g.,
INSTRUMENT-AGENCY, PRODUCT-PRODUCER, CONTENT-CONTAINER), while
others cannot (e.g., ORIGIN-ENTITY, THEME-TOOL).

There are several directions which might be explored on this topic in the future.
One of them includes finding constraints based on probabilistic clustering. In par-
ticular, we may use distributional clustering of arguments given information from
large data sets. This would enable finding constraints in the cases when data is not
annotated with the WordNet synsets. Yet another direction would be incorporating
relational similarity.
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Figure 2: Clustering solutions on CAUSE - EFFECT, INSTRUMENT - AGENCY, and PROD-
UCT - PRODUCER.
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Figure 3: Clustering solutions on ORIGIN - ENTITY, THEME - TOOL, and PART - WHOLE.
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Figure 4: Clustering solutions on CONTENT - CONTAINER.
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