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Abstract

The Scandinavian languages are so alike that their speafterscommunicate, each using
their own language, which Haugen (1966) dublseiicOMMUNICATION. The success
of semi-communication depends on the languages involvedi, moreover, can be asym-
metric: for example, Swedish is more easily understandabla Dane, than Danish for a
Swede. It has been argued that non-linguistic factors cexpdain intelligibility, includ-
ing its asymmetry. Gooskens (2006), however, found a higtetadion between linguistic
distance and intelligibility. This suggests that we needeek linguistic factors that influ-
ence intelligibility, and that potentially asymmetric facs would be particularly interest-
ing. Gooskens'’ distance techniques cannot capture asymriiée present paper attempts
to develop a model of the success of semi-communicatiordo@seonditional entropy, in
particular using the conditional entropy of the phonemepiragin corresponding (cognate)
words. Semantically corresponding words were taken freguency lists and aligned, and
the conditional entropy of the phoneme mapping in alignettvpairs was calculated. This
gives us information about the difficulty of predicting a plemne in a native language given
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a corresponding phoneme in the foreign language. We alsniegahe conditional entropy
of selected word classes, such as native/loan and functiot@nt words.

4.1 Introduction

The three mainland Scandinavian languages (Danish, Noawend Swedish)
constitute an interesting linguistic community with resip® mutual intelligibil-
ity. They are so closely related that they are sometimesideresl dialects of
a common, non-existent, language (Maurud 1976, Braulem2002). This lin-
guistic situation enables citizens in Scandinavia to usé tiative tongues when
communicating with their neighbors. Haugen (1966) coiredtermseMICOM-
MUNICATION for this phenomenon, for which Brauritter (2002) suggests rather
RECEPTIVE MULTILINGUALISM.

4.1.1 Background

It has been noted that semicommunication may be difficull, sgveral studies,
the most prominent being Maurud (1976), Bg (1978), and bBelsind Lundin
Akesson (2005), were carried out in order to investigate hwel speakers of the
three languages understand the neighboring languages.aM@ated the mean
percentage of correct answers in the intelligibility testthese three investiga-
tions, and display these per language pair in Figure 4.1.131gest problems are
found in the mutual intelligibility between Swedes and DanBwedes especially
have difficulties understanding Danish (a mean of 27% cbamswers as opposed
to 37% correct when Danes attempt to understand Swedishjvedgians under-
stand the neighboring languages best, while Danes and Svbedle have more
difficulties understanding Norwegian.

Intelligibility is asymmetric in all of the language pains Fig. 4.1, and intel-
ligibility scores are often explained by appeals to atétahd amount of contact.
A positive attitude should encourage subjects to try to tstdad the language
in question, whereas a negative attitude will discouradgests from making an
effort. Contact with the language in its written or spokenrids also likely to
improve the performance on the test. The good performandaebiNorwegians
may be explained by the fact that the language variety of ifterlers (eastern
Norwegians) is linguistically close to both Danish and SisledFurthermore, it
has been proposed that Norwegians are particularly gooadatratanding closely
related language varieites because the Norwegian di@ezissed so extensively.
In contrast to many European countries dialects are usecebplg of all ages
and social backgrounds in Norway, not only in the private dionbut also in of-
ficial contexts (Omdal 1995). For this reason Norwegiansuaed to decoding
different language varieties. The influence of this factorsemicommunication
has, however, never been tested experimentally. The thvaed$avian studies
mentioned above included questions about attitude towamdscontact with the
test language. The authors assume a relationship betweerothlinguistic fac-
tors (attitude and experience) and the intelligibility sy but correlations are low
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and the direct relationship is difficult to prove. A third fag linguistic structure,
has been largely neglected so far, mostly due to the absérceuitable method
to measure differences in linguistic structure. In recesarg, new methods have
been developed for measuring linguistic differences indiea of dialectometry.
This makes it possible to measure communicatively relelaguistic differences
among the spoken Scandinavian languages. Linguisticrdiftees can be mea-
sured at various linguistic levels, but we shall be conagmeclusively with the
phonetic level in this paper.
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Da by Mo
Mo by Da
S by Mo
Mo by S
Sw iy Da
Da by S

Figure 4.1: Mean percentage correct answers of three spotadlgibility tests (Maurud
1976, Bg 1978, Delsing &kesson 2005). ‘Da by No’ stands for ‘Percentage correct in
Danish test by Norwegians’, etc.

Heeringa (2004, Chap. 7-8) describes a method for meastirenghonetic
distance between dialects and closely related languagesebys of the Leven-
shtein algorithm. This algorithm calculates the minimurateaf transforming one
sequence of phonemes to another. Gooskens (2006) usediibiegsee measure-
ments, and found a high correlation between intelligipidinhd phonetic similarity
measured by means of Levenshtein distanees (0.82, p < 0.01). However,
since the Levenshtein algorithm calculates distancegwdrie axiomatically sym-
metric, it cannot provide an account of asymmetric relaioninguistic intelligi-
bility.

4.1.2 Present Paper

The present paper explores the linguistic differences gntloe Scandinavian lan-
guages by means of another measure, conditional entropghwie apply at the
phonemic level. Conditional entropy measures the comyi@tia mapping, and
is sensitive to the frequency and regularity of sound cpoadences between two
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languages. Since these two factors could be important tedke with which a
word in one language is understood by speakers of a relaigddage, we hypothe-
size that conditional entropy corresponds with intellilifip scores. We are moti-
vated to explore conditional entropy because it can mog@hasetric remoteness.
The conditional entropy between language A and languagerdtimecessarily
the same as between language B and language A. If the asyimmtHigibility
scores reported above (see Figure 4.1) reflect the diffiafligapping one sound
system to another, we may expect conditional entropies ¢cadipnalize this dif-
ficulty, so that high entropies correspond with low intebitity between a given
pair of Scandinavian languages, and low entropies with mtgiligibility. The
primary purpose of this paper is to test this hypothesis.

We based our measurements on a database with frequent wotiaks ihree
languages. This database was divided into different catgyarhich made it pos-
sible to test three hypotheses. First, we expected nativdsio produce a higher
conditional entropy between pairs of languages than loamlsysince they have
evolved in the respective languages for a long time. Loardw/entering a lan-
guage are expected to differ less because they have beeawkdrin a similar
form and have not had the time to diverge as much.

Second, we expected lower entropies for Latin/Greek/Hrdéo@n words than
for German loan words because the time of borrowing diffstest German loan
words came into Scandinavian in the twelfth and thirteemthtary, during the
Hanseatic period. French loan words became popular in tteesith century
(Edlund and Hene 1992). Words imported into the Scandinaeiaguages were
often adapted in some way during the process. Assume thabanrawed word,
sound A becomes sound B in Swedish, sound C in Danish and $oumdNor-
way. The way that the Scandinavian languages transformsalisd to fit their own
language is to a certain degree a regular process, mearmhthéhpairwise rela-
tions (between B and C, etc.) are rule governed. Howevesesime German loan
words have been part of the Scandinavian languages for aidimge, they have
had more time to change, which means that the regularitigshaze attenuated.
The fact that French, Latin and Greek are less closely etkat¢he Scandinavian
languages than German might also mean that the words hamddssewell inte-
grated into the Scandinavian languages than German wonfsthis reason the
Latin/Greek/French words may to a greater extent have kegtaoriginal pronun-
ciation. This might cause lower conditional entropies fatib/Greek/French loan
words than for German loan words.

Third, we make a distinction between function words andeoitvords. Many
function words are very frequent, and since they are leenéiasto the semantic
content of sentences, they often occur in unstressed @asitior this reason their
form may have been more strongly reduced than that of comenats. In addition,
very frequent words are also said to be phonologically camagige, i.e. they resist
regular changes. Both observations lead us to expect comalitentropies to be
higher for function words than for general vocabulary, simcboth case they may
represent exceptions to rules.

To summarize, our specific research questions are as follows
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1. Do high conditional entropies correspond to low intélflitty scores as
found in the literature andice versgsee Figure 4.1)?

2. Can asymmetric mutual intelligibility be modeled by citiwhal entropies?

3. Is there a difference in conditional entropies betwediv@avords and loan
words?

4. Is there a difference in conditional entropies betweetini@reek/French
loan words and German loan words?

5. Is there a difference in conditional entropies betweemertt words and
function words?

4.2  Conditional entropy

Conditional entropy (CE) measures the entropy, or unagxtan a random vari-
able when another is known. In the case we have in mind, aridotéor hears
a phoneme in a non-native language and attempts to map it horzeme in his
own. The conditioning variable is the phoneme heard in thremative language,
and the conditioned variable is the phoneme to be identified.

Conditional entropy is calculated with the following fortau

(4.1) HX|Y)=- > p(x,y)log,p(zly)
zeX,yeyY

As the formula clarifies, CE is always calculated on the babihe conditional
probability of one variable given another.

H(X]Y) is the uncertainty ifX' given knowledge oY, i.e. how much entropy
remains inX if the value of the variabld@” is known. We use CE to measure
the uncertainty, and therefore difficulty of predicting atum the native language
given a corresponding unit in the non-native language.

We note that CE is asymmetric, i.e. it does not hold in gerteedlH (X |Y') =
H(Y|X). This means that it will not run into the same conceptualdliffies as
the distances used by Gooskens (2006).

4.2.1 Plausibility

As a simplest illustration of how conditional entropy canused for linguistic
units, consider the following. Written Danish words havéyamne vowel in their
grammatical endings, the letterwhile Swedish uses a ando. This means that a
Swedish speaker that encounters the Danish lettais three options when trying
to find the equivalent Swedish phoneme. Idealizing now tosiheation where
this were the only use of the sounds in question, we can sea anish speaker,
upon encountering Swedigha or o, can know that the proper correspondence is
e. The entropy is therefore higher for Swedish given Danisthis example, and
the relationship is asymmetric.
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Table 4.1: Corpus of Two Phonetically Transcribed Word$air

Danish | Swedish
jai jarg
lag? log#

4.2.2 Example: CE for 2 Danish-Swedish Word Pairs

If the imaginary example of the perfect three-way split in thapping serves to
motivate the idea of using the complexity of the mapping adehfor intelligi-
bility, it suffers from being too simple and from not takingfuency into account.
Itis too simple in that it is seldom, if ever, the case that soend is mapping into
three (orn # 0) others, each of which participates in no other mapping. ted
measure of complexity intuitively ought to involve frequgr—we can also under-
stand more easily if we have a reasonable “guess” about thespmndence, and
that guess may be well informed by frequency.

We shore up this intuition using a slightly larger examplghwound segments
from two aligned word pairs to calculate the aggregate d@ail entropy.

Table 4.1 shows a made-up corpus containing two word paits aviotal of
13 occurrences of sound segments. The sound segmentsgaredalimimicking
the way a non-native interlocutor might attempt to map aifprevord to one in
his own language: /j/ with /j/,al with /a:/, /il with /g/ and so forth. In the last
word pair, Danish glottal stop is aligned with a filler symb®he frequencies are
used to estimate the probabilities needed to calculateitbomal entropy (4.1),
including P(d), the chance of segmedioccurring in DanishP(s), the chance of
s in Swedish;P(d|s), the chance of in alignment, givers; P(s|d), the converse;
andP(d, s), the chance of ands occurring jointly (in alignment)P(d, s) is used
to weight the importance of the conditional probabilitie&l|s) and P(s|d) in the
CE formula (4.1).

We illustrate how the conditional entropies would be cated on the basis of
a corpus using the data of Table 4.1 by keeping track of tigmdents, including
the partial alignments. We thus first align all of the dataaoting the alignments
shown in Table 4.2, which we now discuss.

In the second cell alignment in Table 4.2, Swedisti is matched with
Danish &/. Swedish d:/ occurs only once, so tha®(ap|a:g) is thereforel.
Since—1log1 = 0, this contributes nothing to entropy. In the other direatio
P(a:s|lap) = 0.5: Danish &/ corresponds to Swedish:/ in the second word pair
and to Swedisho/ in the second word pair (cell 5). This type of correspon@enc
is the cause of asymmetry in the phoneme mapping completkisyuncertainty
is higher for Swedish speakers because they have more segneksts to choose
from than Danish speakers.

All the Swedish segments map uniquely to Danish countesgarthatvs €
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Table 4.2: Seven lllustrative Segment Alignments and Gpaading Frequencies. From
aligned data (as shown), we extract the relative frequenzi¢he correspondences. The
1:1 frequencies indicate perfect correspondences, threrebnditional probabilities of,
which correspond to zero contributions to entropyl¢g, 1 = 0). Note that all of the
relative frequencies marked with ‘S’ are perfect (1:1), Isat 7 (Danist{Swedish = 0,
reflecting the perfect predictability of the SwedishDanish mapping. ‘D(1:2)’ in the top
row center (cell 2) indicates e.g. that, Danishis realized in the way indicated in the cell
(az) once out of a total of two occurrences (the other is in thédmotrow, second position,
cell 5). The boldfaced asymmetric alignment frequencieséils 2 and 5) contribute to the
entropy differenceH (D|S) = 0.0 < H(S|D) = 0.28 (in this example set).

Language 1 2 3
D— j a i
S— i a g
S(1:1), D(1:1)| S(1:1),D(1:2) | S(1:1), D(1:1)
4 5 6
D— I a | ?
S— I ) | #
S(1:1), D(1:1)| S(1:1),D(1:2) | S(1:1), D(1:1)| S(1:1), D(1:1)

Sp(d|s) = 1,—1log, p(d|s) = 0, and the total entropy is zero, corresponding to
the perfectly certain mapping. Similarly, five Danish segteemap uniquely to
Swedish segments, likewise contributing zero to entropyt d@e Danish seg-
ment &/ is mapping50% of the time to Swedisha// and 50% of the time to
Swedishd/. We therefore estimate thafa:|a) = p(o]a) = 0.5, and therefore that
—log, p(a:]a) = —log, p(ola) = 1, and we usg(a:,a) = p(o,a) = 1/7 ~ 0.14 to
weight these contributions to entropy, obtainfi¢gSwedishDanish = 2x0.14 =
0.28.

Based on the mini-corpus in Table 4F2(S|D) > H(D|S) because of the
larger number of less certain mappings (in this case thenskaod fifth elements
of the alignments, just discussed). We hypothesize theiighrue in general, and
that it contributes to the lesser intelligibility of Danifdr Swedes.

We turned out to need about 800 words to obtain stable estinsatf phoneme
mapping entropies, but smaller samples consistently gawd gstimations of the
relative difference betweeH (Lg, |Lg,) andH(Lg,|Lg,). See Fig. 4.2.

4.3 Material

In order to conduct the entropy measurements, a databasairiog word lists
from the three Scandinavian languages was constructed ddtadase also con-
tained the same lists in Dutch, Low German, High German aigialfrsince we
plan to extent our research to these languages as well. Tabat® contains the
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Entropy increase in relation to word list size

35
' ' Entropy for banlsh given Swedish !
Entropy for Swedish given Danish ~ +
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Figure 4.2: Entropy in relation to word list size

most frequent words from two corpora, Corpus Gesproken Neaai#s, CGN, and
Europart.

CGN is a Dutch corpus of contemporary Dutch as spoken bysatuflanders
and the Netherlands that was collected between 1998 and 2004 part of the
CGN contains a total of 2,626,172 tokens. From this corpusxtracted the 1,500
most frequent words from the category that contained in&bispeech (the Face-
To-Face dialogues).

Europarl is a speech corpus that consists of extracts froetings held within
the European Parliament. They are characterized by monesogy different
speakers, including the chairman of the meeting. Europmattanslated into
eleven European languages. Our motivation for choosingttae the Dutch and
Swedish version was twofold: firstly, these two languagesagent the two Ger-
manic branches of the language tree, West Germanic and Serthanic, that the
database was intended to reflect. Secondly, the two langwegye part-of-speech
tagged, in contrast to for example Danish. We selected th@0lmost frequent
Dutch words from the Europarl, from a total of 889,836 tokeamsl the 1500 most
frequent Swedish words, from a total of 1,032,144 words.tNex Dutch and the
Swedish lists were matched to find the 1,500 most frequerdsihiat are common
in the two lists.

The CGN list and the Europarl list were joined, and doubletsearemoved.
The database was later supplemented with function wordsatet! from grammar
books. The goal was to make the collection of function worsls@nprehensive

Ihttp://lands.let.kun.nl/cgn/home.htm and http://www.statmt.org/
europarl , both accessed Dec 14, 2006.
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as possible. Proper nouns and interjections were removed.

We based the word lists on formal as well as informal speedndar to check
for differences regarding the number of loan words for tHesecategories. Re-
call that we expect words of common Northern Germanic origihave been in
the individual languages longest, followed by the wordsdweed from German,
followed by late borrowings from Latin, Greek and French.c&lk too, that the
oldest words have the most time to undergo language-spebiiicges, meaning
that they will be less parallel, and contribute thereforerento conditional en-
tropies. In order to be able to investigate this hypothesishad to ensure that a
sufficient number of native words and loan words from différanguages were
present in our word lists. Europarl contains many words ftbendomains of pol-
itics and economy. These words are often borrowed from Frdratin or Greek
(Gooskens et al. submitted, 2007). CGN'’s informal speedoliected from ev-
eryday speech situations where we expect more native words.

The material was translated so that we got word lists of theesaords in the
seven Germanic languages. All words were transcribed ditgpto standardized
speech as in pronunciation dictionaries, but we made natetioverify that the
standard pronunciation was in fact used in the utterancesalgd looked up all
the words in etymological dictionaries in order to estdbfiwsm which language
the loan words have been borrowed. The final version of theddat contains the
following information per word and language:

e The corpus from which the word was collected

e \Word class

e Function word/content word

e The origin of the word (loan word or native word)

o If the word is a loan word, the language from which the word basn
borrowed

e The lexical representation of the word
e The phonetic representation of the word

e Cognate/non-cognatéf a word from one language is a cognate with a word
from another language, these words are effectively coiediex this feature
in the database)

On the basis of this information we divided the database @ntoumber of
categories, facilitating the calculation of conditionaitrepies for given sub-
vocabularies of language pairs. These categories, anddizes in each of the
three languages, are shown in Figure 4.3. The grammatigaiat into function

2The termCOGNATE is usually reserved for (native) words from different laages that have de-
scended from a common ancestor. We use an extended sensetefiriinto include as well words in
different languages that have a common source via borrowing
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words/content words was only done for the native words satw®st all function
words are found in that category.

all words
/s 2192
D/N 2177
NS 2217

.

cognates
/5 1890
D¥N 2087
MN/S 1838

——

loarn words
/s 872

native words
b/s 1018

D/N 1165
NS 1043

DN 922
NS 845

German
D/S 359

French/Latm/Greek
0/5 440
/N 450
MN/S 435

D/S 876 DfS 142
D/N 1010 D/N 155
N/S 906 NS 137

D/ 414

content words funct\orw words
N/S 347

Figure 4.3: Number of Word Pairs for each of the 8 Categories.

4.4 Results

In this section we present the conditional entropies fohezdthe language pairs
measured in both directions and compare them to the mealtsreintelligibil-
ity tests presented in Figure 4.1. We look at entropies basetthe entire word
lists as well as subgroups containing different sub-volzales (see Section 4.3).
To repeat, a low conditional entropy vald&(NativelForeign means that map-
ping from the foreign language to a given native languagelatively simple:
correspondences are regular and frequent. Therefore adoditonal entropy is
hypothesized to correspond to high intelligibility. On tbier hand, a high en-
tropy value means a high level of uncertainty for the listesnad a low level of
intelligibility.

4.4.1 Danish/Swedish

Since the results of intelligibility tests show that Daneslerstand Swedes better
than vice versa (see Figure 4.1), we expHED|S) < H(S|D), i.e. itis less
complex to map from Swedish to Danish than it is to map fromiEato Swedish.
Figure 4.4 shows the entropy per category and the divergemicesymmetry.
The X axis shows the entropy for Danish given Swedish, i.e.difficulty for a
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Swede to predict the Swedish equivalent of a given Danishédsegment. The
Y axis shows the entropy for Swedish given Danish. The diagmpresents the
completely symmetric situation, where the entropy is theesan both directions.
Symbols above the line are categories which have a highespnior Swedish
given Danish (more difficult for a Swede) while symbols untler line have a
higher entropy for Danish given Swedish (more difficult fddane).

Danish-Swedish entropy measures
3 T T

fx

25

E(SID)

15

Symmetry line

All words

Cognates

Cognates, native words

Cognates, loan words

Cognates, German loan words

Cognates, Latin/Greek/French loan words
Cognates, native words, function words
Cognates,‘ native words, contept words

. .
05 1 15 2 25 3
E(DIS)

>OOMIIKX+

0.5

Figure 4.4: Conditional Entropy between Swedish and Damisting Asymmetry.

The first conclusion one can draw from these results is thaetheally is a
difference in entropy between Swedish and Danish deperatindhe direction.
For all categories of words, except for Latin/Greek/Freosfnates, the entropies
are higher for Swedes listening to Danes than the other waydtoThis is what
we would expect from the intelligibility tests (Figure 4.1)

As expected, the category consisting of all words has thiedsigentropy. This
can be explained by the fact that this category is the big@est Fig. 4.2), and
that it contains cognates as well as non-cognates that fweregalar sound corre-
spondences. But the group containing only cognates alsbighsntropy. This
could be expected because it contains words of differegirgrnative as well as
loan words, with different sound correspondences. Howewleen comparing na-
tive cognates to cognate loan words, we see that the nativédsviave a higher
entropy. These words have had more time to diverge than #mevords and this
results in less regular sound correspondences. We seedtegiocy containing
Latin/Greek/French loan words indeed have lower entrapias the German loan
words. This confirms our expectation (see Section 4.1) tletbrrespondences
for these words are more regular due to their later time afdvang and low level
of integration into the languages. Assuming that the wous tnore or less the
same appearance in Danish and Swedish at the time of theabograthey have
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had little time to diverge along with the respective proriation schemas in these
countries, which in turn means more regular correspondandéower entropy.
Contrary to our expectations, the function words have loamropies than
content words. It is possible that this can be explained byfdht that this group
consists of so few words in comparison with the other grosps Fig. 4.2).

4.4.2 Norwegian/Swedish

Figure 4.5 shows the entropy and asymmetry for the Norwégiaedish language
pair. From the results in Figure 4.1 we expect lower ovenalfapies than for
Swedish/Danish and we also expect the entropies to be High®wedish listeners
than for Norwegian listeners. Both expectations are fatillThe Swedish/Danish
entropies for the entire sample ranged between 1.94 (nom&gc borrowings)
to 2.87 (overall) bits while the corresponding SwedishiMegian entropies are
lower, between 0.87 (non-Germanic borrowings) and 2.28r@dl). In each cate-
gory of word tested, we found higher entropies and therefowee complex map-
pings in the Swedish/Danish case than in Swedish/Norwegimning to the
second expectation, it also turns out that the Swedish tavBigian mapping is
simpler than the reverse, not only overall, but also in aficedegories of words
we examined (with the single exception of the category of-G@nmanic loan
words, where the Norwegian to Swedish mapping was slightipker (0.05 bits)).
Among Scandinavian cognates, German borrowings, funetiomls and content
words we find lower entropies for the Swedish to Norwegian pirap

Norwegian—-Swedish entropy measures
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Figure 4.5: Conditional Entropy between Norwegian and Ssted
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4.4.3 Danish/Norwegian

Figure 4.6 shows the entropy and asymmetry for the Danisfwbigian language
pair. The overall entropies are higher than for Swedishif€abut lower than
for Swedish/Norwegian. This corresponds with the resultthe intelligibility
experiments in Figure 4.1. The range between the differatgigories is not very
large (values between 1.90 and 2.46). This can probably plaieed by the fact
that Danish and Norwegian have a long common history anddbeNorwegian
variety which represents standard Norwegian in the photratiiscriptions has had
particularly strong influence from Danish until a hundre@rgeago. This means
that the languages were still one language when the loansweede introduced
into the languages. This goes for Latin/Greek/French akageor German loan
words and therefore the entropies of these two categoreslarost the same.
Also the entropies of the cognate native words and the loadsare rather close.
Almost all categories are close to the symmetry line. Thesrseto suggest that
the asymmetric mutual intelligibility found in Figure 4.arronly to a small extent
be explained by differences in entropy. We will return testim Section 4.5.

Danish—-Norwegian entropy measures
3 T T
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Cognates, native words, function words
Cognates,‘ native words, contept words

. .
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>OOMIIKX+
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Figure 4.6: Conditional Entropy between Danish and Noraegi

4.5 Conclusions and discussion

The purpose of the present investigation was to exploreitondl entropy as a
linguistic measure for modeling the mutual intelligibjlibetween closely related
languages. Such a measure should also be able to model agyerimelligibility

between for example Swedish and Danish. In Figure 4.7 weeptesscatterplot
which shows the relation between scores on intelligibiists as found in the lit-
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erature about semicommunication in Scandinavia (see &) and conditional
entropies based on all words, cognates and non-cognatele¢tiand on cognates
only (triangular shapes). This figure clearly suggests toatitional entropies
correspond well with the results of intelligibility testBhe relationship is clearest
when all words are included. When the listeners were testald intelligibil-
ity tests they were also confronted with all words. The meaments based on
cognates express pure phonetic measures of difference.thierelationship with
intelligibility scores is less clear, especially due to fhet that the two Norwegian-
Danish intelligibility measures are higher than could beested from the phonetic
distances (Fig. 4.7). This might be explained by the smatilmer of non-cognates
between Danish and Norwegian (recall Figure 4.3).

category

80+
. all words
Sw by Mo Sw by No A cognates only
L
70+
DOa hy Mo
L
60 Da by Mo
No by Sw
g Fa% ® MNobyDa
=2 MobySw A @
D 50 Mo by Da
o
=
£

B
=}
1

SwhyDa  SwhyDa
L ]
304 Da by Sw
L ]
Da by Sw

20

T T T T T T
175 20 225 25 275 30

conditional entropy

Figure 4.7: Entropy in Relation to Intelligibility

An important motivation for using conditional entropy as easure of remote-
ness was that this measure is able to model asymmetriagitdity. Asymmetric
intelligibility is found between all Scandinavian langeagairs (see Figure 4.1).
This asymmetry was clearly reflected in the conditional apies of Swedish-
Danish (see Figure 4.4) and Swedish-Norwegian (Figure Bui)only to a small
degree for Danish-Norwegian (Fig. 4.6). As mentioned irti8acet.1, the fact that
Norwegians are better at understanding the neighborirguiges than Danes and
Swedes is mostly explained by the special Norwegian langs#gation that trains
the Norwegians to understand different language varielias asymmetric intel-
ligibility is larger for Swedish-Norwegian than for Danidtorwegian. So maybe
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for Swedish-Norwegian, the asymmetry is caused by a coribmaf language
experience and linguistic factors while for Danish-Norveeglinguistic factors
play only a minor role.

For all language pairs we found lower entropies for loan wdhén for native
words. We explained this by the fact that loan words have éssitime to diverge
than native words which has resulted in more regular sounggeondences in
the loan words. This explanation is supported by the fad¢t@sman loan words
have higher entropies than the more recently borrowed I@té&ek/French loan
words. The fact that loan words have lower entropies thaiwenatords seem to
suggest that a large number of loan words may benefit thdigilbdity between
the Scandinavian languages. This is an interesting prasplee worry of linguis-
tic deterioration as a consequence of too many loan wordhtrig toned down
if it turns out that loan words favor mutual intelligibilityThe idea of having a
common Scandinavian policy for acceptance of loan word&lcso find support
in this result.

In future research we will refine the entropy model in sevesas. More so-
phisticated measures will be developed that are able tcesgphe fact that for
example consonants are more important for decoding cogtlaée vowels and
that not all phonotactic positions are of equal importarweuhderstanding. The
onset is clearly the most important position at least withinGermanic language
family. We will also experiment with measurements basedigrains or trigrams.
Mutual intelligibility in Scandinavia is well documented ¢hat the Scandinavian
languages formed a good point of departure for our measunen@ur corpus
contains more Germanic languages and we will apply our nmeasent to these
languages as well. On this note, we have recently begun abowhtion with col-
leagues in Nijmegen and Leuven on comprehensibility amamigus Dutch vari-
eties in the Netherlands and Flanders. Furthermore, wecaliéct material from
other languages pairs which are known to have asymmetriaahintelligibility,
for example Spanish-Portuguese. At present we conclugetioal there seems to
be a relationship between entropy and the intelligibiligperiments reported in
the literature. To be more certain we need to conduct igibllity experiments
testing the hypotheses under controlled circumstances.
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