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Preventive strategies against osteoporotic fracture depend, in
part, on the availability of simple risk prediction tools
wher eby phar macological therapy may be targeted to those
at greatest risk. The objective of this study was to evaluate
the performance of a series of risk factors routinely listed in
primary care records for the prediction of future fracture.
Information was obtained from the UK General Practice
Research Database, which contains the general practitioner
medical records of around 6% of the UK population. We
performed a case-control study of all 231,778 adult patients
with a recorded fracture between 1988 and 1999 and an
equal number of controls, individually matched by age, gen-
der, and medical practice to the cases. In addition to a
previous history of fracture, 11 items were identified that
independently predicted fracture risk (history of anemia,
dementia, cerebrovascular disease, and chronic obstructive
pulmonary disease; recent use of oral corticosteroids, anti-
convulsants, nongteroidal anti-inflammatory drugs [NSAIDg],
antiarrythmics, hypnoticganxiolytics, antidepressants, and
anti-Parkinson drugs). Three or more of these medical risk
factors increased the risk of a vertebral fracture 8.1 times
(95% confidenceinterval [Cl] 7.0-9.4) and of hip fracture by
4.6 times (95% Cl 4.3-5.0), when compared with subjects
without these attributes. The optimum screening character-
istics of the risk factors for prediction of vertebral fracture
revealed a sensitivity 66%, and specificity 89%. These values
were 61% and 68%, respectively, for hip fracture. The
positive predictive value (PPV) for fracture over a 5 year
period improved with the addition of age and previous
fracture history to the number of medical risk factors. PPV
rosefrom 8.4% for women aged 65 yearswithout risk factors
or fracture history, compared with 26.8% if women had
sustained a previous fracture and had three or more risk
factors recorded. The data suggest that routinely recorded
medical risk factors permit identification of groups of pa-
tients with a substantial increase in future risk of fracture.
Further investigations, such as bone densitometry, might be
conveniently targeted at this group of patients. (Bone 31:
508-514; 2002) © 2002 by Elsevier Science Inc. All rights
reserved.
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Introduction

Osteoporosis is clinically recognized by the occurrence of frac-
tures, most frequently those of the hip, vertebral body, and distal
forearm, which are associated with considerable morbidity.>*
Preventive strategies against these fractures typically include
population-wide measures to improve lifestyle, as well as a
high-risk approach in which subjects at the greatest risk of
osteoporosis are identified so that pharmacological interventions
might be cost-effectively targeted. Although bone densitometry
remains our most efficient tool for detection of subjects at risk,
mass screening using bone density measurement is not justifiable
given the low frequency of fractures in the general population,
and the uncertain cost utility of targeting interventions using this
investigation alone.**® A number of other risk factors for
osteoporotic fracture have been identified, but there is no vali-
dated proforma for incorporating these in high-risk strategies.
Among these, age, a previous history of fracture, and avariety of
medical risk factors (drugs and diseases), are routinely recorded
in the primary care setting, and have been shown to predict the
risk of future fracture.® The performance of arisk-stratifying tool
based on these medical risk factors has not been rigorously
evaluated. We therefore utilized the General Practice Research
Database to identify important independent risk factors for future
fracture; to evaluate their performance as a predictive tool; and to
explore the extent to which this predictive capacity might be
enhanced by inclusion of age and previous fracture history. If
validated, such an algorithm could easily be adapted for selective
case detection in routinely obtained primary care data.

Methods

The data utilized in this case-control study were obtained from
the General Practice Research Database (GPRD), managed by
the Medicines Control Agency in the UK.>* This database
comprises the entire computerized medical records of a sample
of general practitioners in the country. General practitioners
(GPs) play a key role in the UK health-care system, as they are
responsible for primary health care and specidist referras. All
members of the population are registered with a single practice,
which centralizes the medical information not only from the GPs
themselves but also from speciaist referrals and hospital atten-
dances. The current study included 683 practices currently in-
corporated in the GPRD, and thereby comprised a 6% sample of
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the UK population. The data recorded in the GPRD included
demographic information, prescription details, clinical events,
preventive care provided, specialist referrals, and hospital admis-
sions and their magjor outcomes. Clinical data are stored and
retrieved by means of Oxford Medical Information Systems
(OXMIS) and Read codes for diseases that are cross referenced
to the International Classification of Diseases (ICD-9). The data
quality of each entry into the GPRD is measured against specific
targets, developed by comparisons with external statistics, to
ensure research standards are met. Only data from practices that
pass this quality control are compiled to form the GPRD data-
base.?* Several independent validation studies have confirmed a
high level of completeness and validity of the GPRD, specificaly
with regard to recording of fractures.?>2* The overall incidence
patterns in the study population of these fractures have been
described elsewhere.?®

Sudy Population

A nested case-control study was conducted comparing patients
with a fracture to control patients. The cases were permanently
registered patients aged =18 year who had a fracture recorded in
their medical record during the period of time from the enroll-
ment date of their practice in GPRD up to end of study (July
1999). The control patients were patients without a history of
fractures in the medical records, who were matched by age
(within 1 year), gender, and medica practice. If no control
patient was found, the age criterion was expanded consecutively
with 1 year intervals, up to a maximum of 10 years. In the event
of no eligible control patient within 10 years of age, an age- and
gender-matched control patient was selected from another prac-
tice. The index date of each control patient was that of the
matched case (i.e., first fracture after their enrollment in the
GPRD). For the smal number of control patients who had
transferred to another practice or died prior to this date, an index
date was randomly selected between registration and transfer
dates. The classification of fractures was based on categories of
the ninth revision of the International Classification of Diseases
(ICD-9).2

Risk Factors

The risk factors considered included a broad group of diseases
and drugs that might be associated with an increased risk of
fracture.** These included a history of diabetes mellitus, rheu-
matoid arthritis, congestive heart failure, anemia, dementia, ce-
rebrovascular disease, falls, back pain, and chronic obstructive
pulmonary disease. Prescriptions for oral corticosteroids, anti-
convulsants, nonsteroidal anti-inflammatory drugs (NSAIDs),
thiazide diuretics, antiarrythmics, anxiolytics, antipsychotics, an-
tidepressants, anti-Parkinson drugs, and inhaled corticosteroids
or bronchodilators, in the 6 months prior to the index date (and
specifically, without including information on the index date)
were also ascertained. Adjusted odds ratios (ORs) of fracture
were estimated using a conditiona logistic regression model
including al potential risk factors. Using this logistic regression
model, we identified the risk factors associated with an increased
fracture risk (adjusted OR of =1.30 with a significance level of
<0.05). Patients were then classified according to the number of
those risk factors present. To evaluate the effects on nonosteo-
porotic fractures, fractures of the carpus, tibia/fibula/ankle, skull,
foot, and patella were grouped together. These fracture types did
not show an apparent increase in incidence with advancing age.?®

As dl fracture cases were collected from the GPRD, inci-
dence rates of fracture could be calculated. We analyzed the
fracture incidence stratified by the number of risk factors (de-
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tailed incidence estimates are available from the corresponding
author). For each risk factor category, the number of patients
with afracture was divided by the person-years of follow-up. The
follow-up for each risk factor category was estimated using the
proportion of patients within the control population who had a
similar number of risk factors (this proportion was estimated
separately for each 5 year age and gender stratum). These
proportions were then multiplied by the total GPRD follow-up to
derive the follow-up for the risk factor category. Further details
on the methods and limitations of calculating fracture incidence
in this population can be found elsewhere.®®

Satistical Analysis

The predictive value of medical and drug history on the occur-
rence of fracture was evaluated using two different approaches.
First, on a randomly selected subpopulation consisting of one
half of the fracture patients (and their controls), an unconditional
logistic regression function was fitted to find the sets of predic-
tors that best predicted fractures. This was based on a backward
regression model (with a significance level of 0.25) that initially
included all risk factors and was done separately for each fracture
type. The screening characteristics of the regression function
(i.e., the predicted odds of fracture for each patient) were tested
on the other half of the study population. Receiver operator
characteristic (ROC) curves, which plot the sensitivity (true
positive rate) vs 1 minus the specificity (false positive rate) for
all possible cutoff point values, were constructed.’® Areas under
the ROC curve were estimated. The ROC curve describes the
accuracy of atest over arange of cutoff points. The area under
the ROC curve provides the overall accuracy of atest: the larger
the area, the better the test. The optimal cutoff point for the
sensitivity and specificity of each fracture type was evaluated by
estimating the point with the largest sensitivity and specificity
combined.** The positive predictive value was computed using
the sensitivity, specificity, and proportion of patients who devel-
oped a fracture over a 5 year period. This proportion was
estimated using the age- and gender-specific GPRD fracture
incidence rates and the mortality rates of the general population
in England and Wales.*® This analysis was done for patients aged
50-64 years and for those aged =65 years.

The second approach to fracture prediction was based on the
number of risk factors. For patients aged = 65 years, the
sensitivity and specificity was estimated for different thresholds
(one or more, two or more, or three or more risk factors). The
calculation of positive predictive value was done separately for
patients with a first fracture and for those with a later fracture at
a different skeletal site.

Results

The study population consisted of 231,778 adult patients who
sustained a fracture during follow-up. A total of 77,828 fracture
cases were aged = 65 years. The most frequent fracture types
were radius/ulna (44,201 patients), carpus (38,202), and tibia/
fibula/ankle (30,195). Femoral/hip fractures occurred in 22,250
and were vertebral in 8712 patients. The average age of the
fracture cases was 50 years and 52.5% were women (Table 1).
The control population had a similar age and gender distribution
as they were matched on these characteristics. The following
diseases and drugs were independently associated with an in-
creased risk of fractures (adjusted OR >1.30) and included in the
analysis: history of anemia (OR 1.4; 95% confidence interval
[CI] 1.3-1.5), dementia (OR 1.6; Cl 1.5-1.7), cerebrovascular
disease (OR 1.3; CI 1.3-1.4), and chronic obstructive pulmonary
disease (OR 1.4; Cl 1.4-1.5) and also recent use of oral corti-
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Table 1. Characteristics of fracture cases and controls
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No. of cases No. of controls Crude OR Adjusted OR
(n = 231,778) (n = 231,778) (95% Cl) (95% Cl)
Age (years)
Mean 51.7 51.5 — —
Median 50 50 — —
Number of women 121,615 (52.5%) 121,615 (52.5%) — —
Disease history
COPD 41,912 (18.1%) 28,542 (12.3%) 1.6 (1.6-1.6) 14(1.4-15)
Cerebrovascular disease 10,846 (4.7%) 7545 (3.3%) 1.5(1.5-1.6) 1.3(1.3-1.4)
Dementia 4173 (1.8%) 2412 (1.0%) 1.8(1.7-1.9) 1.6 (1.5-1.7)
Anemia 4117 (1.8%) 2611 (1.1%) 1.6 (1.5-1.7) 1.4(1.3-1.5)
Drug use in 6 months before
NSAIDs 32,209 (13.9%) 21,013 (9.1%) 1.6 (1.6-1.7) 1.6 (1.5-1.6)
Hypnoticsg/anxiolytics 22,328 (9.6%) 14,466 (6.2%) 1.7(1.6-17) 1.3(1.3-14)
Antidepressants 16,449 (7.1%) 9416 (4.1%) 1.8(1.8-1.9) 1.5(1.5-1.5)
Oral corticosteroids 7704 (3.3%) 4040 (1.7%) 2.0(1.9-2.0) 14(1.4-15)
Anticonvulsants 5282 (2.3%) 2232 (1.0%) 2.4 (2.3-2.5) 2.1(2.0-22)
Anti-Parkinson 2808 (1.2%) 1470 (0.6%) 19(1.8-21) 15(1.4-16)
Antiarrythmic drugs 1587 (0.7%) 930 (0.4%) 1.7 (1.6-1.9) 1.5(1.4-1.6)

KEY: Cl, confidence interval; COPD, chronic obstructive pulmonary disease; OR, odds ratio; NSAIDs,

nonsteroidal anti-inflammatory drugs.

costeroids (OR 1.4; Cl 1.4-1.5), anticonvulsants (OR 2.1; CI
2.0-2.2), NSAIDs (OR 1.6; Cl 1.5-1.6), antiarrythmics (OR 1.5;
Cl 1.4-1.6), hypnoticg/anxiolytics (OR 1.3, Cl 1.3-1.4), antide-
pressants (OR 1.5; CI 1.5-1.5), or anti-Parkinson drugs (OR 1.5;
Cl 1.4—1.6). A history of one of these risk factors was found in
42.3% of cases and 29.3% of controls.

Table 2 provides the ORs for fracture according to the
number of strong risk factors present. It was found that fracture
risk was strongly related to the number of risk factors. The OR
of afemur/hip fracture was 4.6 in patients with three or more risk
factors compared to patients without any risk factor. For verte-

bral fracture, this OR was 8.1. The presence of risk factors had
smaller effects on therisk of radius/ulnafracture (OR of 2.0 with
three or more risk factors). There were no major differences
between men and women regarding the effects of disease and
drug history on fracture risk. In women, the OR of fracture was
1.7 with one risk factor, 2.3 with two risk factors, and 3.2 with
three or morerisk factors. For men, these ORs were 1.7, 2.4, and
3.5, respectively. Similar effects were also observed across age.
The ORs of fracture by number of risk factors were 1.6, 2.0, and
2.8, respectively, for patients aged 50—64 yearsand 1.7, 2.2, and
3.2 for patients aged =65 years.

Table 2. ORs of fractures with number of strong risk factors (i.e., those with an OR of fracture =1.30)

No. of risk factors No. of cases No. of controls OR 95% ClI
Any fracture 0 133,746 163,917 1.0 —

1 62,157 47,775 1.7 1.7-1.7

2 24,082 14,770 2.3 2.2-2.3

3" 11,793 5316 3.2 3.1-34
Radius/ulna 0 25,505 29,621 1.0 —

1 12,110 9953 1.5 1.4-15

2 4535 3326 1.7 1.6-18

3" 2051 1301 2.0 1.9-22
Femur/hip 0 7431 12,161 1.0 —

1 7138 6129 2.0 1.9-21

2 4672 2794 2.9 2.8-3.1

3" 3009 1166 4.6 4.3-5.0
Vertebral 0 3250 5493 1.0 —

1 2764 2090 2.6 2.4-29

2 1601 831 4.2 3.84.7

3" 1097 298 8.1 7.094
Nonosteoporotic? 0 72,351 83,956 1.0 —

1 26,893 19,480 1.7 1.6-1.7

2 7537 4596 2.1 2.0-2.2

3" 2653 1402 25 2.4-2.7
Other® 0 22,246 28,762 1.0 —

1 11,787 9159 1.8 1.7-19

2 5182 2978 2.6 2527

3" 2744 1060 39 3.64.3

KEY: Cl, confidence interval; OR, odds ratio.
aCarpus, tibia/fibula/ankle, skull, foot, and patella.
PHumerus/ribs/pelvis/clavicle/scapula
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Figure 1. Incidence of fractures stratified by age, gender, and number of risk factors.

The age- and gender-specific incidence rates of various frac-
tures stratified by number of risk factors are shown in Figure 1.
Men and women without risk factors generally had the lowest
fracture risks across all age groups, whereas patients with three
or more risk factors had the highest rates. The rate of femur/hip
fracture was 5.0 cases per 100 person-years in women aged =90
years with three or more risk factors, compared with 1.5 in
women without any risk factor. For men, these figures were 1.6
and 0.6, respectively.

Fracture history and number of risk factors were found to be
strong predictors of fracture in both women and men. For women
aged =65 years and without a history of fractures, the rate of
fracture increased from 1.3 in women without risk factors, 2.2
with one risk factor, 2.7 with two risk factors, and 3.8 in women
with three or more risk factors. In women with a fracture history,
these rates were 3.8, 4.7, 5.6, and 7.0, respectively. These rates
were 0.5, 0.9, 1.2, and 1.8 in elderly men without fracture history
and 2.3, 3.2, 3.8, and 4.9, respectively, in men with a fracture
history.

Figure 2 shows the performance of a screening tool based on
disease and drug history in patients aged =65 years. Vertebra
fractures were predicted well; in contrast, the tool had little value
in predicting radius/ulna fractures. Risk factor information ap-
peared to predict fractures similarly well in both men and
women. The ROC curves, which plot the true positive rate
(sensitivity) against the false positive rates (1 minus specificity),
were also comparable between genders for the various fracture
types.

Table 3 shows the properties of disease and drug history in
discriminating fracture cases from controls (aged =65 years).
The sensitivity indicates the proportion of fracture cases classi-
fied correctly by the model; the specificity indicates the propor-

tion of correctly classified controls. The positive predictive value
indicates the probability that a person classified as afracture case
by the model did indeed suffer a fracture within a5 year period.
Vertebral and femur/hip fractures were predicted relatively effi-
ciently by the risk factors with areas under the curve of 79% for
vertebral, and 65% for femoral/hip fractures. The positive pre-
dictive value of the risk-prediction model for any fracture was
10.9% for women aged =65 years and 20.0% in women aged 85
years. A risk-prediction model was also developed separately for
people aged 50—64 years. The positive predictive value was
5.9% for women and 5.2% for men aged 50 years.

Fracture prediction improved when fracture history was
added to medica and drug history (Table 4). The positive
predictive value was 8.4% for women aged =65 years without
any risk factors and fracture history compared with 26.8% in
those with three or more risk factors, and 40.7% in women aged
85 years with three or more risk factors and a history of fractures.
This analysis was also done for people aged 50—64 years. The
positive predictive value was 5.4% for women aged 50 years
without any risk factors and fracture history compared with
22.7% in those with three or morerisk factors. For men of similar
age, these figures were 4.4% and 20.4%, respectively.

Discussion

In this study, we found that fracture risk was strongly related to
a number of clinical risk factors routinely recorded in primary
care. Elderly patients with these risk factors and a history of
fracture had especialy high fracture risk. The medical risk
factors did not predict the occurrence of fracture in an individual
patient with any certainty, but did allow identification of groups
of patients with a substantial increase in fracture risk, who might
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Figure 2. Receiver operator characteristic (ROC) curves for femur/hip, vertebra, and any type of fractures stratified by gender in patients aged =65

years.

be amenable to further investigation. The risk-prediction tool,
developed on the basis of medical risk factors, showed similar
screening characteristics among men and women.

Several guidelines for the management of osteoporosis™*%2°
suggest that bone densitometry is best used in patients with
radiological evidence of osteopenia or vertebral deformity, in
those with a history of fragility fractures, and among those with
certain clinical risk factors. Unfortunately, many of these clinical
risk factors are not routinely recorded in primary care. It is
therefore difficult to use risk factor schedules to identify patients

retrospectively in the primary care setting. However, some of
these risk factors pertain to previous medical and drug history
(information that is recorded accurately in most primary care
settings). We found that a combination of even a few such
medical risk factors yielded relative rates of almost five for
femur/hip fracture and eight for vertebral fracture. Our findings
support the notion that such risk profiles might permit the
identification of groups of patients in primary care who are at
increased risk of fracture, and who might benefit from assess-
ment of bone density.

Table 3. Screening characteristics for fracture prediction in patients aged =65 years on the basis of a logistic function including disease and drug

history

Optimum screen

Positive predictive value

No. of Area Women Men Women Men
Fracture history cases under ROC Sensitivity Specificity 65 years 65 years 85 years 85 years
Any fracture 38,914 58% 58.4% 62.6% 10.9% 4.4% 20.0% 9.1%
Femur/hip 9631 65% 61.1% 68.3% 1.4% 0.6% 11.6% 4.5%
Radius/ulna 9282 50% 56.2% 58.3% 3.6% 0.5% 4.2% 0.9%
Vertebral 2439 79% 66.4% 89.3% 2.3% 1.1% 5.4% 3.3%
Nonosteoporotic 8583 51% 64.0% 50.0% 3.1% 1.5% 2.5% 1.3%
Other 8443 59% 59.2% 64.6% 2.5% 1.5% 5.8% 3.0%

@Probability that a person classified as a fracture case by the model had indeed a fracture within a 5 year period.

Table 4. Screening characteristics for fracture prediction in patients aged =65 years on the basis of fracture history and number of risk factors

Optimum screen

Positive predictive value®
Fracture No. of risk Women Men Women Men
history factors Sensitivity Specificity 65 years 65 years 85 years 85 years
No =1 63.6% 52.9% 8.4% 3.3% 14.5% 7.1%
=2 30.4% 81.9% 10.2% 4.1% 17.4% 8.7%
=3 11.2% 94.7% 12.5% 5.1% 21.0% 10.7%
Yes =1 63.6% 52.9% 18.9% 12.3% 30.4% 18.4%
=2 30.4% 81.9% 22.5% 14.9% 35.2% 21.9%
=3 11.2% 94.7% 26.8% 18.1% 40.7% 26.1%

#Probability that a person classified as a fracture case by the model had indeed a fracture within a 5 year period.
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Bone density is one of the strongest determinants of fracture
risk. A recent meta-analysis*® estimated that, with a lifetime
fracture incidence of 3%, the positive predictive value of bone
density measurement (using a threshold of 1 SD below the
age-adjusted mean) would be 9%. With an incidence of 30%, the
probability of a fracture given low bone density would rise to
58%. At these lifetime incidence rates, the positive predictive
values based on the medical risk factors included in our study
would be 5% and 40%, respectively. Further evidence that
medical risk factors might perform reasonably well in compari-
son with bone densitometry emerges from the Study of Osteo-
porotic Fractures® in which the prediction of hip fracture by bone
density gave an area under the ROC curve of 76% for measure-
ments at the total proximal femur and 62% for measurements of
the lumbar spine. In our study, this area was 65% on the basis of
previous fracture history and medical risk factors. Finally, other
studies have suggested that the combination of risk factors with
bone density measurement may help to improve the predictive
capacity of each measure for future fracture.®3

Our results are comparable to other published reports. In the
Melton Mowbray Osteoporotic Fracture Study,” it was found
that a combination of readily obtained risk factors was capable of
identifying elderly women who later sustained a hip fracture.
These included weight, poor trunk maneuver, epilepsy, kyphosis,
poor circulation of the foot, and short-term corticosteroid use.
The area under the ROC curve in their analysis was 82%.7 The
Rotterdam Study® estimated an area under the ROC curve of
83% for hip fracture prediction based on age, gender, weight,
height, use of a walking aid, and cigarette smoking. The corre-
sponding figure was 71% in the Study of Osteoporotic Fractures,
where the risk score utilized age, weight, fracture history, ma-
ternal fracture history, use of arms to stand up from a chair, and
cigarette smoking.? These results are in contrast to the findings
from two studies that evaluated vertebral fracture showing that
risk factors were not sufficiently predictive of vertebral fracture
risk.>® This may have been related to the number and type of
risk factors considered.

The pathogenesis of fracture entails a complex interaction
between osteoporosis and propensity to trauma. A large number
of genetic and environmental risk factors for fracture have been
identified, including gender, body build, lifestyle characteristics,
gonadal steroid deficiency, chronic diseases associated with
osteoporosis, and use of certain medications such as corticoste-
roids. Individua risk factors are likely to have limited value in
predicting the occurrence of fracture, given the multifactorial
etiology. It has been estimated that, in the case of a risk factor
with arelative risk for disease of <5.0, most cases will not have
the risk factor and will consequently not be identified in risk-
based preventive strategies. Risk factors may have better dis-
criminatory capacity when combined. Consistent with this, we
observed that the addition of comorbidity and drug use to age and
previous fracture history allowed for identification of patients
with a higher risk of fracture. However, the problem with the
clinical utility of this approach is that the majority of fractures do
not occur in the groups with the highest numbers of risk factors.
Thus, in our study, only around one in eight hip fractures, and a
similar proportion of vertebral fractures, fell into the highest risk
category. Consequently, the number of factors per se could
probably not be used as an adequate screening test. It might,
however, comprise a useful threshold for which to undertake
further risk factor ascertainment and/or measurement of bone
density.

Most studies evaluating the predictive capacity of historical
risk factors for future fracture have focused on women.?65%7
However, in a large epidemiological study of hip fracture con-
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trasting risk factors between men and women, the associations
with chronic medical disorders, physical activity, and cigarette
smoking were generally similar for both genders.*® This finding
is consistent with the results of a previous British case-control
study of hip fracture.” Our study adds to these epidemiological
observations and suggests that risk factors are similar in their
predictive capacity for future fracture in men and women.

One limitation of our study isthe possibility of detection bias.
A history of many risk factors may have increased the likelihood
of fracture diagnosis due to greater awareness among physicians.
However, the use of osteoporosis medication prior to the fracture
was low across all risk factor groups. A second limitation is that
therisk factorsincluded in the study were limited to diseases and
drugs. We did not have information on maternal fracture history
and genetic or lifestyle factors; furthermore, we did not take into
account the severity of disease, dose, or duration of drug treat-
ments and whether the disease was more active in the period of
time closer to the fracture. It is likely that with more detailed
information the identification of high-risk groups can be further
improved. Finaly, we could not exclude high-trauma fractures.
As such fractures are not related to osteoporosis, inclusion of
these fractures may have underestimated the utility of risk factor
information.

In conclusion, the data suggest that routinely recorded med-
ical risk factors permit identification of groups of patients with a
substantial increase in future risk of fracture. Further investiga-
tions, such as bone densitometry, might be conveniently targeted
at this group of patients.
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