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Chapter 1 

General Introduction 

Our knowledge on Earth structure is primarily based on the study of seismic wave propa­
gation and the interpretation of different phases in seismograms. From the beginning of the 

20th -century seismological research has revealed that the Earth gross structure is radially 
symmetric with several transitions which separate regions of different seismic properties. 
These transitions, say, discontinuities in seismic properties can be related to physical phase 
and/or compositional changes. The strongest discontinuities divide the Earth into inner and 
outer core, mantle and crust. The mantle occupies 82% of the total volume of the Earth while 
crust and core cover 2% and 16%, respectively. Especially in the last decades the increasing 
amount of better quality recordings of seismic motion, the growing power of computer 
systems, and advances in computational theories enabled the detection of lateral variations 
in the deep structure of the Earth. These lateral heterogeneities are signs of the dynamics of 
the Earth (e.g. Montagner, 1994) and caused by the slow cooling of the Earth. In the mantle 
the heat transfer occurs by convection with velocities of about few centimeters per year. 
Thus the observed seismic features in the mantle represent a snapshot of the evolution of 
the Earth and contain information about flow patterns, temperature anomalies, composition, 
and other phenomena. The mapping of the seismic features of the Earth occurs not without 
ambiguities and one of the main concerns in seismology is to increase the constraints and 
resolution of the Earth's structure. This thesis partly aims to find additional constraints on 
the structure of the Earth's mantle by advancing our understanding of non-routinely used 
parts of seismic recordings. 

The just mentioned ambiguities mainly arise due to the irregular distribution of earth­
quakes, the discrete and irregularly spatial sampling of the wave field by a sparse number of 
seismic stations, and the complex physics of seismic wave propagation through the Earth. 
Due to the discrete spatial sampling of the wave field different waveform reconstructions 

1 



2 Chapter 1 

of the identified phases may satisfy the data and lead to uncertainties in the structural inter­
pretations (Wielandt, 1993). Especially the identification and interpretation of weak phases 

are hampered by missing spatial coherency inherent to a sparse sampling of the wave field. 
As a result large parts of the seismic recordings remain unexplained and are unused for 
further interpretations. The study of wave propagation through assumed Earth models helps 

to understand the observed features in seismograms. But the modeling of seismic wave 
propagation through the assumed Earth models is realizable only with many simplifications. 
Inherent to all this, the mapped seismic features in Earth depend on the understanding of the 

physics and approximations which we think describe the nature of what we believe to see in 
the seismograms. The uncertainties can not be solved by direct inspection of the deep Earth, 

the deepest drilled hole reaches only about 0.17% of the Earth's radius. However, robust 

features can show up by comparing the results of many different approaches of global and 
regional studies. A case in point are surface wave studies which map heterogeneities based 
on overtone summation and measurements (Nolet, 1990; Woodhouse et at., 1996), polariza­
tion measurements (Laske and Masters, 1996) or scattering (Snieder, 1996). Results based 
on all these approaches are expected to merge to one model of the Earth. 

Surface wave analysis and body wave travel time tomography are the prime tools to 
determine the long and intermediate scale structures of the Earth's crust and mantle. How­
ever, they lack the resolving power to constrain mantle discontinuities in terms of thickness, 

topography and impedance contrast. The study of reflected/converted body waves becomes 
important and complements the tomography type of studies. This thesis presents research 
which is related to these mostly tiny features in the seismograms. It aims to advance the 
understanding of non-standard mantle phases, the wave phenomena behind them and their 
constraints on Earth structure. The observations used are based on broad frequency band 
seismograms. The importance of using broad band data to constrain structure has been 
shown by Paulssen [1987,1988]. 

The study of mantle discontinuities is important to discriminate between the different 
types of convection (e.g. layered or not layered) and compositional models of the Earth. 
Some insight into the mantle composition has been gained from studies of meteorites, from 
upper mantle rocks which are exposed at the Earth's surface in some mountain belts, and 
from high pressure and temperature experiments on rocks. The seismological studies show 
that the mantle contains two global depth intervals which are characterized by anomalous 

seismic properties. These are the D" layer at the base of the mantle and the transition zone 
between upper and lower mantle at 41 0 km to 660 km depth. The D" layer is about 200 km ­
300 km thick and is a thermal and chemical boundary layer above the core-mantle boundary 
at about 2890 km depth. It is known as a highly heterogeneous region with expected 
horizontal scale lengths ranging from 10 km - 10,000 km (Lay, 1989; Loper and Lay, 1995). 
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The small scale lengths are inferred to explain observations of high frequency, scattered 
body waves which travel through the core (e.g. Doornbos and Vlaar, 1973; Bataille et 

aI., 1990 as review) and the long scale length heterogeneities result from tomography type 
of studies (e.g. Dziewonski, 1984; Wysession et al., 1994). The core-mantle boundary 

and the Earth's surface are the two largest discontinuities in Earth and cause the D" region 

and lithosphere as their boundary layers. This and the continental sized heterogeneities 
and small scale features of the D" layer cause Wysession [1996] to speak in analogy to the 
continents at the Earth's surface of "continents of the core". 

The understanding of this core-mantle boundary layer is crucial since this layer controls 

the heat transfer from the core into the mantle. This affects for example the magnetic field 
(Gubbins, 1991) and is one of the basic constraints on mantle dynamics. An increasing 

amount of seismological observations show evidence of subducted lithosphere which pene­
trates into the lower and lowermost mantle (e.g. Creager and Jordan, 1986; Van der Hilst et 
aI., 1991; Scherbaum et al., 1997). And it is suggested that the D" region acts as a grave-yard 
of these slabs and possibly also as the source of mantle plumes (Stacey and Loper, 1983). 
Furthermore the D" layer is expected to be anisotropic (e.g. Doornbos et al., 1986; Kendall 
and Silver, 1996) which means that the seismic properties differ in the different directions of 
wave propagation. It is not yet clear whether this is a result of layering and/or mineralogical 
asymmetry. If the origin is mineralogical then a phase transformation of Si02 to a high­
pressure phase (Kingma et at., 1995) could cause anisotropy and a world-wide discontinuity 
in the D" region. This may change in the presence of lateral variations in composition, thus 
the study of discontinuities in the D" could solve this problem. For example, Weber [1993] 

studied waves which reflect from a discontinuity in the D", but he also reports regions where 
he does not observe reflections. This could be explained by a spatially limited reflector or 
alternatively by heterogeneities or topography of a world-wide discontinuity which focuses 
or defocuses the wave field. It is suggested that this discontinuity could be a world-wide 
feature (Nata! and Houard, 1993), but more observations are required to establish this. 

Up to now discontinuities in the D" region have been inferred from waves which sam­

ple the base of the lower mantle at grazing and near-grazing incidence. The wide angle 
reflections, however, are very sensitive to the velocity structure above (and below) the dis­
continuity which results in a trade-off in velocity and discontinuity depth. Chapter 2 of this 
thesis gives evidence for a seismic phase which is steeply reflected from a discontinuity in 
the D" layer. Such phases are better suited to investigate discontinuity depth and topography, 
however, they are more difficult to observe. Due to the earthquake distribution and small 

epicentral distances they can only be observed in a small area of the Earth. In chapter 2 we 
show the observations and explain why we can reject other possible interpretations. We can 

explain the frequency dependence, amplitudes, waveforms, intermittency and travel time 
of these arrivals by large scale length topography. This is established by three-dimensional 
synthetic modeling. It is further shown that focusing and defocusing cause intermittently 
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observed arrivals, even if the corresponding rays have neighboring bounce points with 
overlapping Fresnel zones. 

The results from chapter 2 propose a depressed D" discontinuity underneath the Kermadec­
Tonga region. In this region the oceanic crust and lithosphere subducts into the mantle (e.g. 
Van der Hilst, 1995; Gubbins, 1996) and the paper by Van der Hilst [1995] shows that 
slabs are penetrating into the lower mantle. If this manifests downflow of cold mantle 
material to the core-mantle boundary then its correlation with the depression suggests that 
the discontinuity in this region is not caused by a dense thermo-chemical boundary layer 
(Olbertz and Hansen, 1993). One might speculate that an endothermic phase transition or 
lateral variations in the composition could explain the observed depression underneath the 
Kermadec-Tonga region. 

The other anomalous region is the upper mantle transition zone which is characterized 
by at least two world wide discontinuities at about 410 km and 660 km depth and an 
increased velocity gradient between both discontinuities. A 520-km discontinuity is less 
often observed. Pressures and temperatures in the transition zone increase from about 13-14 
GPaand 1750K ± 100 Kat410kmdepth to about 23-24 GPa and 1950K ± 100Kat660km 
depth (Ranalli, 1996). The discontinuities at these pressures and temperatures are expected 
to be mainly caused by phase changes of the most abundant mineral components in the 
mantle, such as olivine and pyroxene, to more closely-packed structures. However, it can not 
be ruled out that besides these isochemical transformations also compositional stratification 
occurs and these contributions together explain the fine structure of the transition zone. 
This fine structure gives rise to many observable but variable and mostly weak features 
in seismograms. A case in point are the bottom - and top-side reflected or converted 
phases from the discontinuities. The seismograms contain many different arrivals with 
similar amplitudes and consequently these phases can only be detected by their coherent 
appearance on different traces. In practice it is often difficult to identify these signals on the 
seismograms and to associate them uniquely with a particular arrival. Stacking methods are 
a common tool used to overcome these difficulties by reducing incoherent noise. However, 
the detection of weak and coherent signals is hampered by the fact that incoherent large 
amplitude signal can lead to large amplitude features in the stacks and cause ambiguous 
phase detection. This motivates a new coherency measure and stacking technique which are 
proposed in chapter 3. Complex trace analysis is used to design two simple tools which can 
easily be extended to different applications. In contrast to many other coherency measures 
the measure presented here is amplitude unbiased and used to clean stacks from incoherent 
noise. Its benefits are exemplified by applying it on synthetic and real data. Examples of real 
data show upper mantle phases which are detected by their coherency. Some of which were 
not detected in the linear stacks. This technique may contribute to a more unambiguous 
detection of seismic arrivals such as weak mantle phases and advance our understanding 
and interpretation of the small features in the seismograms. 
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Most progress in constraining the upper mantle structure, however, can be gained by 
increasing the density of seismic stations (Nolet et al., 1994). The denser sampling of 

the seismic wave field would decrease the patchiness of data coverage and also permit to 
better understand the intermittency of upper mantle reflectionslconversions, i.e. seismic 

visibility of discontinuities. The seismic visibility of the discontinuities depends on fre­
quency (Richards, 1972) and is the reason why broad band waveform studies are important. 

Paulssen [1988] uses waveform similarities of converted and unconverted arrivals over a 

broad frequency range to give first unambiguous evidence for a at least locally sharp 660-km 
discontinuity. The 41O-km discontinuity is more intermittently observed than the 660-km 

discontinuity and can also be sharp (e.g. Benz and Vidale, 1993; Neele, 1996). The thick­

ness of these discontinuities could range between 4 - 15 km. The uncertainties arise due 
to the trade-off between thickness and transition profile of seismic properties within the 

considered frequency range (Helffrich and Wood, 1996). The variable seismic visibility 
of these discontinuities can be explained by topography and varying thickness as response 
to temperature variations in the mantle (e.g. Neele and Snieder, 1992; Van der Lee et aI., 
1994; Bina and Helffrich, 1994; Helffrich and Bina, 1994) and further constrain the type of 
transformation. 

These discontinuities affect the seismic wave field not only in terms of reflections and 
conversions but also cause the wave field to focus an increased amount of energy within 
certain epicentral distance ranges. This happens within the so called triplication zone. The 
wave field which turns above the discontinuity, below the discontinuity, and which is criti­

cally reflected can arrive within the same epicentral distance range due to the discontinuity 
and the medium properties around it. This leads to large amplitude waves, specially at 
the begin and end point of triplications where one of the turning waves arrives at the same 
time with a reflected wave. This phenomenon causes amplitude fluctuations in the wave 
field without the presence of lateral heterogeneities. In chapter 4 we show and discuss 
the observation of seismic arrivals which are related to these amplitude fluctuations. The 
observations are from epicentral distances which are 4 to 5 times larger than the distances to 
the regions where these arrivals are generated by amplitude fluctuations of the wave field at 
the Earth's surface. Therefore these arrivals are also called asymmetrically reflected phases. 
We observe such phases for compressional waves (P-waves) and shear waves (S-waves). 
They appear as precursors to the so-called PP and SS arrivals which reflect at the Earth's 
surface midway between source and receiver. Asymmetrically reflected arrivals have been 
observed previously for P-waves and were explained differently. The new observations 

from chapter 4 rule out that the existing generation mechanisms explain the observations 
and this motivates to find an alternative scenario. Chapter 5 proposes an mechanism due 

to the amplitude fluctuations caused by the upper mantle discontinuities. The principles 
of the mechanism are explained using Huygens' principle which asserts that points which 
are disturbed by an incoming wave act as a new set of radiating sources which generate 
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new waves and which interfere to a new wave. It is shown that these asymmetrically re­
flected phases are non-geometrical arrivals which resemble edge or point diffractions. Our 
considerations show that these non-geometrical phases may occur in a radially symmetric 
Earth, i.e. without the presence of lateral heterogeneities. However, our approach, based 
on high-frequency approximations and the omission of reflected and head waves, does not 
permit the conclusion that the observed amplitudes of these non-geometrical arrivals are 
indeed explained by a one-dimensional structure alone. Heterogeneities can strengthen or 
weaken the generation, however, without changing the idea of the proposed mechanism. 
Together with other arrivals these non-geometrical phases complicate the seismic coda of 
the first arrivals. The observation and explanation of these phases might lead to independent 
constraints on the regional and global properties of upper mantle discontinuities. 

This section tried to introduced the study of non-standard arrivals presented in this thesis 
and to discussed some aspects in a more global view. Only a small selection out of many 
valuable contributions could be named. They all are pieces of a big puzzle which only 
together and with the help of other disciplines can increase our understanding of the Earth. 



Chapter 2 

Steeply Reflected and Focused ScSH 

Precursors From the D" Region 

Abstract. We present evidence for precursors to the ScS and sScS (SDS and SSDS) 

phases observed at epicentral distances smaller than 300 These precursors are intermit­• 

tently observed in broadband recordings from the six Incorporated Research Institutions 
for Seismology stations used (western Pacific region and South America). They appear 
approximately 35-50 s ahead of the ScS arrival on the transverse component and are in­
dependent of hypocentral depth. The observed precursors are characterized by relatively 
large amplitudes in the frequency band from 0.05 to 0.2 Hz. A more detailed analysis 
is restricted to a subsidiary data set from station SNZO (New Zealand). The coherency, 
frequency dependence, slowness, polarity, and polarization of the precursors are discussed. 
Many explanations for SDS can be rejected, and we conclude that a reflector 180 km above 
the core-mantle boundary causes these occasionally strong precursors. The large SDS/SCS 

amplitudes at low frequencies require an unrealistically large impedance contrast for a one­
dimensional model. We tesnhe possibility of focusing the SDS phase by a discontinuity with 
topography and show that structure with scale lengths of ~19°-25° (1200-1600 km, i.e., 
larger than the Fresnel zone) can account for large intermittently observed SDS amplitudes 
with their geometrical reflection points within the same Fresnel zone. This is surprising, 
since it is often assumed that scale lengths smaller than the Fresnel zone must be responsible 
for variations within a Fresnel zone. The limited data set permits no conclusions about the 

global properties of this phase or its implied reflector. 

Apart from minor changes this chapter has been published as; Schimmel, M. & H. Paulssen, 
Steeply reflected ScS precursors from the D" region, J. Geophys. Res.. 101, 16,077-16,087, 1996. 

7 



2.1 Introduction 

The core-mantle boundary (CMB) is the strongest physical and chemical discontinuity 
inside the Earth: The density and velocity contrasts across this boundary are larger than 

those at the free surface. With its expected boundary layers (see Lay [1989] and Loper and 

Lay [1995] for a review), it plays a major role in the theory of the Earth's dynamics and 
evolution. The adjacent D" region [Bullen, 1950], the lowermost 150-300 km of the mantle, 

has therefore been of particular interest to geophysicists. Many seismological studies have 
tried to quantify the properties ofD", but the seismic models vary considerably [e.g., Lay, 

1989]. The velocity gradients above the CMB decrease compared with the overlaying 

mantle and may even change sign in some regions [Doornbos and Mandt, 1979]. A large 
number of studies using a variety of approaches find evidence for lateral heterogeneities 
at the D" (see Young and Lay [1987] for a review). The observations of reflected PcP or 

ScSH precursors at near-grazing incidence are a case in point. (ScSH is used to stress that 
transverse-polarized ScS phases are considered.) All studies of ScSH precursors are based 
on near-grazing incidence phases, which are observed at distances ranging from about 
700 to 95 0 Early evidence of ScSH precursors was found by Mitchell and HeImberger• 

[1973] and Lay and HeImberger [1983]. The latter authors used waveform and travel 
time information to infer a 2-3% S-velocity discontinuity located about 280 km above the 
CMB in three different regions. Young and Lay [1990J, Weber and Davis [1990], Gaherty 
and Lay [1992], and Garnero et at. [1993], among others, found evidence for similar 
S-velocity discontinuities, while Cormier [1985], Schlittenhardt et al. [1985], and Haddon 

and Buchbinder [1987] presented alternate explanations for the observed ScS precursors. 
Among the studies that do suggest a discontinuity, the inferred depth varies by as much as 
150 km for different regions [Garnem et. at. 1993; Kendall and Shearer, 1994]. 

Near-grazing ScS precursors from a 2-3% S-velocity discontinuity can be detected 
owing to the critical reflection and constructive interference of reflected and refracted waves. 
Reflections from such a discontinuity should not be visible on individual seismograms at 
shorter epicentral distances and, as far as we know, no steep-angle reflected precursors 
from D" have been reported. In this paper, we present evidence for the existence of such 
precursors observed at epicentral distances less than 300 

. In the following, we will refer to 
these precursors as SDS and SSDS phases. We first describe our data and observations and 
then investigate the effect of reflector topography on the SDS phase. It is not our goal to 
present one (nonunique) model as a final result but to find a mechanism which explains our 
data as well as related observations from other studies. 
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2.2 Data and Observations 

We collected broadband seismograms from six Incorporated Research Institutions for Seis­
mology (IRIS) stations: CTAO (Australia), SNZO (New Zealand), MAJO (Japan), CHTO 
(Thailand), NNA (Peru), and LPAZ (Bolivia) for the years 1991-1994 for events with an 
epicentral distance ~ < 300 

, magnitude mb > 5.5, and depth h > 120 km. The source 
parameters, including location and origin time, were taken from the monthly Preliminary 
Determination of Epicenters (PDE) bulletins; events with aftershocks or bad quality record­
ings were discarded. The remaining data were corrected for instrument response and rotated 
to obtain transverse-displacement seismograms. 

MAJO. depth 358 km. dist 2.6 deg LPAZ. depth 596 km, dist 3.2 deg 

T 

sos ScS 

Figure 2.1. (upper panels) Three-component broadband seismograms at stations MAIO, LPAZ, 

CHTO, and 5NZO aligned with respect to the theoretical 5c5 travel time. (lower panels) Transverse 

components band-passed at different frequencies and normalized per frequency band. A precursory 
signal 5D5 is visible at -35 to -55 s on each unfiltered transverse component. Notice the different 
epicentral distances and hypocentral depths (listed at the top ofeach figure). (This figure is continued 
on the following page.) 

I I I I I I II I I I I I 

-100 -80 -60 -40 -20 0 20 
a) Ref. Time [s] 

I I I I I I II I I I I I 

-100 -80 -60 -40 -20 0 20 
b) Ref. Time [s] 
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CHTO, depth 601 km, dis! 28.3 deg SNZO. depth 565 km, dist 24.1 deg 

Z
 

R 

T 

ScS 

I I I I I I I
I I I I I I
 

-100 -80 -60 -40 -20 0 20
 
c) Ref. Time [s]
 

Figure 2.1. (continued) 

I I I I I
I I I I I I ! I
 
-100 -80 -60 -40 -20 0 20
 
dl Ref. Time [s]
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On some seismograms, a clear ScSH precursor is observed on the transverse component 
35-55 s before the ScS phase. Figure 2.1 shows four records for different events and stations. 
The traces have been aligned to the theoretical arrival time of the ScS phase at zero time. In 
most cases, the precursors on the transverse component are lower in frequency than ScSH 

and appear to have the opposite polarity of the ScSH phase. 

Good quality broadband data for small epicentral distances are sparse, and the number 
of unambiguous data is further decreased by possible interferences with other phases, such 
as sS, SS and sSS. We discarded seismograms if these interferences could occur. Also, at 
distances larger than 28°, PSS phases are expected on the radial and vertical components 
which arrive close to SDS. We discarded the data whenever this was the case in order to 
avoid possibly contaminated transverse components. Our data set is greatly reduced as a 
result of these constraints. 

Although we show here positive observations on single traces, we cannot identify the 
SDS phase on the largest part of our data owing to a high noise level. Even if subjective, 
SDS is established at about ]-10% of our recordings. A few ambiguous precursors catch 
attention since they are coherent with SDS at low frequencies, but they do not show up as 
a clear phase. Moreover, on some traces with good signal-to-noise ratio, we can hardly 
identify a precursor. A clear identification of SDS also requires an unambiguous ScSH 

phase. In some traces, the ScSH phase is quite weak or absent within a certain frequency 
range. The recording from MAIO (Figure 2.la) exemplifies this. Further, the ScSH/ScSV 

amplitude ratio can be unstable. For instance. it increases from 0.5 at 0.05 Hz to 2 at about 
0.5 Hz for the seismogram from LPAZ in Figure 2.1 b. This might be an indicator of source 
and/or CMB complexity. 

Most of the seismograms with a good signal-to-noise ratio and simple ScSH waveform 
were obtained for station SNZO. Figure 2.2 shows two more recordings from this station 

event 3, unfilt. event 4, unfilt. 

z 

R 

T 

I I I I I I I I I I I I I I I I I I I I I I I I I I 
-100-80 -60 -40 -20 0 20 -100-80 -60 -40 -20 0 20 

Ref. Time [s] Ref. Time [s] 

Figure 2.2. Three-component broadband seismograms at station SNZO for events 3 and 4 (see Table 

2.1). 5D5 and 5c5 are clearly visible on the transverse component. 
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which contain a clear ScSH phase and a low-frequent precursor on the transverse component. 
Consequently, we confine our detailed analysis to data from SNZO. These comprise 37 
events (Table 2.1) at epicentral distances ranging from 13°-26°, with hypocentral depths in 
the range from 120 to 620 kIn. About 60% of the events have hypocentral depths greater 
than 400 km. The map depicted in Figure 2.3 shows the epicentrallocations listed in Table 
2.1 and their reflection points at the CMB. 

,-10	 X 1 
",...3 <;;:Z 1f2 
~ 3p 03 ~x 12x 13,14 

205 '~T~::-~::~I 
.-. 
OJ 
Q)

:s. . -- -..il_.._...........~s,Q I
Q) __ ___ _ .•• . )~~31-33 
"0
 

----~
\_.308	 ~:~. ;:~::::l 
.t:: 
~ . I I 
....J 

x	 Epicenter \ • I 
•	 Ref!. point __I _ ~ 

FZ:T=20s I N- 0---------------­405 
'I 

'~n@~ FZ: T = 4 s 

160E 170E 180 170W 

Longitude (deg) 

Figure 2.3. Event locations are marked by a cross and labeled with a number. The labels correspond 
to the event numbers of Table 2.1. Reflection points at the CMB are indicated by solids circles. The 

Fresnel zone at the CMB of event 6 for a period of 20 s is indicated by the light grey area. The 
corresponding 4-s period Fresnel zone is indicated by the dark grey area. 
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Table 2.1. Events Used for the Detailed Study for Station SNZO.
 

Event Year Day of Year Longitude,ON Latitude,°E Depth,km Dist,O 

1 1993 314 -15.34 -177.03 381 26.9 

2 1994 186 -16.30 -177.47 414 25.8 

1 1993 114 -17.87 179.85 599 23.8 

1: 1994 19 -17.58 -178.50 533 24.4 

~ 1994 110 -17.80 -178.40 543 24.2 

Q 1993 106 -17.78 -178.86 565 24.1 
7 1993 284 -17.85 -178.73 555 24.1 

8 1993 80 -18.04 -178.53 589 23.9 

2 1993 217 -18.10 -178.33 616 23.9 

10 1994 68 -18.04 -178.41 563 23.9 

11 1993 300 -18.28 -177.87 617 23.8 
12 1993 92 -17.84 -177.07 362 24.4 

11 1994 55 -17.42 -174.29 124 25.6 
14 1994 56 -17.42 -174.27 121 25.6 

15 1993 190 -19.78 -177.49 398 22.5 
16 1993 91 -19.92 -177.54 406 22.3 

17 1993 110 -20.88 -178.70 592 21.1 

il. 1994 114 -21.02 -178.69 584 21.0 

19 1994 108 -21.41 -178.80 541 20.6 
20 1993 233 -21.28 -178.02 427 20.9 
21 1993 358 -21.85 -178.65 445 20.2 
22 1994 90 -22.06 -179.53 580 19.8 
23 1993 344 -22.18 -179.58 605 19.7 
24 1992 217 -21.74 -177.21 253 20.7 
25 1992 193 -22.48 -178.41 377 19.7 
26 1992 317 -22.40 -178.10 360 19.8 
27 1993 122 -21.15 -175.88 120 21.6 
28 1993 90 -22.76 179.25 617 18.9 
29 1993 56 -23.00 -177.22 166 18.5 

30 1994 47 -26.27 178.27 606 15.3 
31 1992 231 -28.64 -178.32 201 13.9 
32 1994 139 -29.06 -178.38 258 13.5 
33 1993 147 -29.36 -178.27 119 13.2 

34 1994 116 -16.02 167.00 185 25.9 

35 1994 124 -17.05 168.27 206 24.8 

36 1994 42 -18.77 169.17 206 23.0 
37 1992 285 19.25 168.95 129 22.5 

Underlined event numbers have similar ScSH waveforms and were used for the stacks ofFigures 2.7 

and 2.8. 
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2.2.1	 Coherent ScS, sScS, and ScSScS Precursors 

event 22, 20 - 60 mHz event 6, unfilt. 
..... ..' 

: .... 

" slScS [slScS 
I I I I I I I I I I I I I I I I I I I I I I I I I I 

-100­ 80 -60 -40 -20 0 20 -100­ 80 -60 -40 -20 0 20 
Ref. TIme [s] Ref. TIme [s] 

Figure 2.4. ScS (solid line) and sScS (dashed line) are aligned at 0 s and plotted on top ofeach other. 

The dashed transverse traces have been multiplied by -1. 

Besides precursors to ScS (SDS) , precursors to sScS (SSDS) and SCS2 (SDSSCS or SCSSDS) are 
sometimes observed. Figure 2.4 illustrates two examples with a low-frequentsSDS phase on 
the transverse components from events 6 and 22. The traces with the sScSH phase (dashed 
line) have been multiplied by -1 and aligned to zero time with respect to sScS and plotted on 
top of the corresponding aligned ScS trace (solid line). It can be seen from Figure 2.4 that 
the SDS and SSDS phases can be quite coherent at low frequencies. In general, it is difficult to 
observe SSDS at frequencies larger than 0.1 Hz since the traces become quite noisy, perhaps 
due to scattering along the three segments of the path through the uppermost mantle and 
crust. Coherent signal is also visible on the other components, though at different times, 
and this may be due to near-receiver S-to-P conversions. Here we are interested in the SDS 

phase only. Figure 2.5 shows an ScS2 precursor which is quite similar to the SDS phase. 
Coherent SSDS and SDS phases are also observed for the stations NNA, MAJO, and 

LPAZ. Figure 2.6 demonstrates a good example of coherent ScS, sScS, and ScS2 precursors 
at low frequencies recorded at station NNA. 

Thus we so far can conclude that (1) the existence of the precursor is independent 
of the take-off angle at the source which excludes near source scattering; (2) SDS and 
SSDS are related to ScS and sScS, which cancels the misinterpretation of another phase 
which would either appear before ScS or sScS; and (3) specific near-receiver scattering can 
likely be excluded by the similarity of the observations from different regions and distances. 
However, a reflector at about 180 km above the CMB can be invoked to explain the observed 
precursors. 
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event 6, unfilt. event 6, 20 - 60 mHz 
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Figure 2.5. ScS (solid line) and ScSScS (dashed line) are aligned to 0 s and plotted on top of each 

other. The dashed traces with ScSScS have been multiplied by 3. The seismograms on the left are 

unfiltered and on the right are band-passed between 20 and 60 mHz. 

NNA. 20.6 deg. 562 km. 20 60 mHz 
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Figure 2.6. ScS (solid line), sScS (dotted line) and ScSScS (dashed line) are aligned to 0 s, band­

passed between 20 and 60 mHz, and normalized. The trace witl! sScS !las been multiplied by -1. 

Station is NNA (Pent), epicentral distance and hypocentral depth are 20.6° and 562 km, respectively. 

Precursors to all three phases are coherent at low frequencies. 
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2.2.2 Stacks and Slowness Determination 

A reflector about 180 km above the CMB would cause a normal move-out (NMO) of the 
differential travel time (tSeS - tsDs) of about 6 s at a distance of 24° with a differential slowness 
of about 0.5 s/deg. We checked this result by performing a slant stack of 18 traces with clear 
and similar ScSH waveforms. The events used for thc stack have underlined event numbers 
in Table 2.1. We aligned and normalized the ScSH phases and summed the band-passed 
(0.05-0.2 Hz) seismograms for different differential slownesses. The result is presented as a 
contour plot in Figure 2.7. The ScSH phase can easily be identified as the largest minimum 
at zero slowness and time. The precursor is clearly visible at about -43 s for a differential 
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Figure 2.7. Normalized slant stack for 18 transverse seismograms. Shaded contouring ranges from 
-0.28 to 0.28, while the lines contour all amplitudes with a step size of 0.05. ScSH is visible as 

minimum at 6..t=O s, 6..p=O s/deg. The precursor with positive amplitude is evident at 6..t=-43 sand 
D.p ~ -0.5 s/deg. 

slowness between 0.3 and -0.7 s/deg. Its maximum in amplitude is at about -0.5 s/deg. 
The timing is correct for a discontinuity at about 180 km above the CMB. However, the 
measured slowness is smaller than the expected value of 0.5 s/deg. This deviation can be 
explained by heterogeneities within the D" region and/or topography of the reflector. For 
instance a reflector which dips northward with an angle of about 7° can cause the observed 
slowness deviation. 

-40 -20 
Ditt. Travel Time (s) 
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diff. slowness: -0.5 s/deg 
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Figure 2.8. Slant-stacked seismograms for a differential slowness of -0.5 sldeg. The precursor at 
-43 s is mainly transversely polarized and has opposite polarity to ScSH. The one standard deviation 
uncertainty is indicated by the line thickness. The stacked wavelet to the right shows the ScSH signal 
at zero slowness. 

The epicentral distances of the 18 events used range from 15.3° to 25.6° but cluster 
around 22°. Figure 2.8 shows stacks for each component at a slowness of -0.5 s/deg and 
the stacked ScSH waveforms at zero slowness. The line thickness represents the standard 
deviation of the stack, i.e., the 66% confidence limits, thus a thinner line indicates better­
constrained amplitudes. The ScSH phase at zero slowness is a case in point; the thin lines 
indicate the high similarity of the ScSH signals used. The precursor is strongest on the 
transverse component, and the radial and vertical components show little and no visible 
energy, respectively. 

A ScS precursor generated close to the receiver must arrive as a P wave in order to 
shorten the ScS travel time; these are ScSdP or ScSdp-type phases where "d" represents 
the conversion depth. Such phases lead to onsets which are expected to be strongest or 
at least present on the vertical component. However, both slant stacks and single traces 
clearly show the strongest energy on the transverse component. For similar reasons, i.e., 
absence of clear signals on the radial components, SPdiffS type phases can be excluded as 
explanations for the precursors. 
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2.2.3 SDS/ScSH Amplitude Ratio 

The theoretical SH reflection coefficient of the CMB without topography equals 1 and 
is independent of frequency and incidence angle, while for a realistic value of a plane 
discontinuity within D" (and at steep ray incidence), this is not expected to exceed 0.03. 
Thus the amplitude of a steep-angle reflected SoS phase should not be greater than the noise 
level. Indeed, in order to explain the large SoS amplitudes and their polarity with respect to 
ScSH with a reflection from a plane discontinuity in density alone entails a jump from about 
5.5 to 9-10 g/cm3 ; the latter values are generally recognized to describe the density of the 
top of the outer core. Therefore a focusing mechanism is required to explain the observed 
SoS amplitudes, which greatly exceed 3% of the ScSH phases. Even if the ScSH phase was 

defocused, which would provide an overestimation of the SoS amplitude with respect to 
ScSH, this would not explain the sometimes large 50S signal-to-noise ratio. 

Apart from the large amplitudes, we also observe frequency dependence. SoS appears 
strongest in the band from 0.05 to 0.2 Hz (see Figure 2.1). Furthermore, the observed 
SoS/ScSH amplitude ratio decreases in the frequency band from 0.1 to 0.5 Hz. The recording 
from station MAIO (Figure 2.la) is an exception. The absence of a low-frequent5cSH could 
indicate structural complexity close to the CMB. 

Further, almost no precursory signal is observed at frequencies larger than 0.5 Hz. 
Alone, this frequency dependence can be modeled by a reflection from a linear transition 
zone 5-15 km wide vertically. However, given the large amplitudes, frequency-dependent 
focusing (which might also include a frequency-dependent reflection) is more likely. 

events 6 and 10, untilt. events 6 and 10, 20 - 80 mHz 
-.. " 

\j ScS \ ':s S.' c 
I I I I I I I I I I I I I I I I I I I I I I I I I I 

-100-80 -60 -40 -20 0 20 -100-80 -60 -40 -20 0 20 
Ref. Time [s] Ref. Time [s] 

Figure 2.9. Two seismograms aligned with respect to the ScSH phase and plotted on top of each 
other. The seismograms to the left are unfiltered and to the right are band-passed. Event locations are 

separated by about 0.5°. 

In Figure 2.9, we show traces from two different events, aligned with respect to SrS 

and plotted on top of each other. The events are separated by 0.5°, and the separation of 
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the geometrical reflection points is therefore approximately 0.3 0 Whereas the solid trace • 

(event 6) clearly shows a precursor at -45 s, there is less high-frequency signal evident on 
the other trace (event 10). As can be seen from Figure 2.1 d, the precursor observed for event 
6 is not visible at frequencies larger than 0.2 Hz. The Fresnel zone for a spherical reflector 
resembles a circle with a radius of", 1.90 for a frequency of 0.25 Hz (see Figure 2.3). Here 
the Fresnel zone is defined by !j.t :S ~ T, where T is the period and !j.t is the travel time 
residual between rays with perturbed and geometrical bounce points. Thus events 6 and 
10 show that SDS/ScSH amplitude ratios in the frequency band from 0.05 to 0.2 Hz may 
vary for different reflection points located within the same two-dimensional (2-D) Fresnel 
zone. These observations support the focusing model since they cannot be explained by 
radial one-dimensional (I-D) layering above the CMB. Frequency-dependent focusing and 
defocusing can occur for different reflection points within the same Fresnel zone. In other 
words, it looks like that station SNZO was closer to a region of focusing for event 6 than 
for event 10. This might explain the presence and absence of the high-frequent components 
of the focused wave field for the events 6 and 10. 

In the presence of topography, signal from the SDS precursor is also expected on the 
radial component. Its amplitude will depend on the source radiation pattern as well as the 
actual shape of topography. Indeed, some signal is visible on the radial component of the 
stacked records of Figure 2.8. This signal is more difficult to identify on the individual 
seismograms, but a hint of it might be recognized, e.g., for event 6 in Figure 2.1d. In the 
following we are mainly going to discuss the occasionally strong energy on the transverse 
component. However, any proposed model must also explain the SDS energy on the radial 
component. 

2.3 Synthetic Modeling 

As established above, a focusing mechanism is necessary to explain large SDS amplitudes 
and the variability of the observations with a reasonable velocity and density contrast. There 
are many ways to focus a wave field through a three-dimensional (3-D) Earth structure, and 
the subject of the following section is to investigate one possibility which we find to be 
effective: focusing through a discontinuity with topography. This approach is further 
justified by observations of near-grazing ScS precursors that show a variable depth to this 
discontinuity [e.g., Camero et at., 1993; Kendall and Shearer, 1994]. 

2.3.1 The Method 

We chose a Kirchhoff-Helmholtz -related method after Frazer and Sen [1985] and Frazer 

[1987] which has been successfully applied for P4 1nP by Neele and Snieder [1992] and 

P 660S phases by Van der Lee et al. [1994]. It is essentially a combination of geometri­



20 Chapter 2 

cal acoustics and plane wave reflections with the Kirchhoff-Helmholtz formulation as its 
backbone. Geometrical optics are used to propagate the rays between the source, discon­
tinuity and station, and the plane wave SH- and SV-reflection coefficients are incorporated 
to construct a generalized reflection coefficient. We are using the single fold representation 
[Frazer and Sen, 1985], which means that we integrate over just one surface. This is either 
the CMB or the reflector above the CMB. The final seismograms are obtained by summing 
both time series. Thus the ScS phase is calculated for the unperturbed medium. The geom­
etry and the laterally homogeneous background medium ensure that the wave field does not 
have a caustic on the reflector, which implies that there is no singularity in the integration. 
However, caustics at the receiver are allowed since the Kirchhoff-Helmholtz theory treats 
the receiver as a second source of a second wave field. Owing to the use of plane wave 
reflection coefficients, the method is restricted to plane waves and a local plane interface. 
Consequently, the scale length ofthe topography has to be larger than the actual Fresnel zone. 
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Figure 2.10. Station-event configuration projected on top of the schematically indicated egg-box like 
topography with scale length 200 at D U The enlarged event cluster is shown in the insert at the lower• 

right. The event at the corner is labeled event 0, and its distance to the receiver is 25°. Some events 
have a spacing of0.50 

, others of0.1 o. Events Wl and Nl are separated by 2° from event O. 

For the synthetics, we used a station-event configuration as illustrated in Figure 2.10. 
The epicentral distance from event 0 (in the southeastern corner) and the receiver is 25°. 
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The event cluster consists of 16 more events, 8 to the west (Wl-W8) and 8 to the north 
(Nl-N8). The spacings between the hypocenters are 0.5° (Wl-W4, Nl-N4) and 0.1° 

(W5-W8, N5-N8). We used an egg-box-shaped topography schematically indicated by the 
shading in Figure 2.10. One of the minima of the topography is fixed at the position of 
the geometrical bounce point for event 0, while topography amplitude A and scale length 
A are free parameters which vary the topography. A is measured from a mean depth to 
its extremum. Whether the wave field for a fixed station-event configuration is focused 
or not depends on the frequency, i.e., Fresnel zone resolution width, and the curvature of 
the topography, which is determined by A and A. In other words, there exists a trade-off 
between A and A for fixed frequencies, which consequently complicates distinguishing 
between certain models. 

For our test calculations, we used a discontinuity with an S-velocity and density increase 
of 3%. This means that the SH-wave reflection coefficient and impedance increase are -0.03 
and 6% at normal incidence. The synthetic seismograms are calculated for frequencies up 
to 1 Hz. The source has a spherically symmetric radiation pattern with a delta-function 
source. We expect focusing for scale lengths A larger than the Fresnel zone, but not too 
large, because then the curvature of the topography gets too small for focusing. If the scale 
length is much smaller than the Fresnel zone resolution width, the effect of topography is 
expected to average out, but this cannot be tested by our method due to the plane wave 
restriction. 

2.3.2 The Results 

1. The most important result is that it is possible to focus the wave field of the SDS 

phase to obtain the observed large amplitude SDS phases by assuming a fairly moderate 
discontinuity. In the three leftmost panels of Figure 2.11, we show the results for a 3% 
discontinuity in S-velocity and density, with amplitude A = 35 km, and varying scale lengths 
and frequency ranges. The event 0 - station configuration (Figure 2.10) has been used for 
these calculations. The amplitudes at high frequency indicate strongest focusing at about 
A = 20°-21° (::: 1200 km). Other tests showed that decreasing the event 0 - station distance 
from 25° to 20° leads to amplitudes further increased by about 35%. The most important 
reasons for this are that (l) the SH-reflection coefficient varies as a function of incidence 
angle and (2) focusing depends on the configuration of event, station, and topography. 

2. There exists a strong trade-off between topography amplitude (A) and scale length 
(A). If A is increased, focusing is obtained for larger scale lengths, and if A is decreased, 
smaller scale lengths lead to focusing. Similar focused SDS amplitudes for the frequency 
range smaller than 1 Hz are attained for scale lengths and amplitudes between A = 19°, 

A = 30 km and A = 25°, A = 50 km. Outside this range of topography, the focused 
amplitudes decrease. Two examples of lower-amplitude focusing can he found in the fourth 
panel of Figure 2.11. The trade-off between A and A can be approximated by considering 
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Figure 2.11. Transverse synthetic seismograms which have been calculated for the event 0 - station 

configuration (Figure 2.10). The number to the lower right of each trace shows the scale length ,\ 

(in degrees) used. The amplitude A was fixed to 35 km (the first three columns), 15 km (the fourth 

column, top 7 traces), and 65 km (the fourth column, lower 7 traces). 

the theoretical focusing factor [NeeIe and Snieder, 1992], which is the spectral ratio of the 
wave fields from a perturbed and a fiat reflector. Assuming that the focused amplitudes 
belong to one single stationary phase, the focusing factor becomes a function of AI,\2. This 
is what we approximately find from our synthetics for models which cause strong amplitude 
focusing. 

3. In Figure 2.12, we show the seismograms for the event cluster of Figure 2.10 
and demonstrate the spatial sensitivity of the focused wave field. The parameters of the 
topography used are A = 35 km and>. = 200 High-freq uency reflections are only observed • 

within a small focusing region, while low-frequency reflections occur over a wider region. 
It appears that within the frequency range we consider, the caustic volume decreases with 
increasing frequency. Here the caustic volume refers to the finite caustic for physical rays 
at finite frequencies [Kravtsov, 1988]. It is not expected that the caustic volume generally 
decreases with increasing frequencies. For instance, rays with Fresnel zones much smaller 
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Figure 2.12. Synthetic seismograms which have been calculated for the event configuration ofFigure 

2.10. Topography used has an amplitude A=35 km and scale length '>'=20°. The event spacing between 

Nl-N2, N2-N3, and N3-N4 (Wl-W2, ..., analogous) is 0.5°, and all the other event locations are 
separated by 0.1°. The epicentral distance ofevent 0 to the receiver is 25°, The frequency band of the 

traces is indicated at the top ofeach panel. 

than the scale length of our topography locally sample an almost plane-like reflector which 
does not lead to focusing. Alternatively, waves with decreasing frequencies cannot always 
have an increased caustic volume, since for scale lengths much smaller than the Fresnel 
zone, the effect of the topography on the wave field averages out to zero. 

4. Figure 2.12 further shows that a variation of event position less than 2° (see WI and 
NI) is enough to move out of the SDS focusing region for all frequencies. The corresponding 
reflection point separation is surely smaller than 10, and Figure 2.12 therefore illustrates 

amplitude variations which might occur for geometrical bounce points clustered within the 
same 2-D Fresnel zone. A Fresnel zone with radius larger than 2° corresponds to waves 

with frequencies smaller than 0.25 Hz. This implies that small-scale structures are not 
required to explain amplitude variations within a Fresnel zone. This is mainly due to two 
reasons: (1) The distance from the reflector to the Earth's surface is large, which allows 
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the wave field to have caustics close to the receiver caused by large-scale structures at the 
reflector and (2) the width of these caustic volumes is small. 

5. The calculated waveforms for SDS have similarities to our data. The synthetic SDS 

waveforms have opposite polarity to the ScS phase when no strong focusing occurs. Thus 
they are dominated by the impedance increase (compare with Figure 2.8). In the strong 
focusing region itself, the SDS waveforms are more complex. They do not resemble the 
ScS waveform but look more like its negative Hilbert transform. This involves a negative 

reflection coefficient and the phase retardation of 1r/2 at a caustic. Note that these ScS and 
SDS waveforms from trace 6 in Figure 2.9 approximately resemble the synthetic waveforms. 

We show that focusing due to large-scale topography (1200-1600 km) of a moderate 

discontinuity can explain the intermittently observed large SDS amplitudes. The frequency­
dependent focusing depends on amplitude A and wavelength A of the topography, vertical 
distance between discontinuity and receiver, the event-receiver configuration itself, and 
the event-receiver position relative to the topography. The small spatial sampling of the 
wave field and the trade-off, ambiguity, and complexity of the focusing mechanism make it 
difficult to further constrain the model. Indeed, we find that a SDS amplitude decrease with 
increasing frequency (the observed frequency cut off at 0.5 Hz) can be explained by any 
combination of the three following circumstances: (I) The reflection coefficient is frequency 
dependent if the reflector is not a single first-order discontinuity. (A first-order discontinuity 
is a transition where the elastic parameters and/or density change discontinuously.) (2) The 
Fresnel zone which decreases with increasing frequency leads to a smaller sampling of the 
curved reflector for higher frequencies and will at one point lead to a decrease of focusing. 
(3) The caustic volume or focusing region gets smaller with increasing frequency. Thus any 
phase in the vicinity of a caustic volume will show a frequency dependence with a "fading 
out" of higher frequencies. 

In our calculations, we considered a monochromatic sinusoidal reflector only. Structure 
with more scale lengths will further increase the ambiguity. For instance, assume that there 
is a small-scale bump superimposed on the minimum of the sinusoidally shaped reflector. 
If in addition the location of this bump coincides with the geometrical reflection point, 
then a high-frequency wave will be defocused while the low-frequency components are still 
focused due to the long-scale structure. We expect to observe a low-frequent precursor. 
Alternatively, high-frequent SDS focusing could also have been suppressed by a frequency­
dependent reflection coefficient and/or by having the receiver in the vicinity of the focusing 
zone as mentioned above. 

Note that we can increase the synthetic SDS/ScSH amplitude ratio even more by replac­

ing the monochromatic sinusoidally shaped topography with a parabolic reflector which 

strengthens SDS or by defocusing the ScSH phase by CMB topography. We cannot resolve 
all the ambiguities with the present amount of data, and we refrain from presenting a "best" 
model. 
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Last, we want to point out that our synthetic SDS phases have amplitudes on the radial 
component which are 60-70% of those on the transverse component. This is expected due 
to the smaller SV-reflection coefficient (it may even change sign) when compared with the 
SH-reflection coefficient for the considered slowness range. Note that the observed radial­
to-transverse SDS amplitude ratio of Figure 2.8 is similar to the synthetically calculated 
one. 

2.4 Discussion 

We observe intermittent ScS and sScS precursors at different stations, which we interpret 
to be caused by a reflector located at about 180 km above the CMB. We can rule out other 
possible interpretations for SDS such as near-source or near-receiver scattering. Our more 
detailed analysis shows the precursors for a reflector underneath the Kermadec region. The 
depth of the reflector is constrained by the differential travel time (tscs -tsDs) to about 180 
km. This depth estimation is based on the assumption that the lowermost 180 km can be 
described by a constant S-velocity of 7.26 km/s. A velocity perturbation of ±59'0 would 
lead to a change in depth estimation of about ± 10 km. 

The large SDS/ScSH amplitude ratio and the frequency dependence of the observations 
require frequency-dependent focusing of SDS. We tested focusing using topography, and 
synthetic modeling shows that realistic models can focus the wave field strongly enough 
to be observed. The SDS/ScSH amplitude ratio from the synthetics from a monochrome 
sinusoidal topography reach 1/3, which is the ratio of the stacked phases from Figure 
2.8. Still, we need to increase this amplitude ratio in order to explain the upper bound of 
SDSIScSH observed in individual traces such as presented in Figures 2.1 and 2.2. This can 
be done in two ways: first, by defocusing the ScS phase due to D" heterogeneities and/or 
CMB topography and second, by further focusing SDS. We cannot resolve this ambiguity 
by the presented amount of data but expect topography with dominant scale lengths on the 
order of 19°-25° (that is, 1200-1600 km at the reflector) with corresponding amplitudes of 
30-50 km. We showed that such topography could lead to intermittent observations of SDS. 

The inferred long-scale structures further agree with the mapped ScS-S and sScS-sS 

differential travel times by "ysession et al. r1994] or the multiple-phase analysis by Young 
and Lay [1990]. "ysession et al. [1994] find anomalies with dominant lateral dimensions 
of about 1000-2500 km or more beneath the west Pacific for the lowermost 300 km of the 
mantle in a study which could resolve much smaller scale lengths. 

Furthermore, the depth of the reflector presented here, 180 km, is in good agreement with 
a ScS precursor found by Gaherty and Lay r1992] and Garnero et al. [1993] for near-grazing 
S waves under Eurasia and the mid-Pacific D" region, respectively. Also, SV diffracted 
waves around the Earth's core underneath Alaska can be best modeled by a discontinuity 
at a depth 180 km above the CMB [Lay and Young, 199)]. Our estimated topography of 
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30-50 km would result in a scatter in differential travel times of 2-5 s, which is consistent 
with observations by Gaherty and Lay [1992]. The intermittent observation of their 160-km 
precursor caused Gaherty and Lay [19921 to assume that its spatial extension is limited. 
We suspect, however, that the intermittent character of their wide-angle observations has a 
cause similar to the steeply reflected precursors of our study, i.e., focusing and defocusing 
due to topography. 

A similar mechanism could also explain the clustering within a Fresnel zone of observ­
able and unobservable precursors from the top of the D" (at approximately 300 km above 
the CMB). Such observations have been reported by Weber [1993] for broadband SDS and 
PDP. Weber [1993] finds reflector spots as small as 130 km, while reflectors as large as 
1500 km have also been inferred [e.g., Young and Lay, 1990]. This does not contradict our 
suggestion of focusing, since Young and Lay [1990] used long-period data, while Weber 
[1993] worked with broadband data with dominant periods of 4-6 s for SDS and 1 s for 
PDP waves. We demonstrated that topography of large scale lengths causes highly variable 
short-period reflections observed in small focusing regions and more stable long-period 
reflections in larger focusing regions. Consequently, the top of the D" at ~300 km, as both 
studies bring out, can be explained by a global reflector, which is dominated by relatively 
large scale lengths. Indeed, Nata! and Houard [1993] proposed a global discontinuity on 
top of D" which, due to laterally varying properties, leads to intermittent detection. 

Evidence for a P wave discontinuity at 160 km above the CMB, a depth similar to 
our S wave reflector, has furthermore been presented by Wright et al. [1985] from short­
period data using different arrays and source regions. They used travel time and slowness 
measurements of low-angle reflected PDP phase underneath Indonesia, western Pacific, and 
mid-Pacific. On the other hand, Neuberg and Wahr [1991], searching for high-frequency 
PDP phases steeply reflected from one small spot between Tonga and Australia, did not 
see such a discontinuity. However, H-C. Nata! (personal communication, 1996) observed 
steeply reflected PDP phases from the top of D" underneath Alaska. 

Steep incidence ScS reverberations were considered by Revenaugh and Jordan [1989]. 
They observed a reflector which, due to ambiguity inherent to their method, could be caused 
either by a rapid impedance decrease in the upper 100 km of the mantle or by an impedance 
increase (R ~ -0.03) about 170 km above the CMB. The latter possibility is consistent 
in polarity and depth with our observations. Revenaugh and Jordan [1989] used 40 mHz 
low-passed data, which are much less affected by focusing than the higher frequencies used 
here. This explains their impedance increase of about 6%, which is much less than we would 
find from the focused phases by assuming plane layering and higher frequencies. In a more 
extensive study, Revenaugh and Jordan [1991] gave no evidence for the discontinuity 170 
km above CMB. 
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2.5 Conclusions 

We have found intennittent observations of ScSH precursors recorded at small epicentral 
distances (.6. < 30°) and conclude that these are steeply reflected phases from a reflector 
located at about 180 km above the CMB. With evidence from synthetic seismograms for 
steeply reflected S waves, we infer that topography with scale lengths of about 1200-1600 
km can explain the observed frequency-amplitude characteristics of the precursor. We 
do not exclude the presence of shorter scale length structure but find that (at least for 
steep incidence reflections) the observation of intennittent phases and the interpretation of 
reflector spots smaller than the Fresnel zone can be explained by long-scale topography. 
Owing to a limited data set, we can give no evidence for a global presence of the reflector 
described here. However, we believe that the D" is at least locally layered. 

The frequency dependence of focusing can be understood as a combination of three 
processes. These are (1) the frequency-dependent size of the caustic volume, (2) the 
different sampling of the curved discontinuity due to the frequency-dependent Fresnel zone, 
and (3) a frequency-dependent reflection coefficient. The ambiguity in the interpretation 
and separation of these effects can probably be decreased with good spatial sampling of 
the focused wave field. Altogether, more broadband data and 3-D modeling for a broad 
frequency range are required for a better understanding of the radial structure of D". 



Chapter 3 

Noise Reduction and Detection of Weak, 

Coherent Signals through Phase Weighted 

Stacks 

Abstract. We present a new tool for efficient incoherent noise reduction for array data 
employing complex trace analysis. An amplitude unbiased coherency measure is designed 
based on the instantaneous phase which is used to weight the samples of an ordinary, linear 
stack. The result is called the phase weighted stack (PWS) and is cleaned from incoherent 
noise. PWS thus permits detection of weak but coherent arrivals. The method presented can 
easily be extended to phase weighted cross-correlations or be applied in the 7" - P domain. 
We illustrate and discuss the advantages and disadvantages of PWS in comparison to other 
coherency measures and present examples. We further show that our non-linear stacking 
technique enables us to detect a weak lower mantle P-to-S conversion from a depth of 

approximately 840 km on array data. Hints of a 840 km discontinuity have been reported, 
however such a discontinuity is not yet established due to lack of further evidence. 

A slightly changed version of this chapter has been accepted for publication as: Schimmel, M. 
& H. Paulssen, Noise reduction and detection of weak, coherent signals through phase weighted 
stacks, Geophys. 1. Int., in press, 1997. 
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3.1 Introduction and Motivation 

In the determination of Earth structure the identification of weak signals such as reflections 

or conversions from mantle discontinuities plays an important role. Their travel times, 
amplitudes and spatial coherencies at different frequencies are crucial for inferences about 

impedance contrast, thickness and topography of the discontinuity. Identifying these weak 
seismic phases usually requires many good-quality seismograms and a good spatial sampling 
of the target. In seismic exploration the target sampling, amount of data and source can 
be controlled during the design of the experiment. However, in global seismology we are 

generally restricted due to a sparse distribution of earthquakes and stations and unprecisely 
known source parameters. This decreases the amount of applicable techniques for signal 
enhancing in the usual seismological framework. 

Weak phases can only be detected by their coherent appearance on different traces. 
Various techniques have been designed to detect coherent signals. For array data stacking 
techniques can be applied where the traces are summed along assumed travel time curves. 
These can be the normal-move-out (NMO) curves for reflected phases or just straight travel 
time curves for slant stacks. Assuming that the summation of seismograms is performed 
along the correct travel time curve, the signal is expected to sum up constructively while the 
surrounding noise amplitude should decrease. An important factor for the noise reduction 
is of course the data quality. Unfortunately, a large part of the seismogram consists of signal 

generated noise. Consequently, other larger and more prominent phases in the vicinity of our 
weak signal are considered noise. Even though they stack less coherent than our signal they 
can appear as large amplitude features in the stack and lead to ambiguous phase detection. 
Difficulties in suppressing noise using ordinary stacks was the motivation for non-linear 
stacking techniques such as the n-th root process by Muirhead [1968] and Kanasewich et 
at. [1973]. In seismology n-th root stack has been successfully applied to detect weak 
non-prominent phases such as s670P (Richards and Wicks, 1990) or s920P (Kawakatsu 
and Niu, 1994) conversions. Another motivation for non-linear stacking is to lower the 
threshold for event detection. For instance Weichert [1975] successfully used a logarithmic 
process similar to the n-th root processing. A number of other beamforming techniques 
exists. Neele and Snieder [1991] increased the resolution of the conventional beamforming 
by applying inverse theory in order to optimize the array response. Kriiger et at. [1993] 
designed a double beam method which combines source and receiver array beamforming. 
Ziim and Rydelek [1994] recall the phasor-walkout method to show how coherent harmonic 

signals such as the eigen modes of the Earth can be detected on single time series. They use 
a graphical representation of the Fourier transform which reveals the random, coherent, or 
periodic nature of signals in a complex spectrum. Further, Rydelek and Sacks [1989] apply 

phasor-walkouts to detect periodicities in earthquake catalogs. Phasor-walkouts and the 
method proposed here, although very different, are based on the same principles, namely 
phase-coherency of complex signals. 
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In exploration seismology a function called semblance (Taner and Koehler, 1969) is 
widely used to detect coherent signals across an array, and semblance weighted slant stacks 

are used for signal detection (e.g. Stoffa et ai., 1981; Kong et ai., 1985). Here we present 
a similar technique, which is based on a more direct coherency measure by involving 
instantaneous phases. It is called a phase weighted stack and we will use the abbreviation 
PWS. We will show an application and discuss the PWS in comparison with the n-th root 
stack (Muirhead, 1968), energy normalized cross-correlation (Neidell and Taner, 1971), 
the coherency functional after Gelchinsky et ai. [1985] and semblance (Taner and Koehler, 
1969). 

3.2 Method 

We present a coherency measure which is explicitly independent of the amplitude and use 
this measure to weight the samples of the linear stack. The coherency measure is based on 
the instantaneous phase of the unstacked traces as will be visualized using complex trace 
analysis. We outline the method below. 

3.2.1 Analytic Signal and Phase Stacks 

In complex trace analysis an analytic signal or complex trace S(t) is constructed from the 
seismic trace s(t). This happens by ascribing the seismic trace s(t) to the real part of 
the analytic signal and its Hilbert transform H(s(t)) to the imaginary part of 3(t). The 
analytic signal then takes the form S(t) = s(t) + iH(s(t)). The analytical signal can also 
be expressed with time dependent amplitude A(t) and phase <p(t). 

S(t) = s(t) + iH(s(t)) = A(t)ei<I>(t) (3.1) 

A(t) is the envelope of s(t) and <p(t) is called instantaneous phase (e.g. Bracewell, 1965). 
We visualize the analytic trace as a vector with length A(t) which rotates with progressing 
time in the complex space around a time axis (Taner et ai., 1979). The projection of this 
curve onto the surface spanned by the real axis and the time axis is our seismic trace s (t). 

We picture the linear or ordinary stack 1/N L s j (t) as the real part of the sum of the 
analytic traces. Index j enumerates the N traces used. Figure 3.1 a schematically shows the 
stack of two analytic traces G(1") = 31 (r) + 32 (r) at fixed time t = r, i.e. on a sample 
by sample basis. Let us assume that the phase of 32 (r) is variable, then we know G(r) 
ends on the circle indicated with dashed lines. The envelope IG(t)1 will be maximal if 

both instantaneous phases <PI (r) and <P2 (r) are equal. In that case the signal is coherent. 
The sum of incoherent signal adds to a smaller IG(r)l. 13dr)1 will in general differ from 
132 (r)l, and in the presence of large amplitude noise IG(t)1 can be larger for noise than 
for the coherent tiny signal. Especially the stack of small datasets is biased by this sort 
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Figure 3.1. a) Visualization of the summation of two samples from analytic traces 51 (t) and 52 (t) 
in the complex plain. The sum vector C is not very sensitive to changes in the instantaneous phase 

<1>2. b) 51 (t) and 5 2 (t) are normalized on a sample by sample basis. C is now very sensitive to 

changes in the instantaneous phase. ICI, the phase stack, is a direct measure of the coherency. 

of noise. We bypass this and increase the SIN ratio for IC(t)1 by normalizing the analytic 
traces 51 (t) and 5 2 (t) sample by sample. This is illustrated in Figure 3.lb and we call the 
following sum a phase stack since no amplitudes are explicitly involved: 

Re 

1 N 
'"""' eiif>; (t)c(t) = _ (3.2)

N~ 
j=l 

where N is the number of traces used. The amplitudes of the phase stack range between 0 
and 1 as a function of time. If the instantaneous phases of the signals at a certain time are 
coherent, then the amplitude of the phase stack equals one. Zero amplitude means that the 
signals summed up completely destructively. The phase stack is a measure of coherency 
as function of time, i.e. the effectiveness of the stack on the base of the instantaneous 
phase is described. The amplitudes of the seismic traces are only involved to compute the 
instantaneous phase. We like to mention here that the phase stack c(t) can be smoothed 
similarly to other mea~es which are mainly used in seismic exploration. Hereafter the 
smoothed phase stack c(t) is obtained by averaging over a time gate centered at time t with 
width 2T: 

~ 1 HT/2 

c(t) = 2T + 1 L c(T) (3.3) 
T=t-T/2 

In equation 3.3 t, T and T are indices rather than time variables. 
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3.2.2 Phase Weighted Stacks 

The objective is to suppress stacked signals which are not coherent. For this purpose we 
involve the phase stack as coherency measure for the sum of seismic traces. The idea is to 
use the phase stack as a time dependent weight of the linear stack. This is easily performed 
by the multiplication of both terms: 

11 N 1 N IVg(t) = N ~ Sj(t) Nt; ei<h(t) (3.4) 

Now it becomes clear why we call this a phase weighted stack or just PWS. Namely, 
every sample of the linear stack will be weighted by the coherency of its instantaneous 
phases. Weak coherent signals are enhanced through the incoherent noise reduction. The 
phase stack acts as filter with a certain sharpness of the transition between phase similarity 
and dissimilarity which is controlled by the power v. The linear stack is retrieved with 
v = O. The PWS is a non-linear stack and waveform distortion is expected. However, 
coherent signal will not be distorted too much since the instantaneous phase is presumed to 
be more or less stationary on the individual traces. The strongest distortions are expected 
for incoherent signal. In the following we involve synthetic data to show the merits of PWS 
and phase stack. 
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3.3 Application to Synthetic Data 

In subsequent sections we show the performance of PWS using synthetic data. This 
encompasses a qualitative comparison of PWS with the linear stack and n-th root stack 
(Muirhead, 1968; Kanasewich et al., 1973) which is another effective non-linear stacking 

technique. A second important issue which is addressed in this section is the coherency 
measure itself. We compare the phase stack to other coherency measures which are often 
applied in seismic exploration. 

3.3.1 Phase Weighted Stack Versus Linear Stack 

In the following example we compare the abilities of the PWS and linear stack to detect 

coherent signals and to distinguish them from signal generated noise. Figure 3.2a shows 
10 synthetic seismograms. Arrows with numbers label the distinct arrivals to simplify their 
naming. Arrivals I to 4 label the coherent signals and arrivals 5 and 6 label the signal 
generated noise. The same seismogram section but with superimposed noise is illustrated 
in Figure 3.2b. Note that it seems impossible to recognize all arrivals by eye due to relative 
heigh amplitude noise. Figures 3.2c and d demonstrate the squared phase stacks (PS), linear 
stacks (LS) and PWS's at zero slowness. The squared phase stack (v=2) is used to calculate 
the PWS. It can be regarded as the power of the phase stack which helps to increase the 
SIN ratio. (We like to mention here that an analytic signal with zero amplitude theoretically 
does not have a phase. However, numerically a phase zero is ascribed to a zero amplitude 
signal. Consequently phase stacks of zero amplitude traces equal one. In Figure 3.2c the 
phase stack deviates from one due to numerical noise in the time series of Figure 3.2a.) The 
phase stack of Figure 3.2c equals one for the coherent arrivals I and 4, and is still large for 
arrival 2 which interferes with arrival 3. The noise contaminated data yield a phase stack 
(Figure 3.2d) which indicates coherency for the same arrivals. Due to the noise they are 
less coherent than in Figure 3.2c but stand clearly out of the surrounding noise. 

Note that from Figure 3.2b it seems to be impossible to distinguish between coherent 
arrival 4 and 'signal generated noise' 5 and 6. Indeed all three arrivals show up as a clear 
signal in the linear stack and thus might be misinterpreted as coherent arrival. However, 
the PWS's (bottom traces in Figures 3.2c,d) bring certainty. They are cleaned from arrivals 
5, 6 and other noise. This is justified since the PWS is constructed from the linear stack 
by multiplication with the phase stack. Phases 5 and 6 are not coherent over the array (see 
Figure 3.2a) and are therefore down-weighted by the phase stack. This decision could not 

have been made by inspecting the noisy data themselves or the linear stack. Note that the 

random noise is similarly down-weighted. 

Figures 3.2e and f show the contoured envelopes of the linear stacks and PWS's at 
different slownesses. The stacks are performed with respect to the trace at the distance 
of 10 deg. Both slant stacks are normalized to one and contoured for intervals 0.1. PWS 
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enables a correct slowness and arrival time determination of all weak arrivals while the 
linear stack is too noisy. PWS is indeed cleaned from signal generated noise which in the 
linear stack might lead to misinterpretations. 

3.3.2 Phase Stack Versus Other Coherency Measures 

Many other coherency measures are based on the cross-correlation coefficients of real or 
complex traces. Some of them differ by a different normalization. For the subsequent 
comparison three in seismic exploration commonly used coherency measures have been 
selected. 

2 2 

Figure 3.3. a) Synthetic time series with two arrivals each. Waveforms are all similar but the 

amplitude of the second signal of the last trace is multiplied by three. b) From top to bottom: cross­

correlation sum, coherency functional, semblance, phase stack for data from a). c) Same as b) but 

smoothed with a time gate width of 0.4 s (5 samples). 

Figure 3.3a shows fOUf time series each with a wavelet at about 3 sand 8 s. Their 
waveforms, arrival times and amplitudes are similar except one wavelet at 8 s which is three 
times larger. Some small amplitude noise has been added to the traces. 

First we apply the energy normalized cross-correlation sum (after eq. 10 in Neidell and 

Taner [1971] but for analytic traces) to our data. First trace in Figure 3.3h demonstrates the 
result. The second trace of Figure 3.3b shows the 'coherency functional' after Gelchinsky 
et al. [1985] (their eg. 21). This measure is normalized by the cross-correlation sum of 
envelopes. Note that these two measures can reach negative values. Thirdly (Figure 3.3b 
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third trace) we apply the semblance which is defined as an output-to-input energy ratio 
(Taner and Koehler, 1969; Neidell and Taner, 1971). The output energy is determined by 

the squared stack and the input energy by the stack of squared traces. The last trace in Figure 
3.3b shows the squared phase stack. Square has been used since the other measures also 
involve the 'power two. Note that the squared phase stack becomes similar to the semblance 

which uses real traces and explicitly involves amplitudes. Semblance and phase stack range 
between zero and one. 

In exploration seismology the coherence measurements are often smoothed by averaging 
over a time gate such as in equation 3.3. The influence of a 0.4 s time gate is illustrated 
by the traces from Figure 3.3c. Smoothing is a simple and often used filter to stabilize 

waveforms and simplify signal detection. Throughout this paper we further do not apply 
smoothing since we like to present the method in its plain form without obscuring any 
undesired features. 

All these measures have in common that they become equal to one in case of phase 
and amplitude similarity, i.e. for equal instantaneous phase and envelope. This is fulfilled 
for the first arrival in our data in Figure 3.3a and explains the maximum values between 3 
and 5 s in Figure 3.3b,c. Note that the semblance reaches zero whenever the corresponding 
sample of the stack has zero amplitude. This causes the high frequency character of the 
semblance function and justifies smoothing. 

The cross-correlation sum, coherency functional and semblance are amplitude-biased 
coherency measures. Consequently, these measures do not depend on the waveforms alone 
but also on their relative amplitudes. This means that if one changes the amplitudes without 
modifying the waveforms then the coherence measure generally varies. The signals at ",-,8 ­
lOs in our data from Figure 3.3a have equal instantaneous phases but varying amplitUdes. 
The cross-correlation sum and semblance give a coherency smaller one (Figures 3.3b, c), 
as they penalize coherent signals with varying amplitudes. Conversely, the coherency 
functional and phase stack result in coherency one. Both measures perform equally well 
for our data. The phase stack is not sensitive to varying amplitudes since no amplitude 
information is involved (see eq. 3.2). The coherency functional is amplitude-unbiased only 

for phase coherency of all the records. 
We like to mention that the measures applied to our data are based on different design 

philosophies. For instance penalizing signals with varying amplitude can be an advantage 
for certain applications. For our application we consider the phase stack (Figure 3.6d) to 
be the better coherency measure, since it is not biased by the signal amplitudes and thus 

justifies its use for weighting stacks. Specially for the detection of weak signals we should 
not punish these when their amplitudes vary. 
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3.3.3 Phase Weighted Stack Versus N-th Root Stack 

Lastly we compare our stacking technique with another often used non-linear stacking 

technique: the so-called n-th root stack (Muirhead, 1968; Kanasewich et ai., 1973). We 
treat it here separately because, due to the nonlinearity, the results might appear similar to 
PWS. The n-th root stack is defined as 

y(t) = sign(r(t))lr(t)ln (3.5) 

where 

r(t) = 
1 N 1 

N L sign(sj(t))ISj(t)ln (3.6) 
j=l 

The power n is a number larger equal one. The linear stack is retrieved with n = 1; n > 1 
leads to a non-linear amplification which brings out small amplitude signal more clearly. 
It occurs on the expense of waveform distortion (e.g. Kanasewich et al., 1973) which for 
simple signal detection might not be of importance. In Figure 3.4 we compare the PWS 
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Figure 3.4. PWS (a) versus n-th root stack (b) at different power (v and n) for data from Figure 3.2b. 
Uppermost stacks (v = 0, n = 1) equal the linear stack. Label 1,2, and 4 mark the coherent arrivals. 
Open circles mark onset ofspurious signals (see text). 

(3.4a) with the n-th root process (3.4b) for the data of Figure 3.2b. The uppermost panel 
of Figure 3.4 shows the linear stacks as they are obtained by both techniques with v = 0 
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and n = 1, respectively. The labels mark the coherent signals. The other panels show the 
ability of both methods to enhance the coherent signals by increasing power. We observe 
that the waveform distortion due to non-linearity is smaller in the PWS than in the n-th 
root traces. The waveforms in the n-th root traces become narrower for increasing n. This 
waveform distortion can go even so far that spurious arrivals seem to be generated although 
in this example they are very small. We marked them with an open circle in Figure 3.4b. 
A comparison with the linear stack shows that these arrivals are in fact part of one wavelet. 

Strong spurious arrivals can be recognized in the real data example from section 3.4.3. 
Both, PWS and n-th root stack, seem to be appropriate for signal detection. However, PWS 

is based on a more physical background of phase coherency and permits a separation into 
its components, namely the linear stack and phase stack. 

3.4 Application to Real Data 

In the following we illustrate the performance of the stacking techniques and the coherency 
measures by using real data. We selected data of an earthquake which occured 599 km 
underneath the Peru-Brazil border region (10.97°S, 70.78°W) on the 17th of October 1990. 
The 9 broadband seismograms used are recordings from the NARS-NL array (Network 
of Autonomously Recording Stations which was employed in The Netherlands that time 
(Paulssen et ai., 1990)). The arrivals we detect are weak and less coherent than in the 
synthetic case study. A qualitative comparison of the different techniques evidently points 

to the advantages of phase stack and PWS. 

3.4.1 Phase Stack Versus Linear Stack 

Data preprocessing consists of rotation of the horizontal components to obtain radial and 
transverse polarized records, aligning the data to zero time with respect to the P arrival and 
band-passing them between 0.02 and 0.2 Hz. The three components of every recording have 
been normalized with respect to the P phase on the Z-component. Figure 3.5a shows the 
P-wave coda including the pP phase at about 129s on the radial components. These traces 
have been summed up yielding the linear stack. Its envelope (dotted line) and phase stack 
(dashed line) are plotted in Figure 3.5b. From the phase stack it is obvious that there are 
three coherent phases (marked by a dot) in the coda of the P phase (excludingpP). However, 

this is not evident from the envelope of the linear stack. What is more the signal between 
80 and 90 s on the linear stack might easily be misinterpreted as a coherent arrival, whereas 
the phase stack shows that it is not. As a result we expect them to be down-weighted in 
the PWS. The squared phase stack (v = 2) is used to calculate the PWS. Linear stack 
(dotted lines) and PWS (solid lines) for the Rand Z-component are displayed in Figures 
3.Sc and d. The amplitude range plotted corresponds to 12% of the P wave amplitude on 
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Figure 3.5. a) Radial traces recorded at NARS-NL, aligned with respect to the P-phase on the 
Z-component and band-passed between 0.02 to 0.2 Hz. b) Envelope of linear stack (dotted line) and 
phase stack (dashed line) for data presented in a). c) Linear stack (dotted line) and PWS (solid line) 
for R-component. Maximum amplitude plotted corresponds to 12% of the P-wave amplitude on the 
Z-component. d) Same as c) but Z-component. 

the Z-component. Notice that the amplitudes of the PWS are smaller than or equal to the 
amplitudes of the linear stack since the coherency weight does not become larger than one. 

The first two arrivals marked with a filled circle in Figure 3.5b can be identified as 
S-waves which left the source as P-waves, since there is no coherent arrival on the Z­
component and since they arrive too early for a pure S-wave. The first dot labels a Psms 

phase which reverberated once in the crust as an S-wave. Its amplitude on the PWS 
trace is about 60% of the linear stacked amplitude. Thus the Psms phase experienced a 
40% amplitude reduction due to incoherences. Also the first multiple reverberation Psms2 

(Psmssms) appears in the linear stack (open circle in Figure 3.5c), but is obviously much 
more incoherent since it is much stronger down-weighted in the PWS than the Psms arrival. 
The second dot in Figure 3.5b marks a P phase converted to S at the 4 IO-km discontinuity 
(P41Os). The linear stack shows the P410s phase and the first Moho multiple Psms2 with 
similar amplitude. However, in the PWS P410s stands out more clearly since it sums up 
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more coherently. The interpretation of the third signal in Figure 3.5b is more ambiguous 
since there is also energy on the Z-component (Figure 3.5d). Phase weighted slant stacking 

showed that there is interference of two arrivals at about 66 s which are separated by more 
than I s/deg in the slowness domain. One (P670s) has predominant energy on the radial 

component, the other at larger slowness has more energy on the vertical component. Finally, 
the open circle in Figure 3.5d indicates a clear longitudinally polarized arrival. It could 

be a P-wave reverberation near the source or receiver. A possible explanation would be a 

p4JOP phase, which is a near source underside reflection from the 41O-km discontinuity. 
This signal is almost not down-weighted, thus very coherent. 

Figure 3.5 shows that the detection of coherent signal is simplified due to the amplitude 
reduction of incoherent signal. The amplitude reduction cleaned the PWS from incoherent 

signal and together with the linear stack permits a more unambiguous phase detection. 

3.4.2 Phase Stack Versus Other Coherency Measures 

Here we apply the energy normalized cross-correlation sum (Figure 3.6a), coherency func­
tional (3.6b), semblance (3.6c), and squared phase stack (3.6d) to the data of Figure 3.5a. 
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Figure 3.6. Energy nor11Ullized cross-correlation sum (a), coherency functional (b), semblance (c) and 
squared phase stack (d) for data from Figure 3.5a. 
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Figure 3.6 enables a direct qualitative comparison between the different techniques 
to detect weak phases. For instance, Figures 3.6a-c show many large amplitude signals. 
However, some of those (marked by an open circle) do not coincide with the picks of Figure 
3.6d. From the phase stack we know that the coherency increases with the similarity of 
instantaneous phases only. This is its essential advantage since it enables to detect weak 

arrivals which are more coherent than the surrounding signal. The coherency measures 
of Figure 3.6a-c depend on the amplitudes. This dependence can obscure or feign weak 
coherent arrivals by assigning a coherency which is smaller than the coherency of a less 
phase coherent but large amplitude arrival. 

Among 3.6a-c the semblance (Figure 3.6c) seems to give the best coherency measure. 
However, a larger variation in amplitude of the coherent arrivals would result in a much 
poorer semblance (see Figure 3.3). We recall that this measure is usually smoothed. 
However, smoothing would not improve the SIN ratio. 

3.4.3 Phase Weighted Stack Versus N-th Root Stack 

Now we apply the n-th root stack (Muirhead, 19,68; Kanasewich et at., 1973) to the data 
of Figure 3.5a. In Figure 3.7 PWS (3.7a) is compared with the n-th root process (3.7b). 

n=3 

P670s 
• n=2 
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Figure 3.7. PWS (a) versus n-th root stack (b) at different power (ll and n) for data from Figure 3.5a. 

Uppermost stacks (ll = 0, n = 1) equal the linear stack. Open circles mark spurious signals which 
feign to be independent arrivals. 
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The uppennost panel of Figure 3.7 shows the linear stacks as they are obtained by both 
techniques with v = 0 and n = 1, respectively. The other traces show that both methods 
efficiently suppress noise. We observe that the wavefonn distortion is smaller in the PWS 
than in the n-th root traces as spurious arrivals (open circles) seem to be generated by this 
last method. Comparison with the linear stack shows that these arrivals are in fact part 
of one wavelet. Note that such artifacts are well-known and might be recognized in, for 
instance, Kanasewich et at. [1973] and Richards and Wicks [1990]. 

Although PWS and the n-th root stack perfonn almost equally well on our data we prefer 
to apply PWS for the detection of weak but coherent signals. PWS seems to suffer less from 
wavefonn distortions and spurious phases which can be larger than the coherent signal. It 

further pennits a separation into the linear stack and its phase coherency, the phase stack. 

3.5 Another Application: Detection of Weak P840s Phases 

Lastly we illustrate how PWS helped us to detect a coherent weak phase which is not 
predicted by standard Earth models. We selected data of three more events with hypocenters 
underneath North-West Argentina (1991 June 23, 26.8°S 63.35°W, 558 km, mb = 6.4), the 
Bonin Island region (1991 May 3, 28.08°N 139.59°E, 433 km, mb = 6), and Peru (1991 
July 6, 13.11°S 72.19°W, 105 km, mb = 6.2). The events were recorded at 9, 4, and 5 
broadband receivers of the NARS-NL array, respectively. Data were processed similar to 
the recordings from the Peru-Brazil event. Figure 3.8 shows the linear stacks (3.8a,c) and 
the PWS's (3.8b,d) of the radial (solid lines) and vertical components (dotted lines) of the 
Argentina and Bonin Island event. The Argentina event (Figure 3.8a,b) has an epicentral 
distance of ~ 100° to the reference station used for data alignment. Consequently, the first 
arrival is a core diffracted P-wave. The epicentral distance of the Bonin Island earthquake 
is 90°. The first arrivals are the P and PcP phase. Striking is the clear observation of 
radially polarized signals 80 s after the first arrivals. They are marked with filled circles in 
the PWS's in Figure 3.8b,d. After recognizing them on the PWS's they are also identified 
on the linear stacks where they are marked with open circles. This phase is also present in 
the stacks of the Peru-Brazil event (from Figure 3.5 however at higher frequencies) and for 
the Peru event. 

The interpretation could be either a P-to-S conversion from a discontinuity at a depth of 
approximately 840 km (P840s) or a Pp220s phase which experiences one surface reflection 
and a reflection-conversion at 220 km depth. Both phases arrive at about the same time 
and are indistinguishable by slowness using the NARS-NL data per event. Possible Pp220s 
phases are observed for the North American craton by Bostock [1996]. However, comparing 
the differential travel time from the Argentina event and the Peru or Peru-Brazil event (these 
three events have almost the same back azimuths) one finds a negative differential slowness 
as is predicted for the P840s phase. There are two other points in favor of a P840s rather 
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Figure 3.8. Linear stack for Argentina event (a) and Bonin Island event (c). b) and d) contain the 

corresponding PWS's. The Z and R-components are presented with dotted and solid lines, respectively. 

The data are band-passed between 0.05 and 0.6 Hz. Filled circles point to the clear P840s arrival in 

the PWS, while open circles mark the same phase in the linear stack. 

than a Pp220s phase: (1) A Pp220s phase experiences one more reflection and two extra 
passages through the upper most mantle than a P840s phase would do. We therefore do not 
expect that a Pp220s phase is coherent at high frequencies as will be shown below. (2) A 
Pp220s phase has multiplicity 5 which means there are four other phases with same travel 
time and slowness. These are Ps220p, p220sP, P220sp220p, and p220ps220P. One would 
expect a hint of these phases on the PWS of the vertical component. Altogether we favor 
P840s rather than Pp220s. 

In Figure 3.9 we manually aligned the stacked Pdif f and P phases on the Z-components 
(dashed lines) and the P840s phases on the R-components (solid lines) to obtain the best 
waveform coherency between both phases. To achieve this the vertical traces had to be 
multiplied by -1 and shifted by 79s (3.9a) and 79.5s (3.9b and c), respectively. Striking is 
the coherency between both phases at high frequencies. This means that little waveform 
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Figure 3.9. Stacked waveforms with Pdill (a) and P (b and c) on the Z-components (dashed lines) 

and P840s on the R-components (solid lines). Dashed traces are normalized, multiplied by -1, and 

shifted by 79s (a) and 79.5s (b and c), respectively. 

distortion occurred at the high frequencies and a sharp 840 km discontinuity can be inferred 
(Richards 1972; Paulssen 1988). For instance a 4 km thick linear transition zone at about 
840 km depth yields a transmission coefficient which decrease at 1 Hz to about 80% and 
at 1.5 Hz to about 60% of the transmission coefficient at zero frequency. Increasing the 
transition zone would increase the frequency dependence and waveform distortion. Note 
that the polarity of the P840s phase is opposite to that of the first arrival. This would 
imply a small S-velocity decrease at about 840 km. First evidence for P840s phases has 
been presented by Paulssen [1988]. She performed linear stacks of 48 events with different 
azimuths (mainly coming from the Japan region) recorded at individual NARS stations and 
illustrated a clear signal on the radial component. Shearer [1990] reports to observe a hint 
of a Pp840p phase in his global data stacks. Such a phase has a multiplicity two, this means 
it can be a near source- or near receiver-site reflection. In a I-D earth both arrive at the same 
time and sum to double amplitude. Poupinet [1974] requires a strong S-velocity gradient at 



46 Cbapter 3 

850 km depth in order to model a PL(S) coupled wave observed at 40° epicentral distance. 
There is no global evidence for a 840 km discontinuity and we lack more information in 

order to explain its nature. Its study is not the purpose of this note. 

3.6 Discussion and Conclusions 

We developed a non-linear stacking technique for signal enhancing through incoherent noise 

reduction. The results are stacked traces which are cleaned from incoherent noise. This 

enables the detection of weak signals, even for a small amount of data. 
Similar to PWS, phase weighted cross-correlations can be designed and used for signal 

recognition or arrival time picking. The phase stack can further be used to weight the misfit 
function between synthetic and stacked waveform data. Its advantage would be that one 
avoids fitting large amplitude noise better than weak but coherent portions of the waveform. 
In this chapter we restricted ourselfs to PWS and illustrated its applicability. No quantitative 
investigation to the merits of PWS was performed, but the presented examples justify its 
use for the detection of weak phases. For instance the P-to-S conversions in Figures 3.5, 
3.8, and 3.9 were not detectable in the linear stacks but they were in the PWS's. 

The advantages compared to other non-linear stacking techniques are two-fold: 1) The 
phase weighted stack can be separated into a phase stack and a linear stack. This enables a 
better control of the physics behind the non-linear process. The phase stack is an amplitude­
unbiased coherency measure. 2) Waveform distortion of coherent signals is expected to 
be minimal since these signals should be stationary in phase over the entire waveform. 

Consequently, waveform distortion does not depend on amplitudes but on the coherency of 
the components of the stack. Due to the coherency weight the stack is more sensitive to time 
offsets and allows therefore a more accurate slowness determination. In other words phase 
weighted slant stacks can improve the time and slowness resolution of weak and coherent 
phases. 

In this chapter we found confirming evidence for a discontinuity at about 840 km. This 

discontinuity is detected from events with different azimuth and seems to be sharp at least 
locally beneath the Netherlands. More observations and a more detailed study of the 840 
km discontinuity are required to explain its nature but this is not object of this chapter. 



Chapter 4 

Asymmetrically Reflected PP and SS 

Precursors: 1. Observations 

Abstract. Since more than 30 years asymmetrically reflected PP precursors are observed 
at epicentral distances ranging between 80° and 120°. Slowness and travel time constrain 
their ray paths to have bounce points at about 15° to 30° distance from the receiver or 
source. Their existence has been explained by the presence of small scale heterogeneities 
in the lithosphere, the presence of dipping interfaces, or upper mantle reverberations and 
conversions. We show asymmetrically reflected PP and SS precursors observed for different 
regions and different event-station azimuths. It is shown that these arrivals cannot be 
explained by the existing generation mechanisms. In chapter 5 we propose a new mechanism 
which can generate asymmetrically reflected precursors in a realistic one-dimensional (I-D) 
Earth. Here we focus on the characteristics of the asymmetrically reflected precursors to 
PP and SS. We compare observational and theoretical results which confirm that these 
precursors are likely be explained by the new generation mechanism. 

A slightly changed version of this chapter is submitted for publication as; Schimmel, M. 
& H. Paulssen, Asymmetrically reflected PP and 55 precursors: 1. Observations, submitted to 

J. Geophys. Res., 1997. 
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4.1 Introduction 

Since more than 30 years symmetrically and asymmetrically reflected phases are observed 
in the P-wave coda of seismic recordings for distances ranging between 800 and 1200 

• 

These phases appear before the PP-phase and are therefore referred to as PP precursors. 
The symmetrically reflected precursors are known as PdP phases and have their reflection 
point at depth d midway between source and receiver. First observations of PdP phases are 
reported by Nguyen-Hai [1963], Bolt et al. [1968], and Bolt [1970]. These symmetrically 
reflected precursors are recognized by their travel time and their slowness which is slightly 
smaller than the slowness of PP. Besides these symmetrically reflected phases, precursors 
with similar travel time but slowness values close to the values for P or Pdif f phases are 
reported (e.g. Wright and Muirhead [19691). Their slowness constrains the precursors to 
have an asymmetrical ray path. So far, there are three categories of explanations: 

(1) Wright and Muirhead [1969], and Wright [1972] explain the observation of asym­
metrically reflected precursors by underside reflections at a 40 

- 150 dipping interface at 
about 200 distance from the source or receiver. Such phases would be visible due to the 
high amplitude P-waves which are caused by upper mantle travel time triplications. With 
the reflection at a dipping interface Snell's law is obeyed and such precursors are thus sta­
tionary phases. Recently Weber and Wicks [1996] report the observation of similar phases 
at the German Regional Seismic Network (GRSN) which they use to map the boundary of 
a subducting slab. 

(2) The ubiquity, duration and amplitude of the precursor wave train however, caused 
King et at. [1975] and Cleary et at. [1975] to take small scale random irregularities in the 
crust and uppermost mantle into consideration. They explain the amplitude characteristic 
of precursory wave trains at frequencies ranging between 0.6 Hz and 3 Hz by scattering 
of high amplitude P-waves. According to King et at. [1975] and Cleary et at. [1975] the 
scattering region is about 100 km thick and characterized by a correlation length of 10 km 
and root mean square values of '""1 %. More recently Kato and Hirahara [1991] used PP 
precursor arrival times collected by the International Seismological Center (lSC) to perform 
a frequency analysis. They concluded that most of the precursors must have a scattering 
origin. 

(3) The scattering hypothesis does not explain the observed spatial coherency present at 
low frequencies (Ward [1978], Husebye and Madariaga [1970]). Ward [1978] suggests that 
S-to-P conversion-reflections and/or conversions at mantle discontinuities are a fundamental 
and global contributor to the P-wave coda. These conversion-reflections are enhanced 
relative to the phases with purely P path due to the general dominance of S-motion over 
P-motion from their double couple sources. According to Ward [1978] they explain the 
so-called asymmetrically reflected precursors. Husebye and Madariaga [1970] came to 
a similar conclusion after rejecting inner core reflections and higher modes of diffracted 
P-waves as a possible mechanism. 
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Figure 4.1. Cartoons ofpossible explanations for asymmetrically reflected precursors: a) reflection at 
dipping interface, b) scattering at a heterogeneous lithosphere, c) mantle reverberations including P­
and S-waves, d) non-stationary phases which this chapter addresses. 
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In Figure 4.1a-c we summarize these three possible mechanisms which explain the PP 
precursors with an asymmetrical ray path. However, they do not explain the observations 
that will be presented in this chapter. Figure 4.1 d illustrates the mechanism that we are going 

to propose. It explains the asymmetrically reflected precursors as non-geometrical phases 

which can be generated even without the presence of lateral heterogeneities. We present 
the observations and explanations of these precursors in two chapters. This chapter shows 
observations of PP and SS precursors and discusses them with respect to the existing and the 
newly proposed generation mechanisms. The details of the proposed generation mechanism 
are presented in chapter 5. The comparison oftheoretical and observational results confirms 
that the asymmetrically reflected precursors are likely explained by our proposed generation 
mechanism. Thus, it seems that these phases are a fundamental contributor to coda waves. 

4.2 Data and Observations 

4.2.1 Data Acquisition 

In order to investigate the coherence of PP and SS precursors we seek for record sections per 
event. The broadband data used were collected by the Incorporated Research Institutions for 
Seismology (IRIS) and accessed through their Fast Archive Recovery Method (FARM). In 
addition we used data from the German Regional Seismic Network (GRSN). We inspected 
record sections from randomly selected events with magnitude mb > 6, and a large station 
density between 80° and 120° distance. We seek for phases which are not directly related 

to the P (or Pdij j ) and S (or Sdij j ) arrivals but which appear in their coda. Consequently, 
we favored record sections from events with rather large PP/P (55/5) amplitude ratio. This 
should diminish the effect of reverberations which are directly related to the first arrival and 
which might obscure phases with different slowness such as the asymmetrically reflected 
precursors. All record sections show precursory energy before the PP and 55 arrivals. 

We studied these precursors when they appeared as clear or coherent arrivals to enable an 
unambiguous identification. Here we show the record sections from two events to point to 
the characteristics of the asymmetrically reflected precursors. 

4.2.2 PP Precursors 

Figures 4.2 and 4.3 show the record sections and slant stacks for two shallow events at the 
Marianas and Philippines. Their source parameters are taken from the monthly Preliminary 
Determination of Epicenters (PDE). The event at the Marianas occurred on August 8th , 

1993 at 12.98°N and 144.800 E at 59 km depth with magnitude mb = 7.1. The Philippines 
event took place on May 5th 

, 1995 at 12.63°N and 125.300 E at 16 km depth with magnitude 

mb = 6.2. In the following we show record sections and slant stacks which contain travel 
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time curves and symbols which mark the predicted travel times and slownesses of different 
arrivals for model akl35 (Kennett et at., 1995). PB410p, PC410p, PB660p, PC660P and 
PZ760P label the asymmetrically reflected precursors such as predicted by our generation 
mechanism. They will be discussed at a later stage. 

The Record Sections 

The seismograms of Figures 4.2a and 4.3a show the coda of core diffracted P-waves includ­
ing the PP phases. The seismograms of Figure 4.2a are unfiltered and clearly demonstrate 
the presence of PP precursors which start about 60 s before PP. The recordings at dis­
tances larger than 102° are from stations located in Germany (GRSN) with the exception 
of the recordings from SPA (South Pole, Antarctica) and CCM (Cathedral Caves, Missouri, 
U.S.A.). Note that all these seismograms show similar precursory wave trains which can 
be traced to recordings from KONO (Kongsberg, Norway), ANTO (Ankara, Turkey), and 
ANMO (Albuquerque, New Mexico, U.S.A.) at smaller distance. 

In Figure 4.3a we show band-passed (0.01 - 0.1 Hz) seismograms which were recorded 
in California by an IRISIIDA station (PFO) and TERRAscope stations (all the others). 
On this array data we recognize weak arrivals by their coherency. The precursors are 
indeed coherent and seem to start at about -100 s with the slope of the dashed travel time 
curve at that time. The first weak arrival is followed by precursors which are larger in 
amplitude. Similarly to the Marianas event of Figure 4.2a the unfiltered seismograms from 
the Philippines event show a large amplitude precursory wave train which begins at about 
60-70 s before the PP phase. Note that the precursors seem to build up a wave train which 
ends before the PP arrival. In other words there seems to be a gap between PP and the 
precursory wave train. 

The Slowness 

We aligned the traces with respect to the Pdijj phase (Figure 4.2b) and the PP phase 
(Figure 4.3b) to carry out slant stacks. We used phase weighted stacks (PWS) for differential 
slowness (see chapter 3 for details) with respect to Pdij j and PP, respectively. PWS employs 
complex trace analysis to weight every sample of the linear stack with its phase coherency. 
This technique cleans the stacks from incoherent noise and has been successfully applied 
to detect weak but coherent mantle reverberations and conversions. The amplitudes of 
the PWS envelopes are contoured in Figures 4.2b and 4.3b. The theoretical slowness and 
travel time of important upper mantle reverberations and symmetrically reflected precursors 
(P4lOP and P660P) are marked by filled circles. Their phase names are explained and 
illustrated by Shearer [1990]. The upper mantle reverberations such as Pp410p and Ps410p 
are diffracted and have therefore the same slowness as Pdif f (Figures 4.2b and 4.3b) 

Both slant stacks show a gap in time between the precursors and PP. The slowness of the 
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Figure 4.2. a) Unfiltered vertical component broadband recordings obtained from IRIS and GRSN. 
The stations are from different regions with different back azimuths to the event at the Marianas. 
Travel time curves correspond to predicted geometrical arrivals (dotted) and non-geometrical (dashed 
or solid) precursors. b) Contour plot of the envelopes of phase weighted stacks per slowness for the 
data from a). Phases with zero differential slowness are diffracted at the core. Crosses mark predicted 
non-geometrical precursors. 
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Figure 4.3. a) Band-passed (0.01 - 0.1 Hz) broadband recordings from stations in California for an 

event at the Philippines. b) Envelopes of phase weighted slant stack for the data from Figure 4.3a. 
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precursors increases with time but remains far too low to mark a symmetrically reflected 
precursor such as P410P. Furthermore, the slowness is too large to explain the precursors 

as upper mantle reverberations. 

Coherency and Ubiquity 

The record sections and PWS's clearly reveal the presence of coherent seismic phases 100 s 
to 30 s before PP. Figure 4.2a already shows that similar precursors can be observed for 
different regions. Here we select for a comparison two unfiltered records which are from 
the stations BFa (Gennany) and CCM (U.S.A.) for the event at the Marianas. The records 
were aligned with respect to the Pdif f phase and shifted for a differential slowness of 0.4 
s/deg. 0.4 s/deg is about the mean slowness of the precursory wave train (Figure 4.2b) and 
is applied to correct for the travel time move out of the precursors. The traces are shown in 
Figure 4.4. The epicentral distance and event azimuth are 107.8° and 331 ° for BFa (solid 
line), and 107.0° and 43° for CCM (dotted line). Both traces show a precursory wave train 
from about 1040 s to 1100 s. The onset of these wave trains are remarkably coherent. The 
length of the wave train and its amplitude compared to the surrounding coda show further 

similarities. 
In Figure 4.5 we compare a record from BFa for the Marianas event with a record 

from GLA (U.S.A.) for the event at the Philippines. The epicentral distance and azimuth 
to station GLA are 106.9° and 49.6°, respectively. We can not expect wavefonn coherency 
since different events are used. Nevertheless, Figure 4.5 shows similar onset, length (1040­
1100 s), and amplitudes of the unfiltered precursory wave trains for both events with 
different wave paths and stations. The traces from BFO and GLA are representative for the 
record sections from Figures 4.2 and 4.3 and consequently pennit the conclusion that we 
are dealing here with the same type of phases. Together with Figure 4.2 it reinforces that 
there is no azimuthal or regional dependence in tenns of precursor presence or absence. 

At this point we can already exclude the explanation of a dipping reflector such as the 
boundary of a subducting slab. Such a scenario would yield the presence of precursors 
depending on the event-slab-station configuration. This is obviously not the case and is 
also confirmed by other record sections. Further, we can likely exclude that volumetric 
scatterers in the lithosphere and crust cause these arrivals. In such case we would expect to 
observe these precursors more intennittently and with less coherency in the shown record 
sections. 
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Figure 4.4. Traces from BFO (Black Forest Observatory, Germany) and CCM (Cathedral Caves, 
U.S.A.) are shifted with respect to the Pdif f phase for slowness 0.4 sldeg. The traces are unfiltered. 
Note the coherent waveforms at about 1050 s and the similarity of the precursory wave train. 
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Figure 4.5. Traces from BFO (Black Forest Observatory, Germany) and GLA (Glamis, U.S.A.) are 

recordings from the Marianas and the Philippines event, respectively. The seismograms are unfiltered 

and shifted with respect to the Pdif f phase for slowness 0.4 sldeg. Note that both records show a 
strong precursory wave train from about 1040 s to 1100 s. 
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4.2.3 SSPrecursors 

Here we consider transverse polarized seismograms which we obtained after rotating the 
horizontal components with respect to the great circle arc through source and receiver. We 

employ the same events as for the previous section. SB41OS, SC41OS, SB660S, SC660S, 

and SZ660S label the predicted asymmetrical precursors. We discuss them at a later stage. 

The Record Sections 

Figures 4.6a and 4.7a show the S-wave coda on the transverse components including the 
SS arrivals. The use of transverse components should simplify the search for SS precursors 
since a minimum of P-to-S converted phases is expected on these components. The data 
from Figure 4.6 are band-passed between 0.01 Hz and 0.07 Hz. Looking at the record 
from HRV (Harvard, Massachusetts, U.S.A.) we observe a ",70 s long precursory wave 
train which starts at -150 s. At slightly smaller distances a similar wave train is observed at 
RPN (Rapa Nui, Easter Island, Chile) and BFO (Schiltach, Germany). The later part of the 
precursory wave train can be easily traced back to smaller distances along the dashed and 
solid travel time curves. At the distance range from 85° to 92° a coherent long period wave 
train is visible at -50 s. It looks as if the precursory wave train at larger distances develops 
out of this coherent arrival. There is again a gap in time between the precursors and the SS 
phase at large distances. The S-wave coda seems to get less complicated with increasing 
distance. This can be explained by the more and more separated phases due to the different 
apparent velocities. 

The record section of Figure 4.7 is band-passed between 0.01 Hz and 0.5 Hz. One clear 
arrival between the two solid travel time curves is visible. Note that all stations are located 
in the U.S.A. with exception of PAB (San Pablo, Spain), ESK (Eskdalemuir, Scotland, 
U.K.), and BORG (Borgarnes, Iceland). 

The Slowness 

Figures 4.6b and 4.7b show the contoured envelopes of the PWS (see corresponding section 
for PP) performed at different slownesses. For the slant stack from Figure 4.6b we used 
only the seismograms recorded at epicentral distances larger than 93°. This is done because 
the stacks are performed along straight travel time curves which approximate the true travel 
time curve within a small distance range only and secondly because the coda becomes more 
complicated with decreasing distances. 

Both figures show one clear arrival or precursory cluster at about -70 s and around -3.5 
s/deg. The slowness is too large to be a mantle reverberation and too small for a symmet­
rically reflected phase. SS precursors like PKKS, PS, PPS and PSS might contaminate the 
transverse components. In spite of considering this possibility we did not succeed in finding 
a phase which explains the precursors. All the core phases have slowness values which 
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Marianas, 1993 Aug 8, 12.98N, 144.80E, 59 km, 0.01 - 0.07 Hz 
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Figure 4.6. a) S-wave coda on band-passed (0.01 - 0.1 Hz) transverse recordings for the event from 
Figure 4.2. b) Phase weighted slant stacks of traces with distances greater than 93°. 
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Philippines, 1995 May 5, 12.63N, 125.20E, 16 km, 0.01 - 0.5 Hz 
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Figure 4.7. a) S-wave coda on band-passed (0.01 - 0.5 Hz) transverse recordings for the event from 

Figure 4.3. b) Corresponding phase weighted slant stacks. 
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Figure 4.8. Traces from BFO (Black Forest Observatory, Germany), HRV (Harvard, U.S.A.) and 

RPN (Rapa NUi, Chile) are shifted with respect to SS on BFOfor -3.0 s/deg (a) and -3.5 s/deg (b). The 

seismograms are unfiltered and show the precursors at about 1925 s -1975 s. a) 5B6605 is coherent 

on all three stations. b) 5B4105 is coherent on all three stations. 

are far too small from those observed for the asymmetrically reflected precursors. PSS is 

a prominent phase which is coming closest in slowness and travel time to the precursors 
reported here. However, it arrives at 105° distance about -135 s earlier than the 55 arrival 
with differential slowness -4.6 s/deg. It does not match the coherent precursors at about 

-70 s. 

Coherency and Ubiquity 

In Figure 4.8 we show three unfiltered records for the Marianas event. The corresponding 

stations are BFO (Germany), HRV (U.S.A), and RPN (Easter Islands) with event distances 
and azimuths of 107.8° & 331°, 115.5° & 29°, and 109,8° & 114°, respectively. The 
traces are shifted for a differential slowness of -3.0 s/deg (4.8a) and -3.5 s/deg (4.8b) with 
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respect to the SS phase to obtain coherency of the precursory arrivals. Figure 4.8 shows 
the coherency of the precursory wave train between 1925 s (4.8b) and 1975 s (4.8a). Note 
that the slowness for the SS precursor wave train shows a similar behavior as that for the 
PP precursor wave train. The slowness increases for progressing travel time for both wave 
trains. 

Although the waves sample very different regions these precursors seem to be remarkable 
coherent. Three-dimensional (3-D) structure such as scatterers and/or dipping interfaces 
are unlikely to cause such coherent arrivals. 

4.3 Constraints on Precursor Generation 

The previous section showed coherent PP and SS precursors which were recorded at dif­
ferent regions for different azimuths. Dipping reflectors (Figure 4.1 a) and scattering at 
a heterogeneous lithosphere (Figure 4.1b) are therefore likely excluded to generate these 
precursors. Furthermore the obtained slowness values are far too small to constrain a sym­
metrical ray path and too large to explain the precursors as upper mantle reverberations 
(Figure 4.1c). This is the motivation to seek for an alternative scenario which can explain 
the observations. 

4.3.1 Precursor Generation and Terminology 

The generation of these precursors is discussed in detail in chapter 5. There we show 
that these precursors can be explained as non-geometrical arrivals which can be generated 
when a wave field has strong amplitude fluctuations along the Earth's surface. In a I-D 
Earth strong amplitude fluctuations occur at the travel time reversals of triplications. The 
cartoon of Figure 4.9 pictures the generation of phases at the Band C points of a travel time 
triplication. 

We calculate the travel time and slowness for phases which are generated by triplications 
ofmajor upper mantle discontinuities, i.e. the 41 O-km and 660-km discontinuity. The results 
will be compared to the data. Note that we refer with slowness not to the ray parameter but 
to the slope ofthe travel time curve (aTIail). 

In the following we use the terminology Bd and Cd to label the travel time reversals 
caused by a discontinuity at depth d (Figure 4.9). This notation has the advantage that it 
is unambiguous and easy to interpret. For instance B4J0 corresponds to the ray which just 
turns above the 4l0-krn discontinuity. C4JO corresponds to the critically reflected phase, 
or, alternatively the first ray which turns just below the discontinuity. The asymmetrically 
reflected phases which have one leg corresponding to these points are labeled PBdP or PCdP 

for PP precursors (Figure 4.9) or SBdS or SCdS for SS precursors. Consequently, SC660S 
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Figure 4.9. Cartoon showing a travel time triplication caused by a discontinuity at depth d and 

generation of non-geometrical precursors (PBdP and PCdP) at the travel time reversals Bd and Cd. 

corresponds to the asymmetrically reflected S phase caused by the amplitude fluctuation as 
a function of distance (or slowness) at C660. 

Most Earth models have a decrease in velocity gradient at about 760 km depth. Such 
a discontinuity does not lead to a travel time triplication, but causes amplitude fluctuations 
as a function of distance which can generate PP or SS precursors. Z760 is used to assign 
non-geometrical phases which are caused by this change in gradient. They are here included 
for completeness and will mostly be discussed in chapter 5. 

4.3.2 lravel Time and Slowness 

We compute the travel time and slowness of these non-geometrical phases and compare 
them to the observed precursors. Model ak135 (Kennett et ai., 1995) has been used as 
Earth model. The results are indicated in Figures 4.2 - 4.8. The record sections and slant 
stacks show that the coherent precursors coincide well with the predicted travel times and 
slownesses. PC41OP, SC410S and SC660S are difficult to observe. The seismograms from 
Figure 4.3 show a coherent PC41 OP phase although much smaller than the other precursors. 
Such phase can only be detected by its coherency across an array of stations. The start of 
the larger amplitude precursory wave trains to the PP phase coincides with the PB410P 

and PC660P arrivals. These phases can not be resolved separately. However, the S-wave 
triplication differs from the P-wave triplications in such way that SC660S and SB410S do 
not interfere. In the S-wave coda SC660S is difficult to observe. One might therefore expect 
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that PC660P is small as well and that PB410P governs the onset of the precursory wave 
trains in the P-wave coda. In chapter 5 it is shown that it is indeed expected that C point 
phases are smaller in amplitude than B point phases. Thus the asymmetrically reflected 
precursors are dominated by phases which are generated at the B points of a travel time 
triplication. 

The slant stacks show that the observed slowness increases within the wave train with 
progressing time as predicted (see crosses in Figures 4.2b, 4.3b). The observation of 
slowness increase has been reported by Cleary et al. [1975] for PP precursors. Figures 
4.8a and b show that the slowness migrates similarly for S-waves. In Figure 4.8b SB410S 
is coherent at the predicted slowness and travel time, and in Figure 4.8a SB660S is. This 
similarity between SS and PP precursors as well as the correctly explained slowness and 
travel time supports that our observations with different wave types are related to each other. 

Most Earth models predict a PZ760P and SZ760S phase. Such phases would interfere 
with the PB660P and SB660S arrivals, respectively. Consequently, no evidence for or 
against such phase (or change in gradient) can be given. It should be clear that other mantle 
discontinuities also might contribute to the precursory wave train with asymmetrically 
reflected precursors. Variations in the properties of the discontinuities will lead to incoherent 
precursors which we will not detect by our phase weighted stack. 

4.4 Discussion 

We observe asymmetrically reflected PP and SS precursors and show that their character­
istics are similar to PP and SS precursors. Their travel time and slowness is explained by 
phases which are generated at the B- and C-points of the travel time triplications which cor­
respond to the 41 O-km and 660-km discontinuity. The B-point phases have larger amplitudes 
than the C-point phases and consequently dominate the precursory wave trains. 

The observation of asymmetrically reflected precursors is facilitated at the core shadow 
due to the fading out of the diffracted P- and S-waves and their related reverberations. 
Furthermore, it helps when the arrivals are more separated in time by their different apparent 
velocities. The presence of the core limits the asymmetrically reflected phases caused by 
upper mantle discontinuities to distances smaller roughly 1200 Indeed we best observed • 

our phases in the 1000 to 1200 distance range. The observation of these precursors seems 
to be further controlled by the source mechanism. A source which radiates a large portion 
of energy into the upper mantle and less energy into the lowermost mantle will facilate 
the identification of these phases. Under mentioned conditions the precursors seem to be 
a fundamental contributor to P and S coda waves. In the presented record sections they 
clearly govern the PP and SS precursory signal at the core shadow. At smaller distances 
other phases obscure their presence; together they build up a complicated coda. 
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Up to now asymmetrically reflected PP precursors have been observed and interpreted 
differently. Possible mechanisms (scattering, dipping reflector, mantle reverberations) are 
schematically sketched in Figure 4.1. The data presented here show coherent PP and SS 
precursors for different bounce point regions. This is difficult to explain by the scattering 
hypothesis (King et at. ,1975; Cleary et al., 1975) and the reflection at a dipping interface 

(Wright and Muirhead, 1969; Wright, 1972; Weber and Wicks, 1996). In factthe recordings 
from the GRSN stations in Figure 4.2a have been interpreted as a reflection from a distant 
subduction zone (at Japan about 200 from the event at the Marianas) by Weber and Wicks 
[1996] but the more global record section from Figure 4.2a (and Figures 4.4, 4.5) favors 
an alternative scenario. The GRSN data may surely be affected by the subduction zone at 
the bounce point (Japan), but the traces from station SPA (Antarctica) and CCM (U.S.A) 
in Figure 4.2a indicate that globally coherent effects dominate the PP precursory wave 
train. The S-wave record section (Figure 4.6a) for same event as well as the record sections 
of other events such as those shown in Figures 4.3a and 4.7a strengthen our hypothesis. 
Conversions and/or reflections at the boundary of a slab can indeed strongly contribute to 
the P-wave coda within the core shadow as was shown by Souriau [1988] for a case study of 
Chilean earthquakes. These phases were visible for a small range of event-station azimuths 
only. They appear too early and with slowness values which are too small to be explained 
by our generation mechanism. 

The mantle reverberations suggested by Husebye and Madariaga [1970] and Ward 
[1978] are without any doubt also contributors to the P- and S-wave coda (within the 
core shadow). For instance the slant stack of Figure 4.2 shows clearly the presence of 
diffracted mantle reverberations such as [pjPp4JOp, Ps4JOp, and [pjPp660p. They can be 
seen in the data where they have the same slope (slowness) as Pdijj, they may interfere 
with possible P660P arrivals. The slowness values of what we call asymmetrically reflected 
precursors are systematically too large to be explained by reverberations at prominent mantle 
discontinuities. Higher order reverberations are rejected since they have much smaller 
amplitudes due to the repeatedly experienced low conversion/reflection coefficients. Further, 
the SS precursors on the transverse components can not be explained by radially polarized 
P-to-S conversions. A possible contamination would have relative small amplitudes and a 
slowness which is too small and not so coherent in amplitude. 

The variety of phases which are present in the coda of P or S show that convincing 
interpretations rely on the combination of slowness, travel time and spatial coherency. 
Wajeman [1988], Petersen et al. [1993], Estabrook and Kind [1996] among many others 
identify symmetrically reflected PP or SS precursors such as P660P and S660S by their 
correct slowness. The ISC data set contains a relative large number of PP precursors 
at epicentral distances ranging from 900 to 115 0

• Because these data have the travel 
time information only, there are many ways to explain them. Kato and Hirahara [1991] 
investigated these precursors by their distribution as function oflead time and distance. The 
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travel time curves of our predicted asymmetrically reflected precursors match their clouds 
of reported precursors well. 

Although we show positive observations and stacks, these precursors do not show up in 
the global stacks such as performed by Sheare r [1991] for PP and SS or Estabrook and Kind 

[1996] for PP. It is difficult to trace back the cause of this due to their prestack processing. 
Seismograms like those shown in Figure 4.3a would be discarded by Shearer [1991] due 
to his signal-to-noise (SIN) threshold. Shearer [1996] presents an SS stack which basically 
differs from Shearer [1991] by using oceanic bounce points only and a normalization which 
favors the observation of SdS phases. A hint of asymmetrically reflected precursors is 
visible in his Plate 1. 

Estabrook and Kind [1996] apply a source equalization by deconvolving the PP wave­
form prior stacking. For instance different thickness of the crust at the bounce point reflects 
into a different waveform (Paulssen and Stutzmann, 1996; Shearer, 1996) and consequently 
source equalization. This could decrease the waveform coherency of asymmetrically re­
flected precursors and lead to a less efficient stack. 

The sensitivity of PP (SS) phases and precursors to changes in source depth and ­
radiation, and I-D and/or 3-D structure seems to differ significantly which means that 
event-stacks with PP (or SS) alignment further could lead to incoherent summation of 
asymmetrical precursors. 

4.5 Conclusions 

We show asymmetrically reflected PP and SS precursors which seem to be independent of 
azimuth and region. The PP and SS precursory wave trains experience a similar slowness 
migration with time. Their ubiquity, coherence, slowness and travel time are not explained 
by underside reflections at dipping interfaces, random scattering at a heterogeneous litho­
sphere, or geometrical mantle reverberations. Slowness and travel time are well explained 
by phases which are generated at the B- and C-points of the upper mantle travel time triplica­
tions. The following chapter shows that these phases are non-geometrical phases which can 
even be generated in a I-D Earth. This explains the observed ubiquity and coherence. The 
strong PP and SS precursors are consistently well predicted with travel time and slowness 
for phases which are generated at the Bd points. The C-point arrivals are weak and difficult 
to observe. 

The observation of clear precursors is favored at the core shadow where other coda 
waves are weakened due to diffractions at the core. Similarly the core limits the observation 
of these precursors to an epicentral distance of about 1200 

• It seems that these precursors 
are fundamental contributors of P- and S-coda waves. Together with other phases such as 
scattered waves, reflections at dipping interfaces, mantle reverberations, and symmetrically 
reflected precursors they produce a complex coda between P and PP (S and S5). Conse­
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quently, the interpretation of other precursors such as PdP and SdS type phases must rely on 
their coherency and slowness measurements. The observation of asymmetrically reflected 
precursors may be used for global investigations of upper mantle discontinuities. 



Chapter 5 

Asymmetrically Reflected PP and SS 

Precursors: 2. A Mechanism to Generate 

Non-Stationary Arrivals 

Abstract. A study of the characteristics and generation of asymmetrically reflected 
precursors to PP and 55 is presented in two chapters of this thesis. The previous chapter (4) 
presents observations of asymmetrically reflected precursors which are difficult to explain by 
previously proposed mechanisms and which motivate the proposition of a new mechanism. 
We suggest that the PP and 55 precursory wave trains are predominantly generated by 
fluctuations in the amplitude and phase of the wave field due to the upper mantle triplications. 
The generation occurs when this wave field interacts with the Earth's surface to generate 
the second leg of a PP or 55 arrival. The precursors are non-geometrical arrivals, and 
Huygens' principle and a Kirchhoff-Helmholtz related theory are used to stepwise picture 
their generation. Synthetic seismograms are calculated which only qualitatively can be 
interpreted due to the high frequency approximation of the ray theory used and due to the 
omission of reflected waves and head waves. The proposed mechanism only requires a depth 
dependent (1-D) velocity profile and can therefore explain the ubiquity and coherency of the 
precursors. The theoretical travel times and slownesses coincide with those measured values 
for PP and 55 precursors in chapter 4. The presence ofeffects oflateral heterogeneities is not 
excluded and these can even strengthen the precursors. These non-geometrical arrivals thus 
seem to be a fundamental contributor to coda waves. To our knowledge the non-geometrical 

arrivals proposed here have been overlooked up till now. 

A slightly changed version of this chapter is submitted for publication as: Schimmel, M. & 
H. PaulBBen, AByrnrnetrically reflected PP and SS precurBom; 2. A rnechaniBrn to generate non­

stationary arrivals, submitted to J. Geophys. Res., 1997. 
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5.1 Introduction 

This chapter studies the characteristics and generation of asymmetrically reflected PP and 

55 precursors. The observational aspects such as slowness, coherency and ubiquity are 
presented in chapter 4. Asymmetrically reflected precursors to PP (Wright and Muirhead, 
1969; Husebye and Madariaga, 1970; Wright, 1972; Cleary et ai., 1975; King et ai., 
1975; Ward, 1978; Kata and Hirahara, 1991; Weber and Wicks, 1996, among others) are 
known since long time and have led to different explanations. Conversely, SS precursors are 
reported only recently (chapter 4 of this thesis). In the previous chapter we show that they 
can be observed similarly to PP precursors at distances ranging from 800 to 1200

• PP and 
S5 precursor wave trains have slowness values which increase with progressing time and 
which constrain an asymmetrical ray path. The precursors seem to be ubiquitous, i.e. no 
azimuthal or regional dependence is found. They can even be coherent at different stations 

with very different azimuth. 
So far the asymmetrically reflected arrivals were explained by underside reflections at 

dipping interfaces (4 0 
- 150 

) at about 200 distance from the source or receiver (Wright 
and Muirhead, 1969; Wright, 1972; Weber and Wicks, 1996), by mantle conversions and 
reverberations (Husebye and Madariaga, 1970; Ward, 1978) or by scattering at small scale 
(,...., 10 km) heterogeneities in the uppermost mantle and crust (Cleary et ai., 1975 ; King et 
ai., 1975; Kata and Hirahara, 1991). Cleary et ai. [1975] and King et ai. [1975] show that 
the scattering mechanism can explain the ubiquity, slowness, and envelope of high-frequent 
precursory wave trains. However, at lower frequencies coherent precursors are reported 
which are difficult to explain by random scattering. Mantle reverberations and conversions 
explain coherency and ubiquity, but not the slowness of precursors which are observed up 
to distances of 1200 Conversely, reflections at dipping interfaces can explain the slowness • 

but not the ubiquity. This motivates to find a more satisfying explanation of the presence of 
asymmetrical precursors. 

Here we propose a new generation mechanism which can explain the observations. It 
will be explained and discussed on the base of Huygens' principle. This principle asserts 
that points which are disturbed by an incoming wave act as a new set of radiating sources. 
[t implies that the wave disturbance spreads out through every possible path building up a 
new wave. This can result in geometrical (stationary) and non-geometrical (non-stationary) 
arrivals even within a one-dimensional (I-D) Earth. Ray amplitudes are used to picture 
their generation and to calculate synthetic seismograms with a Kirchhoff-Helmholtz related 
theory after Frazer and Sen [1985] and Frazer [1987]. Some aspects of this theory are 

discussed in an appendix. Throughout this chapter we use the term slowness not to refer to 
the ray parameter but to the slope (aT/aD.) of the travel time distance (T - D.) curve. The 

ray parameter generally differs from the derivative (aT / aD.). 
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5.2 Theory and Explanation 

A Kirchhoff-Helmholtz -related method after Frazer and 5en [1985] and Frazer [1987] was 
used to interpret the PP and 55 precursors. This method combines Huygens' principle and 
ray theory (see Appendix on page 85). The idea is that asymmetrically reflected PP (and 
55) precursors may be modeled by a series of Huygens' sources at the free surface which 
are generated by primary P-waves (5-waves) and which contribute to the PP (55) wave 
field at the receiver. Geometrical optics is applied to approximate wave propagation from 
the event to the surface and from each generated elementary source to the receiver. This 
method is well suited for our purpose since it follows Huygens' principle which allows to 
include non-geometrical phenomena such as diffractions. The method has been already 
successfully applied to model underside reflected PdP-type arrivals by Neele and 5nieder 

[1992], and Neele et at. [1997]. The latter paper clearly shows the importance of using a 
method which considers the whole saddle shaped PP (or 55) Fresnel zone to synthesize PP 
or 55 type arrivals rather than one geometrical ray. We use the single fold representation 
(Frazer and 5en, 1985) which means that a single integration is performed. In this case the 
surface of integration is the Earth surface. Figure 5.1 schematically sketches the approach. 

Receiver 

Figure 5.1. This cartoon pictures the approach which is used to model and understand the generation 

of PP (55) type arrivals. All the rays with bounce point at the Earth surface contribute to the 

displacement field at the receiver. 

Note that the surface of integration can not arbitrarily be chosen when non-geometrical 
phenomena are investigated (see Appendix). The models used in this chapter ensure 
that no caustics occur on the surface of integration, i.e. they prevent that the integration 
becomes singular. A drawback of the Kirchhoff-Helmholtz related method is the use of ray 
geometrical amplitudes which are frequency independent and accurate at high frequencies 
only. Therefore our synthetics are only used for qualitative comparisons. 

To understand our interpretation of the asymmetrically reflected precursors we start 

with Huygens' principle and introduce geometrical and non-geometrical arrivals. Due to 
the direct connection with the stationary phase method we call these arrivals also stationary 
and non-stationary arrivals. 
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5.2.1 Stationary and Non-Stationary Arrivals 

Most well-known arrivals propagate from source to receiver along paths that are extremal 
in travel time, i.e. the travel time is stationary for perturbations in the ray trajectory. In 

other words the ray path is determined by the places where the elementary waves, such 
as proposed by Huygens' principle, interfere constructively. This is Fermat's principle. 
Snell's law of reflection and refraction is, for instance, a result of this principle. Arrivals 
obeying Fermat's rule throughout the whole ray path are thus called stationary. The so­
called method of stationary phase (e.g. Bleistein [1984]) follows the same principle to 
approximate the integration of complex functions with slowly varying amplitude functions 
and with phase functions which contain at least one stationary point. The stationary point 
is where the first derivative of the phase function becomes zero and at this point complete 
constructive interference occurs. This can be pictured by considering the summation of 
complex numbers as the summation of vectors which are defined in a complex plane by a 
phase and amplitude. The vectors with same or similar phase sum up constructively. Further 
away from the stationary point the integrand gets more and more oscillatory. Consequently, 
the integration over those regions cancels whenever the amplitude function is smooth. Thus 
the gross contribution to the integration comes from the points at and around the stationary 
point. The wave analogy is that this stationary solution corresponds to the ray following 
Fermat's principle and its first two-dimensional (2-D) Fresnel zone at the bounce point. The 
smooth amplitude function guarantees that there are no contributions from remote points 
to the integration. On the other hand a delta pulse superimposed on the smooth amplitude 
function far away from the stationary point will also give a contribution to the integration 
since the points at the vicinity can not achieve the destructive interference of the delta pulse. 
In this case we have a stationary and, say, a non-stationary contribution of the integrand. 

In Figure 5.2 we consider the integration 

u(w) = I: A(x)ei¢(W'X)dx (5.1) 

with hypothetical amplitude A(x) (Figure 5.2a) and phase ¢;(w, x) at a high and low angular 
frequency w (Figures 5.2b and c). Due to the 2Jr-periodicity of the harmonic function 
exp i¢;(w, x) the phase function is wrapped between Jr and -Jr. We have constructive 
interference at the stationary point xO, but we also have a net contribution to the integrand 
due to the abrupt amplitude fluctuations at xl and x2. At high frequencies (Figure 5.2b) 
there are no contributions from the region between xl and x2 due to the highly oscillating 
phase function and constant amplitude. Conversely, at low frequencies (Figure 5.2c) the 
entire region from xl to x2 will influence the integration since the phase function does not 
permit complete destructive interference. This contribution will increase the smaller the 
phase variation becomes. We like to add that the same principles show that non-stationary 
contributions are expected for discontinuities in the phase functions. 
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Figure 5.2. Hypothetical amplitude (a) and phasefunction at high (b) and low (c)frequency asfunction 

ofx. xO marks the stationary point and xl and x2 the locations of rapid amplitude fluctuation. 

The calculation of the PP (SS) wave field following the configuration of Figure 5.1 leads 
to a similar integral as equation 5.1 where the right hand side is multiplied by iw(see equation 
(A.3) in the appendix). The factor iw counteracts the increasing contribution of amplitude 
fluctuations, such as shown in Figure 5.2a, at decreasing frequency. In the Kirchhoff­
Helmholtz approach the integrand of equation (5.1) (A(x) exp i¢(w, x) corresponds to the 
rays depicted in Figure 5.1 where x is the bounce point position at the Earth's surface. 
The amplitude A(x) contains the geometrical spreading of the rays from the source to the 
bounce point, from the receiver to the bounce point, and a generalized reflection coefficient 
which connects the rays from the receiver and source at the bounce point. The phase 
function is obtained by multiplying the travel time of each ray with the angular frequency 
w. The stationary point xO corresponds to the bounce point of the geometrical ray. Strong 
amplitude fluctuations, such as shown in Figure 5.2a, contribute to the displacement field 
at the receiver. In this example the non-stationary arrivals would have an asymmetrical ray 
path corresponding to the bounce points at xl and x2. Strong amplitude fluctuations can 
be caused by heterogeneities along the ray path. However, in the following we show that 
these non-stationary arrivals can even be generated within a spherically symmetric Earth. 
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5.2.2 Travel Time Triplications 

In a realistic I-DEarth, discontinuities in velocity or velocity gradient are obvious sources of 
strong variations in the amplitude functions. These are places where travel time triplications 
may develop. First we discuss the amplitude and travel time triplication of the direct P-wave 

(S-wave) arrivals and then show their consequences for PP (SS) type arrivals. We make use 
of ray geometric amplitudes which only approximate the true amplitudes at high frequencies. 
However, our purpose here is to outline the principles and these are not expected to change 
for low frequencies. 

In Figure 5.3 we schematically show four examples of velocity-depth profiles v(z), their 
corresponding slowness-distance (p - tl) curves, and the derivatives atl/ap as a function 
of slowness. The wave amplitude predicted by ray theory is proportional to (8Li/8p)-o.5. 
Consequently, caustics are obtained for 8tl/8p = O. Travel time triplications occur 
for the profiles shown in Figure 5.3a-c. We see that caustics are not present for every 
velocity profile. For instance no caustic develops for the velocity profile of Figure 5.3c. 
However, due to kinks in the (p - tl) curve the derivatives aLi/ap and consequently 
the ray amplitudes are discontinuous. The velocity-depth profile of Figure 5.3d shows a 
discontinuity in the velocity gradient. The gradient decreases which causes less rays to 
turn. No triplication develops and the ray which turns precisely at the interface between the 
two layers with different velocity gradient has zero amplitude (Chapman, 1971). This is 
visible in the derivative aLiI8p which goes towards -00 (Figure 5.3d) forthe corresponding 
slowness. The four examples of Figure 5.3 show amplitude fluctuations which - following 
the argumentation of previous section - should result in the occurrence of non-stationary 
arrivals. 

We use the terminology Bd, Cd and Zd to label the positions on a travel time or amplitude 
curve which are caused by a discontinuity at depth d. Bd and Cd are used for the travel 
time reversals of triplications (see upper part of Figure 5.4) and Zd is used for a point which 
corresponds to a decrease in velocity gradient without creating a travel time triplication 
(Figure 5.3d). This notation is unambiguous and easy to interpret. For instance B410 and 
C410 correspond to the rays which just turn above and below the 410-km discontinuity, 
respectively. 

The lower left part of Figure 5.4 schematically shows the generation of non-stationary 
and stationary arrivals for rays which turn between 410 km and 660 km depth. Huygens' 
waves which are generated at the Earth surface between points which correspond to C410 

and B660 on the travel time curve build up a stationary reflected wave front. The amplitude 
curve as function of reflection point at the free surface changes rapidly at C410 and B660. 

Precritical reflections are omitted in the cartoon of Figure 5.4. They approach the critical 
point C410 (C660) from smaller epicentral distances with amplitudes which are extremal 
at the C-points. In addition the phase function at C410 and B660 is discontinuous with 

respect to the criticaIIy reflected arrivals which experience a phase shift of ~. The generated 
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Figure 5.4. Travel time triplication caused by the 410-km and 660-km discontinuity. Solid curve 

corresponds to rays which turn between both discontinuities. They generate the secondary sources 

which are schematically sketched. The wavefield develops symmetrically and asymmetrically reflected 

arrivals. 

non-stationary arrivals resemble diffractions as they would occur at the edge of a spatially 
limited reflector. However, the 'diffractions' discussed here are not due to lateral variations 
in the medium. In the following section it is shown what the consequences for the PP and 
55 wave field are. 

5.2.3	 Amplitude Functions for PP and SS Type Arrivals in a Spherically 
Symmetrical Earth 

Following Huygens' principle PP (55) arrivals can be obtained by adding the contributions 
of the waves generated at the Earth's surface by the primary P-wave (5-wave) arrivals. 
Figure 5.5c schematically shows rays in a model which has discontinuities in velocity at 
410 km and 660 km depth. These rays are grouped into three classes of PP-type rays which 
are indicated by different line styles. The solid curves have two turning points below the 
660-km discontinuity. The dashed curves represent waves which turn once between the 410­
km and 660-km discontinuity and once below the 660-km discontinuity. Lastly, the dotted 
curves have one turning point above the 410-km and one below the 660-km discontinuity. 
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Figure 5.5. a) Travel time and b) amplitude ofPP-type rays as function ofbounce point position along 

the minor arc between source and receiver. c) Representative rays which build up the PP arrival. The 

line style relates the different curves to each other. Dashed and dotted travel time curves in a) are 

shifted by 20 sand 40 s, respectively. Reflected waves and head waves are omitted. 

Only turning rays below 250 km depth are included, i.e. the rays reflected from the upper 

mantle discontinuities are omitted. Figures 5.5a,b show the corresponding travel time and 
amplitude as function of bounce point position of rays similar to those depicted in Figure 

5.5c. The curves with different line style relate to each other. For visual reasons 20 sand 
40 s have been added in Figure 5.5a to the travel time branches with dashed and dotted line 

style, respectively. 

Note that the travel time is maximum in the direction between source and receiver for 

the geometrical PP (88) ray. In Figure 5.5c it is the ray with bounce point at 50 0 Rays• 

with bounce points in the vicinity of the geometrical bounce points are required to describe 
the wave field at finite frequencies as these all contribute to the PP (88) waveform and 
their importance is shown by Neele et al. [1997]. The strength of each contribution to the 
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PP arrival at the receiver is calculated by taking into account the amplitude of the direct 
P-wave from the source to the bounce point at the Earth surface, the generalized reflection 
coefficient (Frazer and Sen, [1985]; Frazer, [1987]), and the geometrical spreading of the 
ray between bounce point and receiver. This gives the amplitude function which is shown 
in Figure 5.5b and which is utilized throughout this section. 

The start and end points of the travel time and amplitude curves are labeled according to 
the travel time triplication at the source- or receiver-side. Including the BC-branches would 
yield continuous travel time curves, however, the amplitude and phase function remain 
discontinuous or rough as shown in previous section. The amplitude function does not vary 
smoothly at the Bd and Cd points which implies that the integrand does not integrate to zero, 
yielding the proposed non-stationary arrivals. We will later show that our observations are 
related to these phenomena. 
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Figure 5.6. The phase ofPP-type rays as function ofbounce point along the minor arc between source 
and receiver at a) 0.5 Hz, b) 0.05 Hz for rays which turn below 660 km depth. 

In Figure 5.6 we show the phase as function of bounce point position for rays turning 
in the lower mantle (solid curves in Figure 5.5) at two different frequencies. At both 
frequencies the stationary arrival is predicted for the geometrical PP ray with bounce point 
at 500. At 0.05 Hz (Figure 5.6b) the wavelength of the oscillating phase is almost 100. This 
pennits the generation of non-stationary arrivals due to amplitude fluctuations similar as 
for Figure 5.2c. The amplitude fluctuations can be much smoother for low frequencies than 
required for high frequencies to generate non-stationary arrivals. At decreasing frequencies 
the wavelength of the oscillating phase function increases and there are even no oscillations 
at very low frequencies. In fact we can not anymore separate stationary and non-stationary 
solutions at very low frequencies. 
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Figure 5.7. P-velocity profile ofmodel ak135 (Kennett et at., 1995) and two simplified models with 

one (ak135_lm) or two (ak135_gz) layers of constant velocity gradient in the lower mantle. 

The calculations for Figure 5.5 are performed in a simplified model of akl35 (Kennett et 

at., 1995) named ak135Jm (see Figure 5.7). It has a constant velocity gradient below 660 
km depth. However, many Earth models contain a pronounced change in P and 5 velocity 
gradient at approximately 760 km depth such as the P-velocity profile of ak135 (Kennett et 

at., 1995) shown in Figure 5.7. Model ak135_gz (Figure 5.7) was constructed to investigate 
the influence of such discontinuity. It has two layers of constant velocity gradient below 
660 km depth with a discontinuous velocity gradient at 760 km. In Figure 5.8 we compare 
the amplitude functions for rays which turn below 660 km in the models ak135Jm (dashed 
curve) and ak135_gz (solid curve). In the comparison we see the effect of the gradient 
change at 760 km depth. 2760 is used to label the strong amplitude variation caused by the 
gradient change at 760 km. In fact at 2760 the PP (55) ray geometrical amplitude function 
is expected to have zero amplitude. This is because the ray turning precisely at the interface 
between the two layers with different velocity gradient has zero amplitude (see Figure 5.3d 
or Chapman [1971)). Discrete sampling of the surface integration causes the amplitude at 
2760 to deviate from zero. 

Up to now we have only considered contributions from bounce points between source 
and receiver. However, there are also contributions from bounce points out of this direction. 
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Figure 5.8. Amplitude ofPP-type rays as function ofbounce point along the minor arc between source 
and receiver for the two simplified models from Figure 5.7. Considered are rays which turn below the 
660-km discontinuity. 2760 marks the amplitudefluctuation which is caused by the discontinuity in 
760 km depth in model ak135_gz. Discrete sampling of rays is the reason why the amplitude does not 
reach zero at 2760. 
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Figure 5.9. Contoured amplitudes (grey tones) and travel times (lines) as function ofbounce pointsfor 

PP- (a) and 55-type (b) rays for model ak135. Black correspond to maximum amplitude. 5tars mark 
source and receiver position. Model used is ak135. All rays turn below the 660-km discontinuity. 
The thick lines contour travel times which are larger than the travel time of the geometrical arrival. 
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In Figure 5.9 we show the contribution of the amplitudes (grey tones) and travel times (black 
or white lines) of the PP arrival (5.9a) and 55 arrival (5.9b) as a function of bounce point 
position at the Earth's surface. Only the contributions from rays turning in the lower mantle 
are depicted in this figure for a model with a gradient at 760 km depth. The travel time 
curves show the well-known saddle shape: maximum in the direction between source and 
receiver, and minimum in the direction perpendicular to that. Thick lines mark the travel 
time contours which are larger than the travel time of the geometrical arrival. 

The circular shaped edges of the contoured surface (Figure 5.9) at the station and receiver 
correspond to rays which turn just below the 660-km discontinuity. They correspond to the 
C660 points as shown in Figure 5.5a and b for the minor arc between source and station. 
The effect of the change in gradient at 760 km depth appears as the circular change from 
high to low amplitudes at a distance of about 30° from source and receiver. The change in 
gradient at 760 km in ak135 is larger for 5-waves than for P-waves which results in a larger 
amplitude fluctuation for 5-waves (see Figure 5.9). Consequently, we expect that precursors 
caused by the 760 kmdiscontinuity are larger for 5 than P waves. 

Integration of all the contributions will give the PP (55) arrival and the non-stationary 
arrivals. At high frequencies one can split the integration into a sum of integrations over 
separate regions where no destructive interference is achieved. Take for instance the circular 
change from high to low amplitudes due to the gradient change at 760 km depth (Figure 5.9). 
The integration over this region has a stationary solution with the stationary point where 
the travel time curve becomes minimal. This happens at the intersection with the minor arc 
through source and receiver. This is the reason why these asymmetrically reflected arrivals 
are precursors to PP (55). The precursors which were non-stationary arrivals for bounce 
points along the great circle arc become stationary due to the contributions of the additional 
dimension. In fact one might call these non-geometrical minimum travel time arrivals. 

5.2.4 Synthetic Modeling of Stationary and Non-Stationary Arrivals 

Until now we only considered the amplitude and travel time of each ray which contributes 
to the total wave field at the receiver. Now we can calculate the wave field by the sum­
mation over all rays. The Kirchhoff-Helmholtz theory after Frazer and 5en [1985] and 
Frazer [1987] is the back-bone of this integration where the Earth's surface is taken as 
the surface of integration. The integration (equation (A.3) in appendix) is realized by the 
summation over all rays without any special treatment such as tapering of the amplitudes 
at the B- and C-points. Note that the contributions of reflected waves and head waves at 
the discontinuities are omitted. This and the frequency independent ray amplitudes lead to 
inexact seismograms. Nevertheless, we do not refrain from calculating seismograms since 
it completes the principles of the generation which are presented here. Due to the omission 
of the reflections, the generation of B- and C-point arrivals resembles the generation of 
'cut-off' arrivals which appear in many approaches when the integrations over slowness or 
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Figure 5.10. Synthetic record sections for asymmetrically reflected precursors to PP at frequencies 

smaller 0.6 Hz. Only geometrical rays turning between 250 km depth and the core mantle boundary 

are considered. 

frequency are abruptly truncated. In the previous section we have shown that the amplitude 
as a function of distance is discontinuous at Bd and Cd. Consequently, including ray ge­
ometrical BC-branches may change the amplitudes but not the resemblance with 'cut-off' 
arrivals. In nature this happens more smoothly and our approach needs to be adapted to 
describe this properly. 

Figure 5.10 shows the record section we obtained for PP and its precursors. For 55 
and its precursors (not shown) a similar record section is obtained. The dashed travel time 
curve corresponds to the Cd and the solid travel time curve to the Bd contributions. The 
dashed-dotted travel time curve shows the arrival times of the precursors which are caused 
by the gradient change at 760 km (Z760). Note that the contributions of the different Bd, 

Cd, and Zd points can interfere. 

In chapter 4 we introduced a terminology to name these asymmetrically reflected pre­
cursors. Thereafter PB410P labels a P arrival which is generated by a P-wave which 
corresponds to the B4JO point. Similarly 5Z7605 is the 5 arrival which corresponds to the 
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2760 point. Slowness and travel time of these asymmetrically reflected precursors explain 
remarkably well the observations (see chapter 4 for details). 

In the record sections of chapter 4 it is shown that the B-point arrivals (PB410P, PB660p, 

5B4105, and 5B660S) have amplitudes which are larger than the amplitudes of the C­
point arrivals (PC410P, PC660p, SC41 OS, and SC660S). This observation suggests that 
the amplitude fluctuations are stronger at the B-points than at the C-points. This can be 
explained by the presence ofprecritical reflections and head waves with critical points which 
coincide with the C-points and which taper the amplitude (and phase) fluctuations. Note 
that our synthetics do not incorporate the total wave field. This explains why the C-point 
arrivals are not weaker than the B-point arrivals in the synthetics of Figure 5.10. 

5.3 Discussion 

In chapter 4 it is shown that the asymmetrically reflected PP and 55 precursors are con­
sistently well predicted with travel time and slowness for phases which are generated at 
the travel time reversals of the triplications for the 41O-km and 660-km discontinuities. 
The corresponding generation mechanism which is explained in the previous sections does 
not require lateral heterogeneities. This explains the observed ubiquity and coherency for 
recordings from different azimuths and regions (chapter 4). 

We applied a Kirchhoff-Helmholtz related theory after Frazer and Sen [1985] and 
Frazer [1987] in a simple and comprehensible fashion which enabled us to understand the 
principles of the generation of asymmetrically reflected precursors. However, our approach 
is not suited for quantitative statements since it suffers from two main problems: the 
frequency independent ray amplitudes and the omission of reflected waves and head waves. 
Consequently, we have to keep in mind that amplitudes and waveforms of the synthetics 
will change when these wave phenomena are correctly modeled. 

5.3.1 Frequency-Dependent Amplitude Functions and Omitted Reflections 

Ray theory is not valid at caustics and critical points. We avoid them by considering upper 
mantle discontinuities (Figures 5.3c and d) which do not lead to caustics and by omitting 
the reflected wave field. Finite frequencies lead to smooth amplitude curves in the vicinity 
of caustics and critical points (Cerveny and ZahradniK, 1972). Consequently, our success 
in predicting the phases seems to be caused by the long wavelength of the oscillating phase 
functions at finite frequencies (see Figure 5.6b). Note that for instance at 0.05 Hz (period 
of 20 s) the wavelength of the phase function (Figure 5.6b) is approximately 10° which is 
in the order of the distance between the geometrical positions of the Bd- and Cd-points. In 
other words the observation of asymmetrical precursors at finite frequencies suggests that 
the amplitude functions from the triplications are not smooth enough to achieve destructive 
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interference far away from the PP (SS) geometrical reflection points. This roughness 
is probably increased by the fact that the maximum amplitudes connected with the left 

reversal (Cd) of the travel time curve and the right reversal (Bd) move towards each other 
for decreasing frequencies (Cerveny and ZahradniK, 1972). Besides frequency dependent 

amplitude fluctuations, frequency dependent phase fluctuations occur due to the critically 
reflected phases from the BC-branches. 

5.3.2 Amplitudes ofB- and C-Point Phases 

Head wave amplitudes decrease with increasing distance and are at large distance pro­
portional to (epicentral distance)-2 (Brekhovskikh, 1980). Their effect on the PP (SS) 
waveform are expected to be negligible. However, reflections and head waves at the dis­
continuity have their critical distance which corresponds to the C-points in the travel time 
curve. We expect that they smoothen the fluctuations at the C-points which decrease the 
amplitudes of the corresponding C-point arrivals. Conversely, the travel time at the B-points 
becomes extremal (maximal), since there is no geometrical phase which emerges at point B. 
The phase functions, however, are discontinuous in the ray geometrical approach due to the 

phase shift of ~ for the critically reflected arrivals on the BC-branch. Consequently, phase 
and amplitude fluctuations occur at the B-points and can not be smoothened by the presence 
of other phases. It is shown by Hill [1974] that the phase difference of ~ decreases towards 
zero with decreasing frequency. In nature at finite frequencies one might expect that the 
discontinuous phase change is realized by a continuous phase change. In such situation 
the phase becomes stationary which further increases the B-point phases by constructive 
interference. This also implies that the B-point phases are mini-max phases: maximum due 
to contributions in the source receiver direction and minimum in the direction perpendicular 
to that. We did not perform a waveform analysis, however in chapter 4 it is shown that 
the slowness and travel time of the large amplitude precursors to PP and SS correspond 
to the predicted B-point arrivals. C-point phases, when observed, have small amplitudes 
compared to the B-point phases. 

5.3.3 Influence of Heterogeneities 

Inherent to our approach we can not prove that a I-D Earth is indeed sufficient to explain 
the observed precursor amplitudes. The presence of heterogeneities (for instance surface 
topography or varying thickness of the crust) will reshape the amplitude functions. This 
could lead to locally rough amplitude functions, especially close to the points of travel time 
reversals, and would thus increase these asymmetrical precursors. 

Note that we can distinguish between heterogeneities which themselves can cause strong 

amplitude fluctuations and heterogeneities which mostly modify the surface position of non­
stationary points which are caused by the I-DEarth structure. For instance variations in 
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depth and thickness of the 4l0-km discontinuity will change the frequency dependent po­
sition and amplitude fluctuation of the B410- and C41O-point. This causes a complicated 
travel time and amplitude function with non-stationary points which are not anymore ar­
ranged along smooth circular shaped curves around source and station at the Earth's surface 
(see Figure 5.9 as example without lateral heterogeneities). These irregularities will lead 
to contri)mtions with different travel times. The corresponding arrivals interfere with those 
from other discontinuities and build up a more complicated precursory wave train. In this 

case the generation is still dominated by the depth-dependent velocity structure. Conversely 
lateral heterogeneities at the bounce points can generate precursors by increasing the am­
plitude fluctuations. Such heterogeneities could also scatter the wave field to the receiver. 
However, correlation lengths of about 10 km such as proposed by Cleary et al. [1975] 

and King et al. [1975] to explain the high frequency precursors are too small to scatter 
the low frequency wave field. Thus different types of heterogeneities can cause similarly 
complicated precursory wave trains. 

The global character of our observations suggest that the generation by a radially 
symmetric (I-D) velocity profile provides at least a strong contribution to the PP (SS) 

precursors. This is further supported by the consistent observation of strong B-point phases 
for PP and SS. If the precursors are more dominantly generated by the heterogeneities of 
the Earth then we would expect to observe more intermittent B- and C-point phases, i.e. we 
should also observe weak B- and strong C-point arrivals. However, this is not inferred from 
our record sections in chapter 4. Surely the precursors are influenced by heterogeneities and 
further investigation is required to separate their contributions from those of a I-D Earth 
structure. This is an important issue since a complex coda might be interpreted in terms of 
lateral heterogeneities whereas it could also support our notion that these asymmetrically 
reflected precursors are fundamental contributors to PP and SS precursory wave trains. 

5.3.4 760-km Discontinuity? 

Many Earth models show a steep velocity gradient layer (about 100 km thick) immediately 
below the 660-km discontinuity. PREM (Dziewonski and Anderson, 1981) and akl35 
(Kennett et ai., 1995) are examples of I-D Earth models which contain such velocity 
gradient layer. Shearer [1996] shows evidence for such a steep velocity gradient by fitting 
S660S waveform data. The steep velocity gradient below 660 km depth is possibly explained 
by the gradual transformation of garnet into perovskite near the base of the transition zone 
which would extend over several tens of kilometers (Jeanloz and Thompson, 1983; Vacher et 

aI., 1997). Such a change in velocity gradient causes a strong amplitude fluctuation (Figures 
5.8 and 5.9) and should lead to strong precursors. In principle we could investigate these 
PZ760P and SZ760S phases to constrain presence or nature of such gradual transformation. 
However, we can not give a seismological evidence for the presence or absence of this 
discontinuity since PB660P (SB660S) and PZ760P (SZ760S) arrive with similar travel time. 
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If the 660-km discontinuity consists only of a discontinuity in the Lame parameter /1 as 
suggested by Estabrook and Kind [1996] then PB660P would be weakened. For this 
situation we might be able to conclude that we observe PZ760P. 

5.4 Conclusions 

We show that asymmetrically reflected precursors to PP and SS are related to the abrupt 
changes in velocity or velocity gradient in the upper mantle. These discontinuities cause 
strong amplitude and phase fluctuations of the wave field which as consequence can generate 
non-geometrically (or non-stationary) phases whenever the wave field interacts with a 
discontinuity. The proposed generation mechanism correctly predicts the travel time and 
slowness of the globally observed asymmetrically reflected PP and SS precursors. It also 
accounts for the observation of relative strong amplitude B-point and weak C-point phases. 
Furthermore, the generation by the depth dependent Earth's structure explains the observed 
ubiquity and coherence. It also implies that this generation mechanism is a fundamental 
contributor to the PP and SS precursors. Lateral heterogeneities might similarly contribute to 
the precursory wave trains but we expect their nature to be less coherent in amplitude, travel 
time and waveform. Our more qualitative approach permits no decision about whether 
a I-D medium is indeed sufficient to explain the observable amplitudes. However, the 
observations clearly suggest that the generation by a I-D Earth provides at least a strong 
contribution. A different approach should be used for more quantitative investigations. If 
heterogeneities need to be incorporated then the interpretation of the precursors in order to 
constrain the heterogeneities becomes highly non-unique. 
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Appendix 

Kirchhoff-Helmholtz Reflection Seismograms and
 

Choice of Integration Surface
 

The Kirchhoff-Helmholtz theory has been introduced by Helmholtz and Kirchhoffat the end 
of the 19th -century to solve wave propagation problems. Since then their theory has been 
applied to many problems and is treated in several text books. The purpose of this appendix 
is to show some aspects of this theory which are related to our application in chapter 5. 
First we discuss the Kirchhoff-Helmholtz theory in connection with the applied method to 
calculate synthetic seismograms and then we focus on the choice of the integration surface 
in Kirchhoff-Helmholtz related theories. 

The Kirchhoff-Helmholtz integral is based on Green's theorem and obtained with the 
time domain wave equation (e.g. Aki and Richards, 1980) or the Helmholtz equation (e.g. 
Jackson, 1975; Frazer and Sen, 1985) which is the wave equation in the frequency domain. 
A general version of the Kirchhoff-Helmholtz integral for a scalar field 'IjJ(xr ) which satisfies 
the scalar Helmholtz equation inside a volume V with surface av and normal ft is given in 
equation (AI) (e.g. Jackson, 1975) 

'ljJ(Xr ) = J ['IjJ(x)ft· \7G(xr , x) - G(xr,x)ft· \71jJ(x)] dS (A.I)
lev 

G(xr , x) is the Green's function which is a solution of the wave equation for the medium 
inside the volume for a point source at X r and x on the surface av. The equation (A. 1) 
is derived without approximations and tells us that the field 'ljJ(xr ) within the volume V 
is completely determined by a combination of the field 1j!(x) and its normal derivative 
ft· \7'ljJ(x) on the surface av. The sources of the field 'IjJ(x) are outside the volume V. 
Note that we are free in choosing the volume, i.e. the integration surface, as long as the 
field 'ljJ is defined in its interior. We are also free in the choice of the boundary conditions 
for the Green's function on the integration surface. This permits different representations 
of equation (AI) which describe the same situation. 

Similar to equation (AI) Frazer and Sen [1985] present a Kirchhoff-Helmholtz integral 
for elastic waves (their eq. 5): 

(A.2) 

U1 (X2) is the displacement vector at the receiver position for motion which is measured 
in the direction 3.2 . av is the surface of a closed volume which contains the receiver 
position X2 in its interior. 71, U1 are the stress tensor and displacement vector due to the 
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source which is outside the volume V and 7Z, and Uz are the stress tensor and displacement 
vector due to a fictitious source within V at the receiver position xz, respectively. This 
equation is exact and is, similar as equation (AI), a theoretical expression of Huygens' 
principle. The wave field generates Huygens' secondary sources on an integration surface 

which completely determines the wave field at any point inside the volume enclosed by the 
chosen integration surface. 

In order to apply Huygens' principle an infinite number of secondary sources distributed 
over the whole medium must be used. Since energy propagates along trajectories which 
follow Fermat's principle the wave propagation can be approximated by ray theory as long 
as ray theory is valid. Kirchhoff-Helmholtz -related methods often connect ray theory and 
Huygens' elementary waves which are allowed to be generated on one or more surfaces. 
Frazer and Sen [19851 use geometrical optics to approximate the wave propagation between 
real or fictitious source and integration surface to derive a theory for Kirchhoff-Helmholtz 
reflection seismograms. The use of geometrical optics and plane wave reflection coefficients 
enable a simplification of equation (A2) to an equation of the form: 

Ul (xz, w) = iw r Ul (x) . R 12 . Uz (x) d~(x) (A.3) 
IE(x) 

(after eq. 30 in Frazer and Sen [1985] and separation of iw from their R lZ ). The closed 
surface integration is replaced by the integration over a surface ~(x) which usually is chosen 
to coincide with a material discontinuity. This is justified when one assumes that the surface 
~(x) is closed at large distances where the contributions to the integration are negligible. 
Ul and Uz on the right hand side of equation (A3) describe the geometrical waves from the 
source and the receiver position to the surface ~(x). They contain the ray amplitude and 
travel time and are connected at ~(x) by the interaction term R IZ . This interaction term 
incorporates plane wave reflection or transmission coefficients. w is the circular frequency 
and acts as a filter. In the time domain iwu translates to the time derivative Bulot which 
means one has to know the time derivative of the field at the surface. 

Equation (A3) is used to calculate synthetic reflection seismograms. Rays need to 
be traced to and from the surface ~(x). However, inherent to this approximation non­
geometrical phenomena such as the illumination of shadows by diffracted waves can only 
be studied when the position of this integration surface is correctly chosen. Figure Al 
shows an example where this surface can not take an arbitrary position. A spatially limited 
reflector causes edge diffractions which illuminate the geometrical shadow. The dashed line 
marks the surface of integration. In Figure A.I a the diffraction point (edge of the reflector) 
coincides with a secondary Huygens' source on the surface. In Figure Alb it does not. For 
both configurations a diffracted arrival (solid ray in Figure AI) will be found. However 
only the first configuration describes the true nature. The non-stationary arrivals proposed 
in chapter 5 belong to the non-geometrical phenomena and similarly require the correct 
choice for the integration surface in this ray geometrical Kirchhoff-Helmholtz approach. 
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Source Source 

Receiver Receivera) b) 

Figure A.t. Representation of an ed?{e diffraction at a spatially limited reflector with a Kirchhoff­
Helmholtz -related method which uses ray theory to propagate waves to and from the integration 
surface. The dashed line marks the surface of integration. a) Correct position of integration surface. 

b) Wrong position of integration surface. 
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Summary in English 

This thesis intends to advance our understanding of secondary broad band body wave 
arrivals caused by mantle structure, the wave propagation phenomena behind them, and the 
corresponding constraints on Earth structure. These items are intimately related to each 
other and their understanding promises to increase the constraints and resolution of the fine 
structure of the Earth. 

The research of this thesis is presented in four chapters and comprises evidence of 
steeply reflected and focused arrivals from the D" region, a new coherency measure and 
stacking technique to detect weak but coherent signals, and the observation and explanation 
of non-geometrical PP and SS precursors caused by amplitude and phase fluctuations in the 
wave field. 

In chapter 2 of this thesis we present evidence for precursors to the ScS and sScS phases 
observed at epicentral distances smaller than 30°. The coherency, frequency dependence, 
slowness, polarity, polarization, intermittency and the occasionally large amplitudes of 
the precursors are discussed for a subsidiary data set from a station in New Zealand. 
Many explanations can be rejected and we conclude that a reflector with topography 180 
km above the core-mantle boundary underneath the Kermadec-Tonga region causes these 
precursors. We test the possibility offocusing and calculate synthetic seismograms based on 
a three-dimensional Kirchhoff-Helmholtz related theory. We can constrain the topography 
scale lengths and amplitudes to be about 1200-1600 km and 30-50 km, respectively. The 
frequency dependent character of the data can be explained by the frequency dependent 
size of the focusing zone, the frequency dependent sampling of the structure and/or the 
frequency dependent reflection coefficient. Inherent to these ambiguities we refrain from 
presenting the "best" model. The limited data set permits no conclusions about the global 
properties of this discontinuity. 

The work of chapter 3 is motivated by the often ambiguous detection of weak but 
coherent arrivals in ordinary, linear data stacks. We present a new coherency measure and 
stacking technique which are based on complex trace analysis. An amplitude unbiased 
coherency measure is designed based on the instantaneous phase which is used to weight 
the samples of the linear stack. This procedure cleans the linear stack from incoherent noise. 
The result is called phase weighted stack (PWS) and can easily be extended to be applied in 
different environments. Synthetic and real data are used to compare the proposed technique 
with other measures that are often used. The amplitude unbiased coherency measure is 

clearly superior to the other measures when phase coherent signals with varying amplitudes 
are to be detected. PWS enables the identification of weak mantle conversions which have 
not been detected in linear stacks. As another merit, the travel time and slowness may be 

measured more accurately. 
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In chapters 4 and 5 a study of the characteristics and generation of asymmetrically 
reflected precursors to PP and 55 is presented. They are observed at epicentral distances 
ranging between 80° and 120°. These precursors have travel time and slowness values 
which constrain their ray path to have bounce points at about 15° to 30° distance from the 
receiver or source. Asymmetrically reflected PP precursors have been known for more than 
30 years and have led to different explanations. Chapter 4 presents also 55 precursors and 
shows that PP and 55 precursors have the same characteristics. They are related to each 
other by the same generation mechanism. Especially their coherency and ubiquity can not 
be explained by the previously proposed generation mechanisms. It is further shown that 

the measured slowness and travel time is well explained by waves which are generated at the 
Earth's surface for points which correspond to the travel time reversals of the upper mantle 
triplications. A new mechanism which can explain the observations is proposed in chapter 

5. Its principles are stepwise pictured with the help of Huygens' principle. The strong 
changes in velocity and velocity gradient in the upper mantle cause triplications and strong 
amplitude fluctuations of the wave field at the Earth's surface. The precursors are caused 
by these strong amplitude fluctuations and resemble those of edge and point diffracted 
waves. If the fluctuations are strong enough no lateral heterogeneities are required. This 
can explain the ubiquity and coherency shown in chapter 4. Synthetic seismograms are 
calculated, however, inherent to applied simplifications we can not exclude whether lateral 
heterogeneities are required to strengthen the precursors to explain the observed amplitudes. 

Within 4 chapters of this thesis are studies presented on secondary body wave arrivals. 
It is shown that these phases are not at all secondary in the sense that they carry very 

useful information about the fine structure of the Earth. Only due to the variability in 
their appearance in seismograms are they still difficult to handle especially in routinely 
used processing and inversion schemes. It is a challenge to better detect these observable 
features, to understand the cause of these wave phenomena and to better constrain the 

Earth's structure. 
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Summary in Dutch (Samenvatting in het Nederlands) 

De fijne structuur van de aarde veroorzaakt verschillende golfvoortplantingsfenomenen die 
men meestal als secundaire ruimtegolfsignalen in seismogrammen waarneemt. Veel van 

deze signalen worden nog steeds niet begrepen hoewel ze waardevolle informatie bevatten 
over de structuur van de aarde. Bet doel van dit proefschrift is het vergroten van het 
begrip van deze signalen en de golfvoortplantingsfenomenen, om hiermee meer inzicht te 
krijgen in de structuur van de mantel. Bet in dit proefschrift behandelde onderzoek wordt in 
vier hoofdstukken uiteengezet. Bet behandelt steil gereflecteerde en gefocuseerde signalen 
van de D"-laag, een nieuwe 'stacking' techniek met coherentiebepaling om zwakke maar 
coherente signalen waar te nemen, en de waarneming en verklaring van niet-geometrische 
pp- en SS-voorlopers veroorzaakt door amplitude- en fasefluctuaties in het golfveld. 

In het tweede hoofdstuk van dit proefschrift wordt het bestaan van voorlopers van de ScS 
en de sScS fases, die worden waargenomen bij epicentrale afstanden kleiner dan 30°, be­
handeld. De coherentie, frequentie-afhankelijkheid, 'slowness', polariteit, polarisatie, het 
inconsistent voorkomen, en de soms hoge amplitudes van deze voorlopers worden besproken 
voor een dataset van een meetstation in Nieuw-Zeeland. Vele gangbare verklaringen voor 
de besproken fenomenen kunnen verworpen worden. Er wordt vastgesteld dat een reflector 
die zich 180 km boven de kernmantelgrens bevindt onder het Kermadec-Tonga gebied deze 
voorlopers veroorzaakt. De mogelijkheid van focusering wordt getest en de synthetische 
seismogrammen, gebaseerd op een driedimensionale Kirchhoff-Belmholtz-verwante the­
orie, worden berekend. De lengteschaal van de topografie wordt bepaald op 1200-1600 
km en de bijbehorende amplitude op 30-50 km. Bet frequentie-afhankelijke karakter van 
de data kan verklaard worden door de frequentie-afhankelijke grootte van het brandpunt, 
de frequentie-afhankelijke bemonstering van de structuur en/of de frequentie-afhankelijke 
reflectiecoefficient. Vanwege gebrek aan een eenduidige verklaring zal er niet een 'beste' 
model gepresenteerd worden. Bet is tevens niet mogelijk uitspraken te doen over deze 
discontinuYteit op een globale schaal vanwege het beperkte karakter van de dataset. 

Bet werk van hoofdstuk 3 is gemotiveerd door de vaak onzekere waarneming van 
zwakke, maar coherente signalen in gewone, lineaire data 'stacks'. Er wordt een nieuwe 
methode ter bepaling van de coherentie besproken en een bijbehorende 'stacking' tech­
niek gebruikmakend van tijdreeksanalyse in het complexe domein. Er is een maat ont­
wikkeld voor de coherentie die gebaseerd is op de instantane fase, en die onafhankelijk 
is van de amplitude. Deze wordt gebruikt om de datapunten van de lineaire 'stack' te 
wegen. Deze procedure verwijdert ongecorreleerde ruis uit de lineaire stack. Bet resultaat 

wordt 'phase weighted stack' (PWS) genoemd en de methode kan eenvoudig uitgebreid 
worden voor toepassingen in andere omgevingen. Zowel synthetische als bestaande data 
worden gebruikt om de voorgestelde techniek te vergelijken met andere vaak gebruikte 
technieken. Bet blijkt dat de amplitude-onafhankelijke coherentiemaat duidelijk superieur 
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is ten opzichte van andere maatstaven wanneer fase-coherente signalen met afwisselende 
amplitudes waargenomen worden. De PWS-methode maakt de identificatie mogelijk van 
zwakke mantelconversies die niet waargenomen zijn in de lineaire 'stacks'. Een ander 
voordeel van de methode is dat de looptijd en 'slowness' nauwkeuriger gemeten kunnen 
worden. 

In hoofdstuk 4 en 5 wordt een studie van de karakteristieken en het ontstaan van asym­
metrisch gereflecteerde voorlopers van PP en SS fasen besproken. Deze voorlopers zijn 
waargenomen op epicentrale afstanden die varieren van 80° tot 120°, en de looptijd- en 
'slowness' -waarden bepalen dat hun stralenpaden reflectiepunten moeten hebben op een af­

stand van 15° tot 30° van de bron of ontvanger. Asymmetrisch gereflecteerdePP-voorlopers 
zijn al meer dan 30 jaar bekend en er zijn verschillende verklaringen voor. In hoofdstuk 
4 worden ook SS-voorlopers besproken, en het blijkt dat PP- en SS-voorlopers dezelfde 
karakteristieken hebben. Ze zijn aan elkaar gerelateerd door hetzelfde ontstaansmecha­
nisme. Vooral de coherentie en veelvuldige waarneming kan niet verklaard worden door de 
gangbare ideeen. Verder wordt aangetoond dat de gemeten 'slowness' en looptijd goed te 
verklaren zijn door golven die ontstaan aan het aardoppervlak op punten die overeenkomen 
met de looptijdkeerpunten van de bovenmantel-triplicaties. In hoofdstuk 5 wordt een nieuw 
mechanisme voorgesteld dat de waarnemingen kan verklaren. De principes van dit mecha­
nisme worden stapsgewijs beschreven met behulp van het principe van Huygens. De sterke 
veranderingen in snelheid en snelheidsgradient in de bovenmantel veroorzaken triplicaties 
en sterke amplitudefluctuaties van het golfveld aan het aardoppervlak. Het ontstaan van 
voorlopers wordt veroorzaakt door deze sterke arnplitudefluctuaties en lijken op het ontstaan 
van hoek- en puntgediffracteerde golven. Wanneer de fluctuaties sterk genoeg zijn, dan zijn 
er geen laterale heterogeniteiten nodig. Dit kan de veelvuldige waarneming en coherentie 
uit hoofdstuk 4 verklaren. Synthetische seismogrammen worden berekend. Inherent aan 
toegepaste simplificaties echter, kan niet uitgesloten worden dat laterale heterogeniteiten 
nodig zijn om de voorlopers te versterken om de waargenomen amplitudes te verklaren. 

In dit proefschrift worden studies besproken van secundaire ruimtegolfsignalen. Het 
blijkt echter dat deze golfsignalen in het geheel niet secundair zijn voor de informatie 
die ze verschaffen over de fijnere structuur van de aarde. Louter door de variabiliteit 
van het voorkomen in seismogrammen zijn ze moeilijk waarneembaar met routinematige 
verwerkings- en inversieschema's en daardoor als secundair aangeduid. Het is een uitdaging 
de kenmerken van deze waarneembare voorlopers beter te bepalen, alsmede de fenomenen 
te begrijpen die de golven veroorzaken om daarmee de kennis van de fijne structuur van de 

aarde te verbeteren. 
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