
Coordination Chemistry Reviews 249 (2005) 65–95

Review

High resolution 1s core hole X-ray spectroscopy in 3d transition metal
complexes—electronic and structural information

Pieter Glatzela,∗, Uwe Bergmannb,∗
a Department of Inorganic Chemistry and CatalysisxDebye Institute, Utrecht University, Sorbonnelaan 16, 3584 CA Utrecht, The Netherlands

b Stanford Synchrotron Radiation Laboratory, P.O. Box 20450, Stanford, CA 94309, USA

Received 22 July 2003; accepted 20 April 2004
Available online 26 June 2004

Contents

Abstract. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
1. Introduction and overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2. K shell fluorescence lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.1. Modes of 1s core hole creation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3. Theories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1. The effective number of 3d electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4. Instrumentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5. Chemical sensitivity of the Kα and Kβ main fluorescence lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.1. Kβ lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2. Kα lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3. Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6. Site-selective EXAFS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7. The Kβ satellite emission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.1. The cross-over transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.1.1. Identifying ligands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.1.2. Angular dependence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.2. Valence electron perturbation upon 1s photoionization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8. Resonant inelastic X-ray scattering (RIXS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

8.1. The RIXS process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
8.2. The RIXS plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8.2.1. Continuum excitations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.2.2. K pre-edge detection and the line sharpening effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8.2.3. Fluorescence detected absorption. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.3. Experimental results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.3.1. Nickel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.3.2. Iron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.3.3. Manganese. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8.3.4. Vanadium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

8.4. Summary and outlook. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9. Conclusions and outlook. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Acknowledgements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Abstract

The creation of a 1s core hole in a 3d transition metal ion gives rise to an emission spectrum that can be recorded using a crystal analyzer. K
shell X-ray spectroscopy using an analyser energy bandwidth of∼1 eV is sensitive to electron–electron interactions and orbital splittings and
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preserves the advantages of the hard X-ray probe. We review recent developments in K� and K� spectroscopy and show how the chemical
sensitivity of the fluorescence lines can be exploited for selective X-ray absorption studies. When the photo excitation energy is tuned close
to the K edge threshold, the phenomenon known as X-ray resonant Raman or resonant inelastic X-ray scattering (RIXS) occurs. RIXS
spectroscopy on 3d transition metals at the 1s resonances with lowest incident energies (K pre-edge) is a very recent technique. We discuss
basic aspects and demonstrate with several examples its potential as a future routine spectroscopic tool.
© 2004 Elsevier B.V. All rights reserved.

Keywords:X-ray fluorescence; X-ray absorption; Resonant inelastic X-ray scattering; 3d Transition metal; Multiplet theory; Electronic structure; Chemical
bonding

1. Introduction and overview

Inner-shell spectroscopies are applied to study 3d transi-
tion metal complexes because they are element specific and
sensitive to the metal oxidation and spin state as well as the
local geometry. The direct approach to probe the electronic
structure of a transition metal ion in different chemical en-
vironments using X-rays is to take advantage of the dipole
allowed 2p–3d transition. L-edge absorption spectroscopy
with its pronounced chemical sensitivity is an established
technique (see review article by de Groot in this volume).
However, the L-edge energies of 3d transition metals lie be-
low 1.1 keV (soft X-ray region) and many systems and/or
sample conditions profit from the larger penetration depth
of hard X-rays (Fig. 1). There are also cases, e.g. very pho-
tosensitive metalloproteins, where the problem of radiation
damage favors the weaker interacting hard X-ray probe.

The 3d transition metal K-edges range from 4 to 10 keV
and lie thus in the hard X-ray region. K-edge absorption
spectroscopy on 3d transition metal compounds has become
a routine tool in the study of these chemically important
systems[2,3]. The extended X-ray absorption fine structure
(EXAFS) is widely used to determine short-range geometry
parameters of the metal site[4–6], and the near edge struc-
ture (XANES) provides information on metal oxidation state

Fig. 1. X-ray attenuation length in MnO (solid) and transmission through
1 cm air at 760 Torr and RT (dotted)[1]. The large attenuation length makes
hard X-ray spectroscopy a bulk sensitive probe. The high transmission
through gases allows for experiments where the sample is kept in ambient
conditions.

and coordination[7–11]. However, the XANES region is
formed by numerous effects that mainly reflect the delocal-
ized metal p density of unoccupied states. In order to obtain
a more localized view of the electronic structure at the metal
site it is desirable to use a hard X-ray technique that probes
the lowest unoccupied orbitals, i.e. the metal 3d shell.

Selection rules for electronic transitions induced by in-
teraction with a photon pose a serious obstacle in the study
of the metal 3d shell if a 1s electron is excited in the spec-
troscopic process. The electric and magnetic field of the ra-
diation can be generated from a vector potential�A. Using
a plane wave description,�A contains the function exp(i�k�r)
that can be expanded as

exp(i�k�r) = 1 + i�k�r + · · · (1)

with propagation vector�k and spatial coordinate vector�r.
Carrying only the first term (unity) when treating the in-
teraction of the electromagnetic field with an electron is
the dipole approximation with the selection rule�l = ±1
for the atomic orbital angular momentum, e.g. 1s–4p tran-
sitions. The second term accounts for electric quadrupole
interactions with the selection rule�l = 0,±2, e.g. 1s–3d
transitions (we neglect magnetic dipole radiation).1 The
quadrupole transition matrix elements are reduced com-
pared to the dipole transition matrix elements by a factor on
the order of the fine structure constantα ∼ 1/137 [12–14]
and are therefore more difficult to observe in transition
metal 1s spectroscopies.

In this article, we review two approaches to tackle the
problem of gaining information on the 3d shell without los-
ing the advantage of the hard X-ray probe. First, we can
restrict ourselves to dipole allowed transitions by looking
at the 2p or 3p–1s K fluorescence lines that are emitted af-
ter 1s core hole creation. In this case, we have to derive
the information about the metal 3d shell indirectly by an-
alyzing the interactions between the 2p or 3p hole and the
3d electrons. These interactions are considerable because
of the large overlap between the 2p (3p) and the 3d wave
functions[15]. The K fluorescence lines therefore show a
pronounced chemical sensitivity. The chemical information
obtained in K� and K� main line fluorescence spectroscopy

1 The selection rules for non-vanishing transition matrix elements in
point group symmetries with the metal ion embedded in a ligand envi-
ronment are discussed inSection 7.1.2.
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mainly concerns the metal ion spin state. There is a consid-
erable number of publications on this topic, many of them
dealing with fundamental aspects of the theoretical interpre-
tation. We will review recent new insights and applications
in inorganic (bio)chemistry.

Fluorescence transitions from orbitals higher than the
metal 3p shell (K� satellite lines) mainly arise from metal
and ligand electrons that contribute to the metal p density of
occupied states. The energy position of one of the spectral
features, the ‘cross-over’ peak, indicates the type of ligand
that is coordinated to the metal ion. Furthermore, using the
angular dependence in the fluorescence emission of a single
crystal it is possible to derive the symmetry and thus the
spatial distribution of an occupied molecular orbital.

The other approach is to study the weak K absorption
pre-edge structure, thus directly probing 1s–3d transitions.
(For simplicity, we refer to the pre-edge as ‘1s–3d’ tran-
sitions and discuss p–d hybridization inSection 8.1). The
dipole allowed transitions that form the K main edge at
higher energies, however, cause a strong background in the
range of the pre-edge structure. A detailed analysis of the K
pre-edge spectral features in conventional absorption spec-
troscopy is therefore often limited and connected with a
rather large uncertainty. We will show that resonant inelas-
tic X-ray scattering (RIXS) spectroscopy can be used to cir-
cumvent this problem and to furthermore gain additional in-
formation. In RIXS spectroscopy, a second energy axis—the
energy transfer or final state energy—is added to that of the
incident photon. This enables a separation of the pre-edge
structure from the main K absorption edge along the incident
energy axis. Furthermore, the electronic states along the ad-
ditional energy transfer axis correspond to the final states in
soft X-ray L-edge and M-edge spectroscopy. Even though
the spectral shapes along the energy transfer do not neces-
sarily coincide with the spectra as obtained in the soft X-ray
experiment, they still bear information on the metal ion elec-
tronic structure that is complementary to K-edge absorption.
RIXS spectroscopy at the transition metal K pre-edges is a
very recent technique that benefits from intense third gener-
ation storage ring facilities and advances in X-ray analyzer
instrumentation. Its full potential is not yet developed, and
we hope this review of the current status will help to stim-
ulate such progress.

We note that emission and RIXS spectroscopy using hard
X-rays can also be performed on rare earths. Here, the
L-edges lie in the hard X-ray range and some studies exist
[16–18].

2. K shell fluorescence lines

The photons that are emitted after creation of a hole in the
1s shell form the K fluorescence emission spectrum (Figs. 2
and 3). The strongest K fluorescence lines result from 2p to
1s transitions (K� lines). Approximately eight times weaker
are the 3p–1s transitions and 50–100 times weaker are tran-

Fig. 2. Simplified energy scheme for K fluorescence emission. The dif-
ferent radiative decay channels of the 1s vacancy give rise to the K
fluorescence spectrum. The continuum electron that occurs after 1s pho-
toionization is neglected in the intermediate and final states. Atomic con-
figurations are used for simplicity.

sitions to the 1s shell from higher orbitals[19]. Both latter
fluorescence emissions are denoted K� lines. We will refer
to the electronic state with a 1s core hole as theintermedi-
ate state. The K� and K� final statesare reached when the
1s vacancy is filled.

In an experimental setup that employs a solid state de-
tector to record the K fluorescence emission (e.g. for Ge
the resolving power isE/�E ∼ 40) the K� and K� groups
can be separated from each other but no fine structure can
be resolved. The intensity ratioI(K�)/I(K�) has been used
to determine the electron occupancy in 3d transition metals

Fig. 3. K shell emission lines in MnO. The final state configurations are
given in Fig. 2. The K� satellite lines are shown for excitation energies
below and above the KL edge, where a 2p electron is excited together
with a 1s electron (multiple electron excitation)[24]. The KL� structure
(dotted line) thus arises from doubly ionised final states. The magnification
factors for the K� main and satellite spectra are given.
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[20,21]. The differences inI(K�)/I(K�) are, however, small
and an accurate fitting procedure is required in order to ob-
tain reliable numbers for the ratio. In a recent study by Saku-
rai and Eba using a ‘downsized’ Johann-type spectrometer
with medium energy resolution (E/�E ∼ 600) the normal-
ized K�′ and K�2,5 intensities were found to be suitable for
chemical classification (cf.Fig. 3) [22]. We note that super-
conducting tunnel junction detectors as they are developed
by e.g. Friedrich et al.[23]. are capable of a similar medium
energy resolution in the keV photon energy range.

In order to be able to separate spectral features within
the K� and K� groups and detect changes of the spectral
shape due to the chemical environment it is necessary to
achieve a resolving power of orderE/�E > 5000, which
currently can only be obtained with a spectrometer based
on perfect-crystal Bragg optics. In this review, we focus on
the interpretation and application of such high resolution
fluorescence spectra.

The nomenclature of the K� spectral features used in
Fig. 3 has its origin in the spectroscopy of high Z materi-
als, such as rhodium and uranium, where the 3p spin–orbit
splitting is large enough to yield two distinct 3p1/2 (K�3)
and 3p3/2 (K�1) final states[25,26]. K�2 was assigned to
transitions from 4p orbitals and K�5 from 3d orbitals. The
nomenclature was transferred to transition metals and there,
with a deeper understanding of the dominating interactions,
partly lost its actual physical meaning. We will call 3p–1s
transitions K� main lines and transitions at higher fluores-
cence energies K� satellites. The K� structure at highest flu-
orescence energies (KL�) is due to double ionizations that
are not discussed here[24,27]. The origins of the line split-
tings in transition metal fluorescence emission are discussed
in Section 5.

2.1. Modes of 1s core hole creation

We show K fluorescence spectra where the 1s hole is
created in two different ways (modes of excitation). In
photoionization, a photon excites a 1s electron into the
continuum. Alternatively, one can take advantage of ra-
dioactive electron capture decay. An orbital electron reacts
with a proton in the nucleus yielding a neutron that remains
in the nucleus and an escaping electron neutrino[28]. The
atomic number of the daughter nucleus is decreased by one
while the atomic mass number is unchanged:ZA + e− →
(Z− 1)A + νe. The capture rate depends on the probability
of finding the electron inside the nucleus and is therefore
largest for 1s electrons (K capture decay).Fig. 4 illustrates
for radioactive55Fe and stable54Mn that the same formal
atomic configurations are reached after K capture in55Fe
and 1s photoionization in54Mn, respectively. The fluores-
cence energies of the55Fe K capture emission correspond to
the Mn spectrum after photoionization. This suggests a com-
parison of the X-ray fluorescence following the two modes
of excitation. We note that the influence of nuclear recoil
and other nuclear effects (nuclear excitation, isotope ef-

Fig. 4. K capture in55Fe and 1s photoionization in Mn. Both processes
result in an ion that has a Mn (Z = 25) nucleus and a hole in the 1s shell.

fect) can be neglected for the fluorescence emission in55Fe
[29,30].

3. Theories

The analysis of inner-shell spectra in a free transition
metal atom or ion is a complex many-body problem that
cannot be solved analytically and numerical simulations are
limited by computer capacities. Thus, approximations have
to be made and it remains a topic of controversy what effects
should be included in the theoretical model[31]. The matter
becomes even more complicated when the atom is embed-
ded in a ligand environment[32–34]. Transition metal sys-
tems can be divided into two groups: Bulk materials with
a pronounced band structure formation and molecular co-
ordination complexes. Many authors treat even the former
by means of a cluster model (e.g. MX6 in octahedral sym-
metry with metal M and ligand X) and either neglect band
formation at all or introduce it empirically.

The choice of theory depends on the electron transition
that is observed experimentally. K-edge absorption spectra
above the pre-edge can be well reproduced within a mul-
tiple scattering formalism based on real space Green func-
tions (‘FEFF code’)[10]. This code, however, does not fully
account for intra-atomic electron–electron interactions that
lead to a multiplet structure of the electronic energy lev-
els. Electronic transitions that involve resonant excitations
and/or p core orbitals in the intermediate and final state are
usually better modeled by theoretical approaches that are
based on atomic multiplet theory[15,35]. In order to ac-
count for the ligand environment, the spherical (SO3) sym-
metry of the wavefunctions in the atom is reduced to the lo-
cal point group symmetry (e.g. octahedral, Oh) of the metal
ion in the compound. Group theoretical considerations then
allow to determine the orbital splitting (qualitatively, e.g. 3d
to t2 and e in cubic symmetry), wavefunction mixing and
electron transition selection rules.
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In crystal field theory the ligands are represented as point
charges and a purely ionic system is considered. Ligand field
theory includes covalency (orbital hybridization) and thus
gives a more realistic picture of the electron configuration.
The ligand field multiplet approach to analyze inner-shell
X-ray spectra of transition metal compounds already sug-
gested in 1959 by Tsutsumi and further developed by
Sugano, Thole and others has been applied successfully to
L-edges and K fluorescence spectra (see review by de Groot
in the present volume). The multiplet interpretation for the
overall structure of K fluorescence spectra is also supported
by results obtained using photoelectron spectroscopy (2p
and 3p XPS) in compounds and free metal atoms[36–40].

Ligand field multiplet theory is a semi-empirical ap-
proach. Ligand field and hybridization parameters have
to be obtained from experiment or ab initio calculations.
Density–functional approaches are ab initio theories but at
present do not account for multiplet structure. Some authors
invoked density–functional theory for qualitative arguments
to explain experimental observations in inner-shell spectra
[41,42]. The simulation of inner-shell spectra using ab ini-
tio wavefunction-based (as opposed to density–functional
based) molecular orbital theory is hampered by the fact that
considerable computing powers are required. With improv-
ing computer resources this approach is very promising
because it can potentially account for the full multiplet
structure while the combination with molecular orbital the-
ory ensures an accurate description of orbital hybridization
[43].

In this review we show theoretical spectra that were ob-
tained using ligand field multiplet theory to interpret K� and
K� main lines as well as the K absorption pre-edge struc-
ture in RIXS spectroscopy. Molecular orbital theory is used
for the K� satellites. Here, the molecular orbitals were ob-
tained from density–functional calculations as developed by
Kohn and Sham[44,45].

3.1. The effective number of 3d electrons

Inorganic chemists generally group transition metal com-
plexes in terms of the metal oxidation state. Inner-shell spec-
troscopists, on the other hand, find in many cases a different
ordering, and the concept of oxidation state is only of lim-
ited merit when trying to explain the spectral shapes. This
apparent disagreement arises from the attempt to derive the
number of metal valence electrons from the oxidation state.
Even though this might work rather well for very ionic com-
pounds, it can generally not be applied to complexes that
exhibit strongly covalent bonds and where the electron den-
sity for a valence orbital is spread across several atoms.

Inner-shell fluorescence spectroscopy tests the immedi-
ate surrounding of the excited ion because the Coulomb in-
teraction between the core hole and the valence electrons
is only appreciable within a short-range. The K absorption
pre-edge structure that we study in transition metal RIXS
spectroscopy arises from excitations into the lowest unoc-

cupied orbitals that are mainly localized around the metal
ion. Electron and spin densities on the excited ion do not
correspond to the numbers derived from the oxidation state.
In order to interpret the experimental results it is necessary
to describe the electron configuration within a charge den-
sity or molecular orbital picture. To make the connection
to multiplet theory we can expand the electron density or
molecular orbitals in terms of atomic orbitals and determine
their occupation by means of a population analysis. Already
in 1955 Mulliken developed a method to extract the popu-
lation of atomic orbitals in compounds[46]. More sophis-
ticated procedures have been introduced recently[47–49].
We thus obtain an ‘effective number’ of 3d electrons 3deff ,
i.e. the number of electrons that can be assigned to the metal
3d shell[41,42,50]. The effective number of 3d electrons is
divided into spin-up and spin-down and from the difference
we obtain the net electron spinSeff

3d on the metal ion. We
then assume that the core hole primarily interacts with the
metal 3d electrons and the interaction with the ligand va-
lence electrons can be neglected. The effective number of
3d electrons is in most cases fractional.

4. Instrumentation

The central component of an emission spectrometer is a
Bragg crystal that spectrally analyzes the fluorescence from
the sample and reflects it onto a photon detector. Several
experimental setups have been conceived over the decades
[51–53]. We use a spherically bent Johann type crystal in a
one-to-one focusing Rowland geometry in connection with a
solid state detector[54–56]. In order to enlarge the solid an-
gle of collection the number of analyzer crystals in our setup
can be increased up to eight crystals, all aligned on Rowland
circles that intersect at the two focal points (Fig. 5). Both K
capture and photoexcitation experiments have identical se-
tups in terms of analyzers and detector. The source point
of the K capture experiment corresponds to the X-ray beam
spot on the sample in the photoexcitation setup. The X-ray
beam in the photoexcitation experiment can be produced ei-
ther with an X-ray tube or in an electron/positron storage ring
that generates synchrotron radiation. Synchrotron radiation
experiments have the advantage of much larger X-ray inten-
sity and full tunability of the incident X-ray energy and po-
larization. Typical storage ring based experiments have thus
two X-ray optical elements—a monochromator to choose
the energy of the incident X-rays and an analyzer to choose
the energy of the fluorescence emission spectrum. Good en-
ergy resolution in the incident X-rays gives the possibility to
combine conventional absorption and emission spectroscopy
as it is done in selective EXAFS and RIXS spectroscopy.

The simplified schematics of a storage ring based setup
with four analyzer crystals is shown inFig. 5. The incident
X-ray beam is guarded by an aperture slit to define the source
size and the photon flux is recorded using an ion chamber.
Two more ion chambers with a calibration standard can be
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Fig. 5. Experimental set up at a storage ring beamline. The arrows indicate the motion of the components when a spectrum of the emitted X-rays is
taken. The inset shows the orientation of the Rowland circles for the four analyzer crystals.

added downstream of the sample to record absorption scans
of the sample in transmission mode and to correct for energy
drifts in the primary monochromator, respectively.

The multi-crystal spectrometer described here was specif-
ically designed for applications in inorganic (bio)chemistry,
where systems can be very dilute and/or fluorescence fea-
tures might be weak. It thus covers a large solid angle of col-
lection and its simplified scanning procedure ensures good
stability to avoid energy drifts. K� fluorescence studies of
dilute samples such as metalloproteins have been performed
at second generation synchrotron radiation sources (incident
flux I0 of order some 1011 photons/s)[57,58], but a more in-
tense third generation source (I0 ∼ 1013 photons/s) was used
in recent site-selective EXAFS and RIXS studies[59–61].
In fact, most third generation storage rings have active R&D
programs to pursue novel instrumentation for these evolv-
ing techniques (e.g. ESRF: ID-16 and ID-26, APS: Sector 3,
Spring8: Bl 12XU, PETRA III, SOLEIL, DIAMOND: in-
elastic scattering beamlines). Active development for novel
instrumentation is also pursued at first (CHESS, HASY-
LAB) and second (NSLS, DELTA) generation synchrotron
radiation facilities.

We note that the experimental conditions with respect to
sample environment in transition metal K fluorescence and
RIXS spectroscopy using hard X-rays are identical to con-
ventional K-edge XANES and EXAFS spectroscopy. Ra-
diation sensitive samples can be cooled down below 10 K
and kept in an exchange gas environment. Radiation dam-
age studies can be accurately performed. The use of hard
X-rays gives considerable experimental freedom and for fu-
ture studies one can envision for example in situ studies (e.g.
‘operando’, photolysis) or simultaneous control (e.g. FT-IR,
optical Raman) measurements.

5. Chemical sensitivity of the K� and K� main
fluorescence lines

As soon as K emission spectra were recorded with the
high resolution of a crystal analyzer, it was found that the
features show a pronounced chemical sensitivity[26,62–64].
In the K� and the K� main lines, spectral changes depend-

ing on the chemical environment arise predominantly from
the exchange interaction between the core hole (2p or 3p)
and the net electron spin in the metal valence shell, i.e. the
effective number of unpaired metal 3d electrons. Spectral
changes with the metal spin state are, however, very dif-
ferent between K� and K� lines because the magnitudes
of the electron–electron interactions (Slater integrals) and
spin–orbit coupling depend on the type of core hole.

As an example, we compare inTable 1the values for Mn
in a 2p53d5 (K� final states) and a 3p53d5 (K� main final
states) configuration. The spin–orbit splittingζp is almost ten
times larger for a 2p hole in the final state while the exchange
integrals Gpd are about three times larger for a 3p hole. As
a consequence, the overall spectral shape of K� main line
emission is dominated by the (3p,3d) exchange interaction
while the K� spectra are shaped by the 2p spin–orbit split-
ting.

The same final states as in K fluorescence spectroscopy
can be reached in inner-shell photoelectron spectroscopy
(XPS or ESCA) which is a well-studied field[37]. A detailed
analysis of the 2p XPS final states—that correspond to the
K� final states—in atomic Mn is discussed by e.g. Wernet
et al. [65]. Here, the authors discuss the accuracy of the
jj -coupling scheme to describe the final states with a 2p
hole. A general discussion of 2p XPS in transition metal
compounds is given by Parlebas[66]. A comparison between
2p XPS and K� emission for Mn oxides and Fe cyanides is
discussed by Oku et al.[67]. Likewise, the final states of 3p
XPS correspond to the K� final states. They are discussed

Table 1
Slater integrals and spin–orbit parameters (eV) for a Mn2+ ion with the
given core hole electron configurations

2p53d5 3p53d5

ζd 0.06 0.05
ζp 6.85 0.80
F2

dd 12.21 11.47
F4

dd 7.65 7.18
F2

pd 6.99 12.40
G1

pd 5.18 15.40
G3

pd 2.85 9.38
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by e.g. Borne et al.[68] in particular the term dependent
life time broadening in context with symmetry mixing of
the final states.

In the following, we show K� and K� results in Mn and
Fe compounds where the effective number of unpaired 3d
electrons can be estimated from the metal oxidation and spin
state. We then demonstrate some cases where this model
breaks down. Ligand field multiplet calculations are pre-
sented that simulate the experimental spectra.

5.1. Kβ lines

Fig. 6shows the K� main lines in Fe2O3, K3Fe(CN)6 and
K4Fe(CN)6 following K capture decay. The nominal spin
states of the three compounds areS = 5/2, 1/2 and 0, re-
spectively, thus spanning the whole range from the largest
to the smallest possible spin state in a transition metal com-
pound. There are two prominent features in the Fe2O3 spec-
trum. At high fluorescence energies is the strong K�1,3 line.
The peak is slightly asymmetric with a weak shoulder on
the low energy side. The shoulder arises from a spin flip in
the metal valence shell[30,69]. This is a many-electron ef-
fect and shows the correlation in the electronic shell; upon
the 3p–1s transition of one electron, a second electron in the
3d shell responds to the change of electronic configuration
by changing its spin orientation relative to the other valence
electrons.

Fig. 6. (top) K� fluorescence lines in55Fe2O3 (solid line), K3
55Fe(CN)6

(dashed line) and K455Fe(CN)6 (dotted line) measured after K capture
decay. The inset shows the nominal valence spin state vs. the K�1,3 first
moment position with a linear fit. Ligand field multiplet simulations for
the three compounds (bottom).

The K�′ feature in Fe2O3 at lower fluorescence ener-
gies is due to the (3p,3d) exchange interaction. It has also
been assigned to either collective (plasmon) excitations
or charge-transfer processes[70,71]. Photoemission spec-
troscopy on free atoms, however, shows that intra-atomic
interactions dominate the K� spectral shape[40,68]. K�′
and K�1,3 line move towards each other with decreasing
valence spin and thus smaller (3p,3d) exchange interaction.
The K�′ structure merges into other weak final states on
the low energy side of the K�1,3 line for S = 0. These
states are due to many electron excitations where additional
electrons undergo a t2g to eg transition (so called ‘shake-up’
transitions) while simultaneously a 3p electron decays into
the 1s vacancy. The final states of these shake-up transitions
have a spin-stateS > 0 but are considerable weaker than
the single-electron transitions.

The calculated spectra inFig. 6were obtained using mul-
tiplet theory with the ionic Fe species embedded in a ligand
field. The calculations include the above mentioned many
electron transitions. A linear increase of the final state life-
time was applied to the spectra to account for the term de-
pendent lifetime broadening as discussed by Glatzel et al.
[30] and Taguchi et al.[72]. For the cyanides, 10Dq was set
to 5 eV in the calculations to yield a low-spin configuration
in the valence shell. A cubic ligand field does not split the
3p orbitals. The exact value of 10Dq thus has little influ-
ence on the overall spectral shape as long as a low-spin (or
high-spin) configuration is maintained[69]. The effect of a
non-cubic ligand field on the K� main lines was studied in
a single crystalline Mn nitrido complex[73].

The theoretical spectra reproduce the experimental results
quite well[29]. The remarkable point about the calculations
is that the 3p53dn final state energy, i.e. the center-of-gravity
of the entire multiplet was set to equal values in all three cal-
culations. With this assumption the relative energy positions
of the K�1,3 line are very well reproduced and we can con-
clude that the shift of the K�1,3 line to lower energies is not
caused by a change in nuclear screening between different
oxidation states (here between K3Fe(CN)6 and K4Fe(CN)6)
but almost entirely by variations in the exchange splitting.

K� spectroscopy is thus sensitive to the metal spin state.
More exactly, it reflects the effective number of unpaired
metal 3d electrons. This sensitivity was used for example
to determine Mn oxidation in coordination complexes and
photosystem II as well as in LixMn2O4 [57,58,69,74,75]. A
study of Mn oxides was carried out by Quian et al.[76,77].
Badro and co-workers investigated the local spin moment
in the high-pressure phases of various Fe compounds by
means of K� spectroscopy[78–81]. However, they do not
show their spectra on an emitted energy scale with correct
relative energy calibration. Instead, the spectra were shifted
in energy in order to align the K�1,3 peaks and the K�′ peak
intensity was used to derive the local spin. Alternatively,
the spectra could be aligned with equal center-of-gravity
energies of the entire spectral area. In this case our arguments
concerning the K�1,3 peak position apply.
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Fig. 7. K� lines (top) in the Mn fluorides MnF2 (solid line), MnF3

(dashed line) and MnF4 (dotted line) and (bottom) K� lines in the Mn
oxides MnO (solid line), Mn2O3 (dashed line) and MnO2 (dotted line).
The insets show the first moment positions of the K�1,3 peak with a linear
fit.

Using a few assumptions we can be more quantitative
about the K�1,3 chemical shift. If the valence shell orbital
angular momentum is zero and spin–orbit interactions can
be neglected we can use multiplet theory to find a linear re-
lation between the exchange energy splitting and the spin
in the metal 3d shell[29]. This is sometimes referred to as
van Vleck’s theorem[35,82]. The orbital angular momen-
tum was indeed found to be zero in many transition metal
compounds by studying the magnetic susceptibility[83]. A
theoretical explanation of this so-called ‘quenching’ of the
orbital angular momentum was provided again by Griffith
and van Vleck[34,84]. Using the nominal spin state we can
see inFig. 6 that the K�1,3 peak positions (defined as the
first moment[58]) of the three Fe compounds lie indeed al-
most on a straight line.

Examples for Mn fluorides and oxides measured after
photoionization are shown inFig. 7. The spectra for a series
of Mn coordination complexes was published by Peng et al.
[69]. We see again pronounced shifts with the Mn oxidation
and thus the spin state and the first moments approximately
shift with the nominal spin state in a linear fashion. However,
a different behavior between the fluoride and the oxide series
can be observed and the absolute first moment positions for
samples with equal oxidation states do not agree between

Fig. 8. K� lines in a series of Ni(II) compounds. The first moment
positions are plotted vs. the charge transfer energy� in the inset.

the two series of compounds. The formal oxidation state is
therefore not an appropriate quantity to explain the spectra.

We can illustrate the situation in an electron density pic-
ture by describing an electron cloud that becomes less lo-
calized and more distributed between the metal ion and its
ligands for more covalent compounds. The short-range of
the (3p,3d) exchange interaction makes the K fluorescence
line only sensitive to the electron density localized on the
metal ion, i.e. the effective number of unpaired 3d electrons.
This effective spin state can no longer be derived from the
oxidation state. The degree of covalency is connected via
the effective number of unpaired 3d electrons to the mag-
nitude of the exchange splitting. This observation holds for
all transition metal compounds.

There are two ways in multiplet theory to treat cova-
lency as discussed by de Groot[85]. First, one can scale
down the Slater integrals that describe the exchange split-
ting to account for the smaller net electron spin on the metal
ion. We will show in the next section where we discuss
K� emission, that the scaling factor can be obtained from
density–functional calculations. The linear relation between
exchange energy and number of 3d electrons can thus be
retrieved. Secondly, one can introduce the charge transfer
energy� that describes the energy that a ligand electron re-
quires to hop to the metal ion. In a 3d4 configuration, for ex-
ample,� determines (besides other parameters) how much
of a 3d5L (L denoting a hole in a ligand orbital) configura-
tion is admixed. The actual electronic state is a linear com-
bination of both configurations and the effective number of
3d electrons is between 4 and 5.

Values for� were determined by van der Laan et al. for a
series of Ni(II) compounds[86]. Corresponding K� spectra
and a plot of the K�1,3 peak position versus� are shown
in Fig. 8. A monotonic relation between� and the K�1,3
peak position is observed even though it is not strictly lin-
ear. This is because� does not behave linearly to the effec-
tive net spin on Ni. To obtain a number for 3deff and S3d

eff
a more exact theoretical treatment using configuration in-
teraction calculations including three configurations would
be necessary[87]. Alternatively density–functional calcula-
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Fig. 9. K� lines in a series of Mn and55Fe compounds after photoion-
ization and K capture, respectively; (top) MnO (dotted), Mn2O3 (solid)
and KMnO4 (dashed); (middle)55Fe2O3 (dotted), K3

55Fe(CN)6 (solid)
and K4

55Fe(CN)6 (dashed); The instrumental broadening is larger for the
55Fe K capture spectra than for the Mn systems after photoionization;
(bottom) ligand field multiplet calculations for the55Fe compounds.

tions could be performed. We note, however, that symmetry
mixing between wavefunctions with different spin states in-
duced by spin–orbit interaction can yield intermediate spin
states also for molecular wavefunctions. A theory that does
not fully include such mechanisms might therefore give in-
accurate results.

We also note that for correct calculation of the K fluo-
rescence after photoionization it is necessary to include all
populated 1s intermediate states as has been shown recently
[30].

5.2. Kα lines

The spectral changes for Fe K� lines are less pronounced
than for K� emission (Fig. 9). The 2p and 3d orbitals in-
teract less with each other than 3p and 3d because of the
smaller overlap of the wave functions. To find a relation
between the valence shell spin state and the spectral shape
one could think of using the K�1 line energy position as it
was done for the K� emission. However, multiplet theory
suggests a different relation, namely that between the K�1
line width and the (2p,3d) exchange interaction. Assuming
again a zero orbital angular momentum we find that the
K�1 line is solely split by this exchange interaction and we

Fig. 10. Measured K�1 FWHM in Fe compounds after photoionization
vs. number of unpaired 3d electrons[41]; (a) full boxes: nominal number
of unpaired 3d electrons as derived from the Fe oxidation state, (b) empty
boxes: the effective ground state number of unpaired 3d electrons, (c)
circles: the effective 1s excited state number of unpaired 3d electrons.
The linear regression is shown for (c) which gives the smallest standard
deviation.

thus expect a linear relation between the K�1 full-width at
half-maximum (FWHM) and the metal ion spin state[29].

Before analyzing the experimental K�1 FWHM we point
to another problem that we have neglected so far. The mat-
ter becomes more complicated because the effective number
of 3d electrons changes upon creation of a core hole. The
electron cloud reacts to the change of the electron configu-
ration on a time scale faster than the fluorescence decay oc-
curs[89,88].2 We thus obtain different numbers for 3deff de-
pending on whether or not there is a core hole present in the
metal ion electron configuration. The core hole effect is in-
cluded in the ligand field multiplet approach by empirically
introducing the core hole potential that acts on the 3d elec-
trons[85]. In a very nice study, Kawai and coworkers inves-
tigated the effective spin in the ground state and in the 1s ex-
cited state of FeO, Fe2O3, K3Fe(CN)6 and K3Fe(CN)6 [41].
The effective number of 3d electrons was determined sepa-
rately for both spin orientations by using a spin-unrestricted
discrete-variational Hartree-Fock-Slater (X�) molecular or-
bital method, which is a density–functional approach, and
a subsequent population analysis. They found for FeO and
Fe2O3 almost identical effective spin states in presence of a
1s core hole giving rise to very similar K fluorescence lines.
If we compare plots of the K�1 FWHM versus the nomi-
nal and the two effective numbers of unpaired 3d electrons
we find that only the latter as calculated for the complex in
presence of a 1s hole, i.e. in the 1s excited state, yields the
expected linear relationship (Fig. 10).

Kawai et al. pointed out that the effect of the core hole
is less pronounced for covalent compounds because of the
additional screening by the ligand electrons. Similar findings
were published by Oku et al. who compared 2p XPS spectra
to the K� emission in Mn oxides and Fe cyanides[67].
Suzuki et al. published the calculated effective number of

2 The term ‘electron relaxation’ is used in the literature to describe
two different processes. It is either an electronic transition between two
energy levels or the gradual adjustment of the electrons to a new potential,
i.e. a new Hamiltonian with new energy levels. We refer here to the latter.



74 P. Glatzel, U. Bergmann / Coordination Chemistry Reviews 249 (2005) 65–95

3d electrons for a large selection of transition metal oxides
[50].

The core hole effect is a well-known problem and var-
ious theoretical approaches exist to include the core hole
in the calculation of spectra from photoemission, absorp-
tion spectroscopy and K fluorescence main line emission
[37,86,89–92].

5.3. Summary

We can draw some important conclusions from the anal-
ysis of the K� and K� main lines that generally hold for
inner-shell spectroscopy on transition metal complexes.
First, the intra-atomic interactions as they are treated in
multiplet theory are crucial for the understanding of the
spectral shape. Second, electron–electron interactions be-
tween the core hole and the valence electrons have to be de-
termined from the effective number of 3d electrons. Third,
the effective number of 3d electrons should be calculated
for the 1s excited state. This can be done in a configuration
interaction approach including charge transfer or by refer-
ring to density–functional calculations with a subsequent
population analysis. Both approaches have been applied to
analyze the Fe L-edges of a series of non-heme Fe systems
by Wasinger et al.[93].

The K�1,3 peak position and the K�1 FWHM depend
on the exchange interaction between the core hole and the
unpaired spin in the valence shell. The examples that we
have discussed exhibit an almost linear behavior and we find
that the intra-atomic exchange splitting is the dominating
interaction. We write the observed linear relationship in the
following form:

�E ∝ Seff
3da (2)

The exchange energy splitting�E is proportional to the
effective spin in the atomic 3d orbitalsSeff

3d multiplied by the
atomic or ionic exchange parametera which is the averaged
((2,3)p,3d) exchange integral for a pair of (2,3)p and 3d
electrons:[26,29]

a = 2
15G1

(2,3)p3d + 3
15G3

(2,3)p3d (3)

In K fluorescence spectroscopy, the effective number of
unpaired 3d electrons (effective spin) becomes the propor-
tionality factor between the exchange parametera and re-
spectively the K�1,3 first moment shift and the K�1 line
width change.Seff

3d incorporates the reduction factor of the
Slater integrals if a multiplet picture is invoked. The ex-
change parametera should be determined from the same
atomic 3d orbitals that are used in the population analysis
of the density–functional results. If the basis set is changed
between different calculations and population analyses, one
can normalize�E with respect toa.

We note that the assumed linear relation between the ef-
fective spin and respectively the K�1 FWHM and the K�1,3
peak position neglects many-electron transitions, final state
lifetime effects and influences of the metal site symmetry on

Fig. 11. (Upper panel, lower curves) K� spectra of Fe2O3 (solid line)
and K4Fe(CN)6 (dotted line). The Fe2O3 and K4Fe(CN)6 spectra were
normalized so that the ratio of the integrated intensities is 4:3, respec-
tively, as is expected for the ratio high-spin Fe:low-spin Fe in PB. (Upper
panel, upper curves) Fe4[Fe(CN)6]3 spectrum (solid line) vs. normalized
sum of Fe2O3 and K4Fe(CN)6 spectra (dashed line). (Lower panel) Esti-
mated fraction of signal arising from high-spin Fe(III) component in the
PB spectrum vs. fluorescence energy, using Fe2O3 and K4Fe(CN)6 as
models. The arrows indicate the fluorescence energies where site-selective
absorption spectra were taken. (reprinted with permission from ref.[60]).

the spectral shape (apart from those that affect the effective
spin)[30,68,73]. A strictly linear behavior in the experimen-
tal spectra can therefore not be expected. Furthermore, the
orbital angular momentum is not always fully quenched and
the simpleEq. (2) is only approximately satisfied[34]. In
most cases, the change of the K�1,3 peak position and K�1
FWHM will still reflect a change of the effective electron
spin on the metal ion. However, experimental results should
always be critically analyzed with respect to the neglected
mechanisms.

6. Site-selective EXAFS

The chemical sensitivity of the K�1,3 peak can be ex-
ploited to record site-selective EXAFS scans in mixed-valent
compounds[60,94,95]. Here, the K� emission represents a
superposition of the K� lines from the two different sites
in the compound. As an example, we show inFig. 11 the
K� emission in Prussian Blue (Fe4[Fe(CN)6]3). The spec-
tra of Fe2O3 and K4Fe(CN)6 are also included as models
for the K� lines from the high-spin and low-spin Fe sites
in Prussian Blue. Their normalized sum is superimposed on
the Prussian Blue spectrum. The site-selectivity is achieved
by tuning the emission analyzer to a particular fluorescence
energy. The fluorescence intensity is then recorded while the
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Fig. 12. Left: Deduced site-selective EXAFS spectra (solid lines) for the
high-spin (top) and low-spin (bottom) site in PB with the corresponding
EXAFS fits (dotted lines); right: Fourier transforms of the deduced EXAFS
data with the corresponding fits. (reprinted with permission from ref.[60]).

incident energy is scanned across the Fe EXAFS range. The
contributions from the different Fe sites in Prussian Blue to
such a fluorescence-detected absorption scan depend on the
chosen emission energy. The best site selectivity is achieved
when the spectrometer is tuned to the fluorescence energies
indicated by the arrows inFig. 11.

The recorded EXAFS scans, however, do not represent
the ‘pure’ spectra from the respective site because the K�
lines from the two sites overlap. It is therefore necessary
to apply a mathematical procedure based on singular value
decomposition to extract the pure absorption scans that ac-
tually represent the two sites separately[60]. Fig. 12shows
the deduced Fe high-spin and low-spin EXAFS spectra in
Prussian Blue. The fit reproduces the crystallographic dis-
tances with physicalσ2 values.

This technique to obtain site-selective EXAFS in
mixed-valence compounds has the advantage of being
potentially applicable to any type of sample that can be
measured in conventional fluorescence detected absorption
spectroscopy. The limitation arises from possibly insuffi-
cient separation of the fluorescence lines from the two sites.
Possibly useful K� shifts generally exist between a metal
and its oxidized forms—hence catalysis is one potential ap-
plication area. High-spin low-spin systems are particularly
suited for this technique because of the distinct change in
effective spin and thus in the K�1,3 spectrum.

Absorption spectroscopy using high-resolution fluores-
cence detection can also be used on other fluorescence fea-
tures[96,97]. The K�1,3 and K�′ peaks correspond to dif-
ferent spin orientations of the emitted photoelectron. Hence
it is possible to record spin-selective K absorption edges
[98–101]. The high photon flux on third generation stor-

age rings enables to perform selective absorption studies
even on the weak K� satellite structure. Here, the chemi-
cal shifts are more pronounced and some features are sen-
sitive to the ligand species and/or exhibit an angular de-
pendence (vide infra). This could be used to record ligand-
and/or orientation-selective absorption scans in polycrys-
talline samples, respectively.

7. The K� satellite emission

Valence-to-core transitions (K� satellite lines) are obvi-
ous candidates for chemically sensitive fluorescence lines,
since the character of the valence orbitals changes the most
between different chemical species. In terms of atomic or-
bitals, spectral intensity is mainly expected from metal 4p as
well as ligand np and ns (n = 2,3) orbitals but it has been ar-
gued that also quadrupole 3d–1s transitions contribute[102].
It should be noted that ligand ns to metal 1s transitions are
not dipole forbidden because the selection rules refer to or-
bitals with the same symmetry center, i.e. orbitals that be-
long to the same atom. We do not discuss many-electron
transitions in detail as they have not yet been successfully
used to study chemical dependence[24,103]. Furthermore,
we neglect quadrupole contributions to the K� satellite spec-
tral intensity since they are considerably weaker than dipole
transitions. We do consider them in the K-edge absorption
(vide infra) because the main edge (dipole) and pre-edge
(mainly quadrupole depending on local symmetry) are suffi-
ciently separated in energy making it possible to distinguish
between the two types of transitions. To our knowledge, K�
satellite emission lines in transition metal complexes due to
quadrupole transitions have not yet been observed presum-
ably due to the fact that dipole and quadrupole transitions
are close in emission energies and cannot be resolved be-
cause of the core hole lifetime.

The K� satellite region is divided into the K�′′ or
‘cross-over’ peak at lower fluorescence (or higher binding)
energies and the K�2,5 structure directly below the Fermi
level. For Mn complexes, previous work on these spectral
regions has been reported by Koster and Mendel[102],
Mukoyama and Taniguchi[104], and Urch[105]. In the fol-
lowing we discuss the origins of the spectral features and the
chemical information that can be obtained from the spectra.

7.1. The cross-over transition

7.1.1. Identifying ligands
The K�′′ peak in transition metal complexes has long been

assigned to ligand 2s to metal 1s cross-over transitions[105]
and recently this has been systematically studied for Mn
compounds with N, O and F ligands (Fig. 13) [106]. The rel-
ative shifts between the cross-over fluorescence energies for
different ligands correspond mainly to the shifts in 2s bind-
ing energies of the atomic species. Therefore the cross-over
peaks appear below the highest K�2,5 feature (which indi-
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cates the energy of the Fermi level) and are shifted by ap-
proximately the ligand 2s binding energies.

Furthermore, there is a strong dependence of cross-over
intensity with metal ligand distance. This can be seen in the
inset ofFig. 13, where the normalized K�′′ intensities are
plotted as a function of metal ligand distance for a series of
Mn oxides. When normalizing the integrated K�′′ intensity
to that of the main K� region and to the number of ligands,
an approximately exponential dependence can be observed
over two orders of magnitude. Assuming that the integrated
intensity per Mn of the main K� region is chemically invari-
ant, this procedure yields the relative cross-over transition
probability per Mn–O pair.

The strong sensitivity of K�′′ to both ligand species and
distance in particular for N, O, and F is a valuable comple-
ment to, e.g. EXAFS, where such a distinction is usually
not possible. Furthermore one can think of using the K�′′

Fig. 13. (top) K�′′ and K�2,5 regions for samples with Mn–F, Mn–O,
and Mn–N ligation. The energy zero has been shifted to put the main
peak of the K�2,5 line at 0 eV; (bottom) K�′′ and K�2,5 regions of
manganese oxides with different Mn oxidation states. The spectra have
been shifted to coincide at the Fermi level. Top to bottom: KMnVII O4,
[Et4N][MnV(O)(�4-L)], �-MnIV O2, LiMnIII MnIV O4 and ZnMnIII 2O4,
MnII O, Li2MnIV O3. The intensities are normalized to the K� main line
intensity in the region from 6463 to 6505 eV fluorescence energy; (in-
set) Normalized intensities of K�′′ as a function of Mn–O distance. The
integrated normalized intensities as shown for some compounds at the
bottom are further divided by the number of O-ligands per Mn to repre-
sent the interatomic transition probability per Mn–O pair. The solid line
is the least squares fit using an exponential type distance dependence.
(reprinted with permission from reference[106]).

spectral region for ligand-selective EXAFS studies similar
to site-selective EXAFS discussed inSection 6.

7.1.2. Angular dependence
The non-resonant dipole K fluorescence emission from

polycrystalline samples is isotropic. A single crystal, how-
ever, exhibits an angular and polarization dependent emis-
sion that can be exploited to obtain information about the
spatial orientation of the valence molecular orbitals. Dräger
and co-workers analyzed the polarization of the fluorescence
emission in single crystalline complexes[107–109]. We re-
view here the angular dependence of K� satellite spectra.
Before discussing the experimental results, we give a brief
account of the theoretical treatment using Fermi’s Golden
Rule in the dipole approximation.

In the sudden approximation one can factorize the
N-electron wave functions that describe the initial and final
state, respectively, asΨNi = ϕiψ

N−1
i andΨNf = ϕfψ

N−1
f

[110]. The one-electron wave functionsϕ describe the or-
bitals that are directly involved in the transition, i.e. the
transition operator only acts on these orbitals. For the K�
satellites, the fluorescence initial state is the 1s excited
state 1s3dn andϕi identifies with a 3d or, more generally,
a valence orbital (VO). Likewise,ϕf identifies with the 1s
wave function. Barth and Grossmann pointed out that the
energies and wave functions have to be determined for the
fully relaxed states, i.e. the influence of the core hole has to
be considered (‘Final State Rule’)[111].

In a one-electron, sudden approximation picture one can
therefore estimate the intensities for a K� satellite spectrum
by writing [12,14]

dWif ∝ ω3
if

∑
λ

|〈ϕ1s
f |ε̂λ�r|ϕVO

i 〉2dΩ (4)

whereϕVO
i describes a valence electron orbital as obtained

in the 1s excited (K� initial) state,ϕ1s
f describes a 1s elec-

tron orbital as obtained in the K� final state with a filled 1s
shell and hole in a valence orbital,ε̂λ is the polarization vec-
tor of the outgoing photon with the sum extending over the
polarization directions,�r is the position vector of an electron
referred to the nucleus andωif is the frequency for the en-
ergy differenceEi–Ef between the initial and final state. For
simplicity we assume that we employ a point-like emission
analyzer (in practice the solid angle is±1.5◦ for one ana-
lyzer crystal). Furthermore, the experiments are performed
for the extreme cases, i.e. near the minima or maxima of the
sin2 or cos2 functions where dWif only shows small varia-
tions. We therefore do not perform the integration over the
solid angle. The differential transition rate dWif can be used
to obtain the K� satellite spectrum of a single crystal.

As an example we discuss the angular dependence of the
K� satellite emission in an oriented single crystalline Mn ni-
trido complex [Rh(en)3][Mn(N)(CN)5]·H2O [73]. As shown
in Fig. 14, the Mn atom is surrounded by five cyanide groups
and one nitrogen (nitrido). The structure of the complex is
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Fig. 14. Structure of Mn nitrido complex [Mn(N)(CN)5]3−. The
Mn-nitrido bond is oriented along thez-direction. The four cis cyanide
groups and the Mn atom do not lie in a plane (thexy-plane) but the four
cyanide groups are displaced by 0.19 Å away from the nitrido in negative
z-direction.

best approximated by the point group C4v and the molec-
ular structure suggests a strong spatial orientation of the
molecular orbitals. The short Mn–N bond length at 1.50 Å
in z-direction results in a large overlap between the Mn 1s
and the nitrido orbitals and the nitrido contribution to the
K� satellite emission is expected to be large.

We defineθ as the angle between the crystalz-axis and
the propagation vector�k of the emitted X-rays. The propa-
gation vector is perpendicular to the plane spanned by the
two possible polarization directions ofε̂λ in Eq. (4). The K�
satellite lines after 1s photoionization of the oriented single
crystal were measured for two different orientations of the
Mn-nitrido axis relative to the analyzer crystals (Fig. 15).
The peak at 0 eV relative fluorescence energy forθ = 90◦
is the K�′′ or ‘cross-over’ peak. Following the arguments in
the previous section, we assign it here to a nitrogen 2s to
metal 1s transition. Its exact molecular orbital origin will be
analyzed below using density–functional theory. The struc-
tures at higher energies are the K�2,5 lines. The cross-over
peak disappears atθ ∼ 8◦. The K�2,5 feature shows two
‘bands’ separated by about 2.7 eV. A similar K�2,5 structure
has been observed for Fe cyanides (vide infra). The relative
intensities of the two bands vary between the two angles:
the band at higher energies gains in intensity relative to the
band at lower energies forθ ∼ 90◦.

One can now analyze the transition matrix elements for
the two extreme casesθ = 0◦ and θ = 90◦. We use the
notation〈ϕ1s

f |(x, y, z)|ϕVO
i 〉 = |(x, y, z)if | for the transition

matrix elements that are obtained from theε̂�r operator in
Eq. (4)using the polarization direction unit vectorsx̂, ŷ and
ẑ. In our case we obtain|xif |2 = |yif |2 because of the rota-
tional symmetry C4v around thez-axis. The two polarization
directions forθ = 0◦ (i.e. the wave vector�k pointing along
thez-direction) arêx andŷ. The two polarization directions
for θ = 90◦ (i.e. the wave vector�k pointing along thex-
or y-direction) arex̂ or ŷ and ẑ. One thus obtains for the
transition rate for the two extreme cases:

θ = 90◦ : dWif ∝ ω3
if (|xif |2 + |zif |2) (5)

and

θ = 0◦ : dWif ∝ ω3
if 2|xif |2 (6)

Fig. 15. Mn Kβ satellite lines in [Rh(en)3][Mn(N)(CN)5]·H2O. The top
two spectra show the experimental results after 1s photoionization. The
tail of the K�1,3 peak was subtracted and the spectra are normalized to
each other in the entire K� spectral area. The bottom two spectra show
the corresponding calculations for the two angles. A 1.2 eV Lorentzian
and 1.3 eV Gaussian broadening were applied to the stick spectra to
account for the lifetime and instrumental broadening, respectively. The
experimental and theoretical spectra are aligned in the cross-over peak.
For each spectrum, the respective orientation between the Mn-nitrido axis
and the analyser (A) is given and the direction of the propagation vector
�k is shown.

A qualitative analysis of the transition probabilities can now
be attempted using symmetry arguments. The point group
that describes the local symmetry around the Mn atom is
C4v. There are five irreducible representations (irreps) in
C4v namelyA1, A2, B1, B2 andE. Any eigenstate (i.e. wave-
function of specific energy) of the Hamiltonian describing
the system must transform according to an irrep of the point
group, i.e. each molecular orbital has to transform under the
symmetry operations in C4v like one of the five irreps. The
coordinates (x, y, z) can also be assigned to these irreps and
one finds that (x, y) transform asE andz transforms asA1.
In order for a transition to be orbitally allowed the direct
productΓfΓxyzΓi (whereΓ represents an irrep) that arises
from the transition matrix element〈ϕ1s

f |(x, y, z)|ϕVO
i 〉 has to

contain the identity (totally symmetric) representationA1.
The Mn 1s orbital branches toA1 in C4v. Determining the
direct product one finds that only the symmetriesΓf = A1
andE of the valence electron orbitals yield non-zero transi-
tion integrals, i.e. only the combinationsA1A1A1 andA1EE
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give rise to spectral intensity. For|zif |2 we obtainA1 and
for |xif |2 E symmetry for the valence electron orbital with
non-zero transition integrals.

We now compare this analysis to the experimental results.
The cross-over peak disappears when the Mn-nitrido axis
points towards the analyzer crystals, i.e.θ = 0◦, and we
only have contributions from|xif |2 (A1EE) as expressed in
Eq. (6). This in turn means that the spectra do not show any
transitions resulting from valence orbitals withA1 symmetry.
The spectrum taken atθ ∼ 8◦ shows mostly transitions
from valence orbitals withE symmetry (except for a small
A1 contribution sinceθ is not exactly zero). It can thus be
concluded that the valence orbital that can be assigned to
the cross-over peak hasA1 symmetry. On the other hand, the
spectrum taken atθ ∼ 90◦ shows equal contributions from
E andA1 symmetry.

One can be more quantitative by calculating the transi-
tion matrix elements from the molecular orbital that can be
determined using density–functional theory[45]. One can
approximate the molecular wavefunctions as linear combi-
nations of atomic orbitals by means of a population anal-
ysis. It is thus possible to assign the transition intensity to
atomic orbitals that either belong to the metal ion or the lig-
and. The calculated spectra are shown inFig. 15 [73]. The
angular dependence of the cross-over peak, the two bands in
the K�2,5 structure as well as the relative energy splittings
are well reproduced. The molecular orbital that gives rise to
the cross-over peak has A1 symmetry in the calculations and
is formed to 86% by the nitrido 2s orbital. The calculations
show that the magnitude of ligand orbital to metal 1s tran-
sition matrix elements can reach up to 20% of Mn 4p–1s
transitions. Since the Mn 4p contribution to the composition
of the molecular orbitals is less than 15% we find that both,
the Mn 4p and ligand orbitals, are equally important in the
K� satellite spectra.

The relative intensities between the two K�2,5 bands are
poorly simulated in the calculations. We can explain the dis-
agreement between theory and experiment with the numer-
ous approximations in the theoretical model such as small
cluster size and neglect of electron–electron interactions as
well as multi-electron excitations. Particularly consideration
of the latter is a formidable task in theoretical models that
calculate the electron density. We can use, however, the K
capture decay to reduce the influence of multi-electron tran-
sitions as we will show in the next section.

7.2. Valence electron perturbation upon 1s
photoionization

When discussing the K� and K� main lines we pointed
out the importance of the core hole effect and its influence
on the effective number of 3d electrons. We neglected how-
ever thus far the valence electron perturbation that is caused
during photoionization of the metal 1s shell. Any electronic
transition in an atom causes a readjustment of the passive
electrons, i.e. those that are not directly involved in the tran-

Fig. 16. Simplified illustration of the relaxation process after photoion-
ization (top) and after K capture decay (bottom). The 3d and 3p orbitals
adjust to the new effective nuclear potential after photoionization. A
non-adiabatic relaxation in the valence orbitals is shown with one electron
occupying a higher orbital. No relaxation occurs after K capture because
the 1s hole is compensated by the decrease in nuclear charge in terms of
the effective potential experienced by the 3p and 3d electrons.

sition, to the perturbed potential. A passive electron in an
orbital ϕi

µ before the perturbation will relax into an orbital

ϕf
µ′ . In a so-called adiabatic relaxation we haveµ = µ′,

i.e. initial and final state orbitals are described by the same
set of quantum numbers. If the relaxation is non-adiabatic,
the electron will occupy an orbital with different quantum
numbers (µ �= µ′). Those transitions can be referred to as
shake or multiple electronic transitions[32,112,113]. The
1s electrons screen the nuclear charge and the valence elec-
trons only experience a reduced effective nuclear charge. A
removal of one of the 1s electrons causes a considerable
change of the effective potential. The orbitals will adjust and
with some probability shake transitions will occur (Fig. 16).

Shake transitions are an interesting phenomena for the
physicist who is interested in fundamental processes, but
they can represent a serious problem for the physical chemist
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who wants to study the ground state properties. We can in-
vestigate shake transitions experimentally by comparing the
two modes of 1s core hole creation. The 1s electron in K cap-
ture decay annihilates with a proton in the nucleus. Thus a
negative and positive charge disappear unlike in 1s photoion-
ization where only a 1s electron is removed from the atom.
The effective potential that is experienced by the 3d elec-
trons thus hardly changes during a K capture decay. Without
orbital relaxation no shake transitions will occur in the 1s
core hole creation process (Fig. 16). Eventually relaxation
will occur also after K capture decay. The decay results in
a Mn impurity in a Fe-ligand lattice. Consequently, the sys-
tem will relax to adjust to the new situation. However, the
lattice relaxation time of the nuclei is expected to be much
slower than the lifetime of an excited electronic state. Fur-
thermore, the relaxation will start only after the core hole is
filled, i.e. when the effective nuclear charge does not resem-
ble an Fe nucleus anymore. We can therefore neglect relax-
ation processes after K capture decay of55Fe in inner-shell
spectroscopy. We note that care has to be taken when other
K capture isotopes are used with a larger Q value and con-
siderable recoil energy that can result in a large distortion
of the structure within the core hole lifetime.

A study of the K� main lines in MnO after photoion-
ization and in55Fe2O3 after K capture reveals spectral dif-
ferences between the two modes of 1s core hole creation
[30,114]. Taking shake transitions in the photoionization
process into account it was possible to simulate the spectra
based on a ligand field multiplet approach including config-
uration interaction. We expect shake transitions to have an
even stronger effect on the spectral shape in the K� satel-
lite emission where the valence orbitals are probed directly.
The K� satellite spectra in a series of Fe compounds af-
ter photoionization and after K capture decay are shown in
Fig. 17.3 The overall spectral shape of K�′′ and K�2,5 fea-
tures are similar in both excitation modes but the peaks in
the K capture spectrum appear considerably sharper than in
the photoionization spectrum and the intensity ratios of the
two K�2,5 bands in the cyanides differ.

The orbital relaxation after photoionization can cause
shake transitions that give rise to redistribution of spectral
intensity and population of valence orbitals that remain
unoccupied in the K capture technique. We cannot dis-
tinguish the different orbitals in the K� satellite spectra
because the lines merge into each other due to the core hole
lifetime. The additional orbitals that are occupied in the
shake process during photoionization thus mainly result in
a broadening of the spectral features. The shake transitions

3 For the K� main fluorescence lines, we compare Mn photoionization
to Fe K capture because the magnitudes of the electron–electron interac-
tions that shape the spectra strongly depend on the nuclear charge (55Fe
decays into a Mn nucleus). The K� satellite lines reflect molecular or-
bitals and band formation, respectively. In this case, we therefore compare
identical compounds, i.e. Fe after K capture with Fe after photoionization
because the spectral shape mostly depends on the local symmetry.

Fig. 17. K� satellite lines in a series of Fe compounds measured after
K capture (solid lines) and photoionization (dashed lines). The energy
scales are different in the two techniques and were aligned in the F2O3

K�′′ peak.

can also partly explain the differences between theory and
experiment in the Mn nitrido complex that we discussed in
the previous section.

We can validate our arguments by using a comparison to
valence band photoemission spectra (XPS) inFig. 18. The
K� satellite transitions and valence photoemission result in
the same final state configurations with one valence elec-
tron removed from the ground state configuration. While
K� emission reaches this state in a two-step process they
are directly reached in XPS without the need of a core
hole creation. The assignment of the XPS spectral features
was confirmed by several authors using ligand field and
density–functional calculations[116,117]. Similar to the
Mn-nitrido complex (Section 7.1.2) we expect intensity
from the O 2s and 2p orbitals to contribute to the K� satel-
lite spectra. However, the Fe 3d states can only be observed
in the photoemission but not in the K� spectrum because
of the dipole selection rules.

We thus find that the results from K capture K� satellite
emission are consistent with the valence electron configu-
ration as obtained from valence band photoemission. The
1s core hole effect can therefore be neglected in K capture
spectroscopy. Shake transitions have to be accounted for in
the 1s photoionization process. The core-hole potential shifts
the Fe and ligand orbitals relative to each other in energy
[30]. As a result, the energy levels as well as orbital hy-
bridization change giving rise to new emission lines. From
this point of view K capture decay is the preferable tech-
nique to study the electronic structure in K emission spec-
troscopy. However, experimentally it has some limitations.
The technique involves radiochemistry and the data acquisi-
tion time can take up to a week for the spectrum of a 1 mCi
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Fig. 18. Comparison of valence-band XPS (top) with K� satellite emission
after K capture (bottom solid) and photoionization (bottom dotted). The
spectra are aligned relative to each other in the oxygen 2s peak and the
binding energy scale is taken from the XPS spectrum. The XPS data were
taken by Fujimori et al.[115].

sample. On the other hand, photoionization spectra taken at
a storage ring can be obtained in minutes to hours and have
no restriction in terms of sample preparation and handling.
But their detailed interpretation requires a thorough theoret-
ical treatment of the relaxation process. Multi-electron ex-
citations are a well-known problem and various theoretical
approaches exist to include non-adiabatic relaxations in the
calculation[32,37,86,100].

8. Resonant inelastic X-ray scattering (RIXS)

The electronic states that give rise to the edge of an ab-
sorption spectrum are resonantly excited states that subse-
quently decay. The energy that is released in the decay pro-
cess can be carried either by an electron that is promoted
into the continuum (resonant Auger effect) or by a pho-
ton (resonant X-ray scattering or RXS). The combination of
resonant excitation with emission detection bears some in-
teresting physical phenomena, such as interference effects,
line narrowing and Raman–Stokes line shifts. An review of
the resonant Auger effect was published by Armen[118]. A
large body of work also exists on resonant X-ray scattering
that was reviewed comprehensively by Kotani and Shin and
Gel’mukhanov and Ågren[18,119]. We will focus in this
article on applications at the transition metal K pre-edges
where only few studies have been carried out until now. In

the following sections we will refer to previous work known
to us, however, the field has become very active recently and
our references might be incomplete.

The local electronic configuration of the metal ion is re-
flected in the pre-edge region which arises from resonant ex-
citations into the lowest unoccupied electronic states. The K
pre-edge spectral features are sensitive to the metal oxidation
state, the site symmetry and the crystal field splittings. Un-
fortunately, the intensity is usually very small compared to
that of the main edge. A separation and subsequent analysis
of the K pre-edge in conventional absorption spectroscopy is
thus connected with a rather large uncertainty, in particular
for early transition metals because the splitting between the
pre-edge and main edge decreases with decreasing atomic
numberZ.

In the following we outline the concept of resonant inelas-
tic X-ray scattering at the K absorption pre-edge in non- or
polycrystalline transition metal complexes. Since most read-
ers will not be familiar with RIXS we discuss the RIXS plane
and its various aspects in general terms before we present
experimental results. We show how RIXS spectroscopy fa-
cilitates separation of the pre-edge from the K main edge
and give examples where previously unknown spectral fea-
tures could be resolved. The spectral shape along theenergy
transferof the scattered X-rays contains information on the
metal spin state and thus complements the chemical infor-
mation in the K pre-edge absorption features along thein-
cident energy. A ligand field approach including multiplet
interactions can account for the RIXS spectral features at
the K pre-edge.

8.1. The RIXS process

In 1s(2,3)p RIXS, the incident energy is tuned to a 1s res-
onance and the subsequent radiative 2p or 3p–1s decay is
recorded using a crystal analyzer of the type as discussed
in Section 4. Ideally, the energy bandwidth of the analyzer
is similar to that of the primary monochromator at the stor-
age ring beamline and smaller than the lifetime broadening
of the spectral features. The process can be viewed as an
inelastic scattering of the incident photon at a resonance en-
ergy of the metal ion and is theoretically described by the
Kramers–Heisenberg formula[18,119]

F(Ω,ω)=
∑

f

∣∣∣∣∣
∑
n

〈f |T2|n〉〈n|T1|g〉
Eg − En +Ω− i ΓK/2

∣∣∣∣∣
2

× Γf /2π

(Eg − Ef +Ω− ω)2 + Γ 2
f /4

(7)

This description is analogous to optical resonance Raman
spectroscopy[120,121]. The instrumental energy bandwidth
in RIXS as discussed in this review is of order 1 eV as
compared to a few meV in optical Raman spectroscopy. The
aim of resonant inelastic X-ray scattering or X-ray resonance
Raman spectroscopy (XRRS) therefore is to study electronic
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states rather than vibrational levels. Higher resolution in
RIXS is possible, however, at the expense of lower photon
counts.

The intermediate state|n〉 in Eq. (7) is reached from the
ground state|g〉 via a transition operator T1. In a simplified
picture using atomic configuration we can write|g〉 = 3dn

and |n〉 =1s3dn+ 1, i.e. a 1s electron is resonantly excited
into a 3d orbital. The intermediate states|n〉 in RIXS spec-
troscopy are the final states in conventional K-edge absorp-
tion spectroscopy.

The form of the transition operator T1 depends on the local
symmetry of the metal ion in the ligand environment. The
spherical (SO3) symmetry of the atomic 3d orbitals branches
to the lower symmetry at the metal site. If the symmetry is
such that 3d and 4p orbitals do not mix then T1 identifies
with the quadrupole transition operator(ε̂λ�r)(�k�r) because
the dipole transition matrix elements between the metal 1s
and lowest valence orbitals are zero. This is, for example,
the case when the scattering atom is six-coordinated with
identical ligands in an octahedral geometry (Oh symmetry)
where the metal 3d orbitals split into t2g and eg orbitals. In
general, 3d (gerade) and 4p (ungerade) orbitals do not mix
in complexes with inversion symmetry at the metal site and
dipole transitions from the 1s to the lowest valence orbitals
are so-called Laporte forbidden. Even if inversion symmetry
is absent, a dipole transition might still be orbitally forbidden
(for selection rules using the direct product of group theory
seeSection 7.1.2) [122].

The K pre-edge can obtain intensity from dipole transi-
tions under certain conditions. If the symmetry is reduced,
e.g. to C4v by replacing one of the ligands with a differ-
ent element or to tetrahedral (Td) symmetry with four lig-
ands, T1 also includes the dipole operatorε̂λ�r. In this case,
the crystal field split 3d orbitals partly belong to the same
irreducible representation of the point group as the metal
4p orbitals[34,122,123]. The states can therefore mix and
transitions from 1s to 3d4p mixed states are dipole allowed.
The K pre-edge intensity thus indicates the local symme-
try at the metal site. This was used by e.g. Wilke et al. and
Westre et al. to characterize Fe minerals and coordination
complexes[124,125].

The ratio of dipole to quadrupole contribution can be de-
termined by means of several different techniques. The most
common method is to analyze the angular dependence of the
absorption coefficient in single crystalline samples using lin-
ear polarized light[126–132]. Resonant enhancement in the
X-ray diffraction at a forbidden reflection (anomalous X-ray
scattering) can also give evidence of quadrupole transitions
[133–135]. The technique was used by Finkelstein et al.
[136] in �-Fe2O3 and by Murakami et al.[137] in LaMnO3
to determine the dipole contribution to the K pre-edge[138].
Resonant Auger spectroscopy was suggested to be capable
of unraveling dipole and quadrupole contributions even in
powdered samples[139]. A ligand field multiplet analysis of
the Fe K absorption pre-edge by Westre et al. convincingly
demonstrates the importance of both, dipole and quadrupole

transition matrix elements, depending on the local symmetry
at the metal site[125]. In an elaborate theoretical analysis of
the Fe pre-edges, Arrio et al. included p–d hybridization in
the ligand field multiplet model and determined the dipole
contribution to the pre-edge spectral intensity[140].

RIXS spectroscopy can be used to separate the pre-edge
structure from the K absorption main edge as we will show
below. This allows for a more detailed look at the pre-edge
spectral shape than in conventional absorption spectra and
thus a better comparison with theoretical models. Further-
more, 1s2p RIXS in transition metals exhibits an angular
dependence that is different for dipole and quadrupole tran-
sitions [141,142]. However, to our knowledge no attempt
to determine the dipole-quadrupole ratio has yet been made
using RIXS at the K pre-edge and remains as a task for the
future. In this review we neglect the angular dependence of
the scattering cross section.

The final states inEq. (7)are reached via a 2p or 3p–1s
transition and T2 therefore identifies with the dipole opera-
tor. The RIXS final state configurations|f 〉 are (2,3)p53dn+1

with a core hole in the 2p or 3p shell and an additional elec-
tron in a 3d orbital. They are formally identical to the soft
X-ray L- and M-edge absorption final states, respectively.
Thus, the question arises whether RIXS enables to record
‘L-edge’ and ‘M-edge’ like spectra combined with the ad-
vantages of bulk sensitive hard X-rays. The final states in
RIXS spectroscopy with a core hole are reached via two
transition matrix elements compared to a one step 2p or
3p–3d transition in the L- or M-edge absorption process.
Other (2,3)p53dn+1 final states can be reached in RIXS due
to different selection rules and the line intensities will differ
because of different transition matrix elements and interfer-
ence effects (vide infra)[143]. Even with equal instrumental
resolution in both experiments, one can therefore not expect
to obtain identical spectra using the two techniques. How-
ever, the energy splittings due to crystal field, multiplet and
spin–orbit interactions are equal in both techniques. This
implies that similar information can be gained from the two
spectroscopies.

The RIXS process as depicted inFig. 19appears to be a
two-step process separated into a resonant excitation to an in-
termediate state and a subsequent decay into a final state. We
can explain the line-narrowing effect and the Raman–Stokes
line shift in this simple two-step picture as we will show be-
low. A close look at the Kramers–Heisenberg equation, how-
ever, tells us that this picture is not entirely correct[144,145].
The spectral intensity in an absorption or emission spec-
trum is proportional to the square of the transition matrix
element[12]. However, for the RIXS process we have to
add the products of the absorption and emission transition
matrix elements before the square is formed for all scat-
tering paths with the same final but different intermediate
states (cf.Eq. (7), we neglect the polarization dependence).
Absorption and emission are thus connected coherently and
different intermediate states can interfere with each other.
This interference can lead to a decrease in spectral intensity
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Fig. 19. RIXS energy scheme for 1s(2,3)p RIXS in a transition metal ion.
The vertical axis describes the total energy of the electron configuration.
For simplicity, atomic configurations are used and only 1s–3d excitations
are shown.

if absorption and emission matrix elements carry opposite
signs. Numerous studies have been carried out to investigate
interference effects in molecules due to nuclear dynamics
[146]. The theory of RIXS in broad band solids which gives
momentum conservation assumes interference between all
equivalent lattice positions within the coherent X-ray field
[147,148]. However, this does usually not apply to coordi-
nation complexes where band structure effects are negligi-
ble. Interference effects using a cluster model as theoretical
approach were suggested by de Groot in CaF2 [149]. To our
knowledge, interference effects have not yet been systemat-
ically investigated in RIXS at the K pre-edge of transition
metals.

8.2. The RIXS plane

The incident energyΩ as well as the emitted energyω
are varied in a RIXS experiment. The recorded intensity is
proportional toF(Ω, ω) (cf. Eq. (7)) and is thus plotted
versus a two-dimensional grid. In order to assign the total
energy of an electronic state to the axes of the contour plots
we will use the energy transfer or final state energyΩ–ω as
opposed to the emitted energyω (cf. Fig. 19). The energy
transfer axis relates to the excitation energy in L- and M-edge
absorption spectroscopy, respectively.Eq. (7) contains two
Lorentzian line shapes for the incident energyΩ and the
energy transferΩ–ω. The lifetime broadenings (full width
at half maximum (FWHM))Γ K for the intermediate states
andΓ f (f = L, M) for the final states thus apply in theΩ
andΩ–ω direction, respectively. An experimental spectrum
will be further broadened by the energy bandwidths of the
incident energy monochromator and the crystal analyzer.

We illustrate some aspects of RIXS spectroscopy in the
following by discussing a theoretical RIXS plane for a model
system. The RIXS spectrum can be shown as a surface plot
(Fig. 21) or a contour plot (Fig. 22 bottom left). Since we
will focus in the analysis of the experimental spectra on
energy shifts and line splittings it is more instructive to use

Fig. 20. Energy scheme for a model system. The relative transition
intensities are given. The corresponding RIXS plane is shown inFigs. 21
and 22.

the contour plots. We useΓK = 1.1 eV andΓL = 0.5 eV
for the Mn lifetime broadenings[150]. The example shows
how the lifetime broadenings shape the peaks in the RIXS
plane. Their spectral profiles are symmetric in the incident
energy and energy transfer direction.

The physical meaning of the horizontal and vertical direc-
tion in the RIXS plane can be understood in connection with
the energy scheme inFig. 20. The total energy of the inter-
mediate state electron configuration increases in the incident
energy direction. A larger energy transfer corresponds to a
larger final state energy. A resonance at a higher incident en-
ergyΩ will decay into a final state with a higher final state
energyΩ–ω if the excited electron remains in the same va-
lence orbital during the (2,3)p–1s decay, i.e. it observes the
transition as a spectator electron (Fig. 21). The resonant 1s
excitations thus appear on a diagonal line in the (Ω, Ω–ω)
RIXS plane at constant emission energyω.

The theoretical model system inFig. 22 shows two res-
onances on the diagonal line at 6542 and 6544 eV incident

Fig. 21. Surface plot of the RIXS plane based on the energy scheme in
Fig. 20.
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Fig. 22. Theoretical RIXS plane with three line plots. The lifetime broadenings and the diagonal cut that results in the CEE line plot are indicated in
the RIXS plane. The relative spectral intensities in the RIXS plane are given in the shaded bar. The peak that lies off the diagonal corresponds to the
multiplet split final state that is shown as a dotted line inFig. 20. The brackets indicate the integration range for the CET and CIE line plots, respectively.

energy, respectively. The splitting of the two resonances can
be due to either a ligand field or (3d,3d) multiplet inter-
actions. (We neglect all many-electron transitions, such as
charge transfer and shake transitions—that are not described
within a single configuration multiplet theory.) A third peak
occurs in the vertical or final state energy direction at the
same incident energy as the first 1s resonance.

Along the vertical direction the incident energy or, equiv-
alently, the intermediate state electron configuration is con-
stant. As seen inFig. 20, a scan in the vertical direction of
the (Ω,Ω–ω) RIXS plane means that a 1s3dn+1 intermedi-
ate state (orΩ) is kept fixed while the final states (orΩ–ω)
are varied. Such a scan shows all those final states that are
reached via one particular 1s resonance. Similarly, a hori-
zontal constant final state or constant energy transfer scan
keeps a (2,3)p53dn+ 1 final state (orΩ–ω) fixed while the
intermediate states (orΩ), i.e. the K pre-edge resonances,
are scanned. It shows all those 1s resonances that decay
into this particular final state. In most real systems it is not
possible to separate a single electronic state because the en-
ergy splittings between different states are smaller than the
lifetime broadenings. An experimental spectrum thus com-
bines several intermediate states in constant incident energy

scans and several final states in constant energy transfer
scans.

The (1s, 3d) electron–electron interactions in the in-
termediate states are by a factor 50–100 weaker than the
((2,3)p,3d) interactions and therefore do not visibly shape
the K pre-edge. A diagonal line in the maxima of the
pre-edge peaks would thus represent a symmetry axis for
the (Ω, Ω–ω) RIXS plane if all final state (2,3)p interac-
tions were zero ((2,3)p spin–orbit and ((2,3)p,3d) multiplet
interactions) and the lifetime broadenings assumed equal.
In this case, the intermediate state 1s hole is simply re-
placed by a 2p or 3p hole in the final state without any
consequences on the spectral shape. The (3d,3d) multiplet
interactions are present in the intermediate and in the final
states and thus affect the spectrum in a fashion that is sym-
metric to the diagonal axis.4 However, the (2,3)p final state
interactions give rise to additional peaks for each resonance

4 We neglect that the magnitudes of the (3d,3d) Slater integrals slightly
differ between the intermediate and final states. Furthermore, we neglect
all weak ‘off-diagonal’ many electron transitions that are not described
within a single configuration multiplet approach and are not due to final
state interactions.
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at the same incident energy shifted towards higher energy
transfer and thus break the symmetry relative to the diago-
nal line. In the energy scheme ofFig. 20, these additional
final states are indicated by the dotted line and inFig. 22
by the off-diagonal peak. This is an important observation
for the interpretation of the experimental spectra.

Fig. 22 shows three line plots. Two line plots were ob-
tained by integrating the spectral intensity in the RIXS plane
along the incident energy and the energy transfer, respec-
tively, within certain narrow limits around the resonances.
We use the acronym constant energy transfer (CET) to de-
note those line plots where the intensity is integrated over
the energy transferΩ–ω and plotted versus the incident en-
ergyΩ. The resulting spectrum corresponds to a constant
final state scan over a certain range of final states. The life-
time broadening in such a scan arises from the 1s core hole
(Γ K). We note that such a scan becomes identical to a regu-
lar K-edge XANES scan if the integrated range extends over
all final state energies.

We use constant incident energy (CIE) to denote those
line plots where the intensity is integrated over the incident
energyΩ and plotted versus the energy transferΩ–ω. The
resulting spectrum corresponds to a constant intermediate
state scan over a certain range of intermediate states. A
CIE line plot in 1s2p (1s3p) RIXS is formed by the same
final state configuration as an L-edge (M-edge) absorption
spectrum. The line broadening arises solely from the final
state lifetimeΓ L,M that is in most cases considerably smaller
than the intermediate state lifetime.

It is experimentally rather elaborate to record the entire
RIXS plane. Instead, one can record the intensity at constant
analyzer (emission) energyω while scanning the incident
energyΩ. This corresponds to a diagonal cut through the (Ω,
Ω–ω) RIXS plane (cf.Fig. 22) [151–153]. Correspondingly
we denote them as constant emission energy (CEE) scans.
Since the cut in the RIXS plane occurs at an angle of 45◦,
the scan can be projected on either the incident energy or
the energy transfer axis. In the literature, the intensity is
always plotted versus the incident energy and we follow
this convention.Fig. 22 illustrates that the peaks in a CEE
scan appear sharper thanΓ K andΓ L,M because the scan
is performed in the RIXS plane at 45◦ with respect to the
lifetime broadenings. The line broadening in a diagonal scan
can be estimated from[152]:

ΓCEE = 1√
(1/Γ 2

1s)+ (1/Γ 2
L,M)

(8)

It is important to note that such scans might differ from
an actual absorption scan not only with respect to the peak
broadening but also with respect to the number of peaks and
the intensity ratios as we will discuss in the following. This
is due to the above mentioned final state interactions as was
pointed out by e.g. Carra et al.[154].

Comparison between the CEE and the CET line plot in
Fig. 22clearly shows the line sharpening effect in the CEE

scan. In our simple theoretical model, the CET plot iden-
tifies with an absorption scan with two 1s–3d resonances
at 6542 and 6544 eV. The CIE plot shows a third peak at
641 eV energy transfer that arises from a final state interac-
tion. This third peak also appears weakly in the CEE plot at
6543 eV incident energy and we could be led to assume a
third 1s–3d resonance that is revealed by the line sharpen-
ing effect. But a look at the whole RIXS plane tells us that
the intensity arises from the tail of the lifetime broadening
Γ K of the feature at 641 eV energy transfer and thus indi-
cates a final state interaction and not an additional 1s–3d
resonance. This example demonstrates the potential pitfalls
of CEE scans and explains why it is useful to record the en-
tire RIXS plane. Keeping that in mind, we show below that
CEE scans can nevertheless yield valuable spectra if the full
RIXS plane is not measured out of experimental considera-
tions (e.g. quick scans for time evolution, radiation damage).
We furthermore note that a CEE plot can be calculated from
the Kramers–Heisenberg equation.

8.2.1. Continuum excitations
Resonant excitations appear along a diagonal line in the

(Ω, Ω–ω) plane. Excitations into the continuum can be
viewed as an infinite number of resonances that lie infinitely
close in energy. Such a treatment of the continuum leads
to the arctangent description of the K-edge[155]. Conse-
quently, we find that the continuum excitations show as a
diagonal streak in the RIXS plane (Fig. 23left). Like for iso-
lated resonances, the lifetime broadenings of the continuum
excitations stretch horizontally and vertically in the incident
energy and energy transfer direction, respectively.

The Raman–Stokes line shift describes how the maxi-
mum of the peak intensity moves in the RIXS plane[156].
We see inFig. 23 left that for low incident energies the

Fig. 23. Theoretical RIXS planes for a model system with one resonance
and two final states. The final states are split into 2p3/2 and 2p1/2 by
the 2p spin–orbit interaction. A band of continuum excitations forms the
main edge. The incident energy is plotted vs. the energy transfer in the
left plot and vs. the emitted energy in the right plot. The dotted lines
illustrate the Raman–Stokes line shift.
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maximum moves parallel to the incident energy axis in the
(Ω,Ω–ω) plane because of the lifetime broadeningΓ K. To-
wards higher incident energies the intensity from continuum
excitations begins to dominate and the maximum moves
along a diagonal line. The Raman–Stokes line shift is in the
literature often shown in a (Ω, ω) plot (Fig. 23right) [157].

8.2.2. K pre-edge detection and the line sharpening effect
We see inFig. 23that the peak at smaller energy transfer

(2p3/2 final state) appears to sit on a lower background than
the peak at larger energy transfer (2p1/2 final state). This
can also be observed in the experimental 1s2p RIXS spec-
trum of NiF2 (cf. Fig. 25). The background arises from the
1s lifetime broadening of the resonant 1snp (n = 4,5, . . . )
and continuum excitations that give rise to the K main edge
and stretch at 45◦ in the (Ω, Ω–ω) plane. The background
decreases towards lower energy transfer and becomes negli-
gible in the range of the 2p3/2 feature. Since the 1s lifetime
broadening extends in the horizontal direction, the 2p3/2 fea-
ture is hardly affected by the background from higher exci-
tations. A CEE scan that only includes the 2p3/2 feature thus
shows much better resolved pre-edge features than a con-
ventional absorption scan that integrates over all final states.
We can furthermore observe an additional sharpening effect
as described in Eq. 8.

We show four different line plots of the NiF2 1s–3d reso-
nance inFig. 24. The CEE and CET line plots were obtained
from the experimental 1s2p RIXS plane as shown inFig. 25.
In the two CEE scans ((b) and (c)) the resonance is better
isolated from the main edge than in the absorption spectrum.
The peak in the CEE scan with 1 eV analyzer energy band-

Fig. 24. Experimental spectra of the 1s–3d resonance in NiF2: (a) K
absorption pre-edge; (b) CEE line plot with 5 eV emission analyser band-
width; (c) CEE line plot with 1 eV emission analyser bandwidth; (d)
CET line plot integrated over 2p3/2 final states. The Full Width at Half
Maximum (FWHM) of the 1s–3d resonance peak is given.

Fig. 25. 1s2p RIXS plane of NiF2 (left) with ligand field multiplet
calculations (right) for a Ni(II) high-spin complex in octahedral geometry
with 10 Dq = 1.5 eV. The applied lifetime broadenings areΓ K = 1.4 eV
andΓ L = 0.7 eV for the intermediate and the final state, respectively, as
well as 0.7 eV and 1.0 eV for the instrumental energy broadening of the
incident and the emitted light, respectively.

width is sharper and shows a slight asymmetry due to the
2p final state interactions. The spectrum (c) was obtained
by convoluting the experimental spectrum inFig. 25 with
a 5 eV FWHM Gaussian function along the energy transfer
direction. No asymmetry is visible in the 5 eV CEE scan
because the analyzer bandwidth integrates over all 2p3/2 fi-
nal states. It is remarkable that even a 5 eV analyzer energy
bandwidth results in a better resolved K pre-edge peak. We
show this spectrum as a suggestion for future experimental
designs where some energy resolution of the fluorescence
spectrometer could be sacrificed in favor of a larger solid
angle.

The main edge is removed in the CET scan (spectrum (d))
integrated over all 2p3/2 final states. The plot was extracted
from the RIXS plane in NiF2. This is the preferred plot to
display the lowest 1s resonances because it can be directly
compared to calculation of the absorption spectrum that only
includes the lowest 1s excitations (cf.Fig. 24(a) and (d)).

8.2.3. Fluorescence detected absorption
To find a relation between an absorption scan and fluo-

rescence detection using a crystal analyzer we use the fol-
lowing simple equation:

σa =
∑
i

σi (9)

The absorption cross section�a is expanded into a sum
of partial cross sections�i . The indexi runs over all final
states that can be reached from the 1s excited states of the
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absorption spectrum, i.e. it runs over all decay channels of
the excited states. A CET scan for exactly one final state, i.e.
if the electronic states could be perfectly separated, would
give�i . One partial cross section�i is unlikely to be propor-
tional to the absorption cross section, i.e. to have the same
spectral shape. However, it is possible to select a limited sum
of decay channels in order to obtain the absorption spectral
shape. This is done in conventional fluorescence detected
absorption spectroscopy when the intensity of the K� lines
is recorded using, for example, a solid state detector. In this
technique, CEE scans are recorded with the intensity inte-
grated over a broad band of emission energies whose width
depends on the detector resolution and is much larger than
any K� spectral feature. Even though such scans traverse
diagonally through the (Ω,Ω–ω) plane they still correspond
to a sum of constant final state cross sections because there
is basically no spectral intensity from 2p5 final states out-
side of the diagonal band that is selected by the solid state
detector (cf.Fig. 23).

A considerable number of decay channels, e.g. all K�
lines and all non-radiative transitions, are neglected in this
technique. But it was shown that the K� intensity change
is proportional to the absorption cross section[158]. If we
restrict the decay channels to the K�1 (2p3/2 or ‘L3’) line it
is reasonable to assume that the resulting spectrum deviates
only slightly from an absorption scan.

8.3. Experimental results

The spectra we show in the following were taken at the
BioCAT undulator beamline 18ID at the Advanced Photon
Source with instrumental energy broadenings of 0.7–1.2 eV
for both, the incident and the emitted beam. The data acqui-
sition time for a full RIXS plane of a concentrated sample
was 2–4 h with a peak count rate of∼30 000 counts/s. This
limit is set by the range of the detector linearity. Filters were
used to attenuate the incident beam in order to prevent de-
tector saturation and/or radiation damage.

8.3.1. Nickel
Nickel in various chemical environments has been com-

prehensively studied in soft X-ray L-edge absorption spec-
troscopy[159–161]. The computational effort for multiplet
calculations is comparatively small and it serves as a nice
example to demonstrate important aspects of ligand field
multiplet theory. We therefore begin our overview of RIXS
spectra with 1s2p RIXS on Ni and show inFig. 25the mea-
sured and calculated 1s2p RIXS plane of NiF2 at the K
pre-edge. The spectrum is divided into the 2p3/2 (‘L 3’) and
2p1/2 (‘L 2’) features at low and high-energy transfer, respec-
tively, split by the 2p spin–orbit interaction. We note that
the strict division into J=1/2 and J=3/2 is not entirely cor-
rect. Configuration interaction and angular momentum re-
coupling mix the states and the two spectral features cannot
assigned exclusively to two different total angular momenta
[65].

Fig. 26 illustrates the properties of 1s2p RIXS for Ni
in various spin and oxidation states[59]. We focus on the
pre-edge excitation region that involves the lowest unoccu-
pied molecular orbitals and on 2p3/2 final states (L3-edge).
The weak 1s→ 3d resonances are now separated from the
strong dipole allowed transitions at higher energies. The
Ni(I) complex has one vacant 3d orbital; accordingly we
only observe one 1s→ 3d resonance. For Ni(II), there is ei-
ther a single vacant 3d orbital (low-spin) or a pair of nearly
degenerate 3d orbitals (high-spin); again, we see only a sin-
gle 1s→ 3d resonance. In contrast, two 1s→ 3d resonances
are observed for the Ni(III) complex. This is consistent with
at least some 3d7 character in the ground state configura-
tion. Here, the Ni site has approximately tetragonal sym-
metry, and the low-spin (S = 1/2) configuration yields one
unoccupied 3dx2−y2 orbital and a half-filled 3dxy orbital.

We extracted CIE and CET line plots from the RIXS
planes centered at the energies as indicated inFig. 26by the
horizontal and vertical lines. The spectra are compared to
K-edge and L-edge conventional absorption scans inFig. 27.
The shifts of the 1s→ 3d resonances with oxidation state are
clearly visible in the CET scans. No shift appears between
the Ni(II) high-spin and low-spin complexes. The two strong
1s–3d resonances in the Ni(III) complex are nearly invisible
in the conventional absorption spectrum. This demonstrates
the potential of RIXS spectroscopy; it enables to separate
out the lowest unoccupied molecular orbitals localized on a
metal ion using bulk sensitive hard X-rays.

The CIE scans show more spectral features than the CET
spectra. The additional peaks are due partly to multiplet ef-

Fig. 26. Contour plots for Ni coordination complexes: (a) Ni(I) in
[PhTttBu]NiCO, Ni(II) (b) low-spin (ls) in (Ph4As)2Ni(S2C2(CF3)2)2,
Ni(II) (c) high-spin (hs) in NiF2 and (d) Ni(III) low-spin in
[Ni(η4-DEMAMPA-DCB)]−. The vertical (constant incident energy) and
horizontal (constant final state energy) lines correspond to the line plots
shown inFig. 27.
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Fig. 27. Conventional absorption spectra (dotted lines) compared to RIXS line plots (solid/dashed lines) as indicated inFig. 26for the four Ni coordination
complexes. Left panel: K pre-edge absorption spectra and CET line plots; Right panel: L3-edge absorption spectra and CIE line plots. (reprinted with
permission from ref.[59]).

fects and partly to tails of resonances at higher incident en-
ergies. It is important to always interpret the spectra with
respect to the full RIXS plane. In the following, we discuss
the 2p3/2 (‘L 3’) structure below 855.5 eV final state energy.
In this case, exciting the 1s→ 3d intermediate resonance of
the Ni(I) complex yields final states with a 2p53d10 config-
uration. The CIE spectrum does not show any splitting be-
cause of the filled 3d shell. Within the experimental resolu-
tion, a symmetrical peak is also observed for low-spin Ni(II).
In contrast, the high-spin Ni(II) and low-spin Ni(III) L3 CIE
spectra exhibit asymmetries due to multiplet structure. These
features arise from (2p,3d) and (3d,3d) Coulomb and ex-
change interactions. Additional structures arise from orbital
energy splittings in the case of Ni(III). Multiplet splitting
yields information on the valence and spin state of the metal
center, and various L-edge studies have used these features
to characterize metal centers[161]. Specifically, in L-edge
spectroscopy, the high-energy shoulder in the L3 line has
been used as a diagnostic of high-spin Ni(II) in metallopro-
teins, while a low energy peak ascribed to Ni(III) has been
used to characterize Ni oxides[160,162]. The high-energy
shoulder in NiF2 is well reproduced in the multiplet calcu-
lations shown inFig. 25.

As an application of RIXS spectroscopy in biocatalysis
we show results from 1s2p RIXS in Ni containing enzymes.
[NiFe] hydrogenases catalyze the oxidation and formation of
molecular hydrogen (H2 → 2H+ + 2e−) [163–166]. They
contain a single [NiFe] active site and an understanding of
the Ni spin and oxidation state is crucial in order to develop
mechanisms for the catalytic cycles.Fig. 28shows the CET
line plots extracted from the Ni 1s2p RIXS plane recorded
on the [NiFe] hydrogenase fromDesulfovibirio gigas[167].

The data were recorded on the protein in the oxidized and in
the dithionite-reduced state. The shift of the pre-edge peak
to lower incident energies indicates the reduction of Ni upon
treatment with dithionite.

The soluble hydrogenase (SH) ofRalstonia eutropha
is a special hydrogenase because it is one of very few
oxygen-tolerant hydrogenases; it can oxidize H2 under aer-
obic conditions[168]. A mutant of the soluble hydrogenase
that shows a strongly increased sensitivity to oxygen in
activity measurements can be prepared by deletion of the
hypX gene[169]. Fig. 29shows the results for soluble hy-
drogenase purified from the hypX-positive (SH(HypX+))
and hypX-negative (SH(HypX−)) strain. The active site of

Fig. 28. CET plots forD. gigashydrogenase in the oxidized form (dashed
line) and reduced with dithionite (solid line).
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Fig. 29. Top panels: Ni 1s2p RIXS planes for two forms of the hydrogenase fromRalstonia eutropha. Bottom panels, left: Conventional absorption scans
and CEE plots obtained from the RIXS planes (solid line: SH(HypX+); dashed line: SH(HypX−)); The emission energy was integrated over 4 eV to
obtain the CEE plots; right: difference between two the RIXS planes; the spectra were normalized before subtraction to have equal pre-edge spectral areas.

SH(HypX+) contains four cyanide ligands. Based on FTIR
studies it was proposed that three cyanide groups are bound
to Fe and one to Ni. Only three cyanide groups are found
in the mutant SH(HypX−).

The RIXS spectra show that the spectral shape of the
pre-edge feature remains unchanged between the two forms.
Since the pre-edge peak arises from excitations into orbitals
that are mainly localized on the Ni we conclude from this re-
sult that Ni does not change its spin or oxidation state. How-
ever, a resonance at higher incident energy (8335 eV) gains
in intensity in the SH(HypX−) form. In this case the excited
electron occupies a more delocalized orbital and the increase
in intensity might reflect a change of a Ni ligand. It was
proposed, that a Ni CN− ligand is replaced by an OH− lig-
and between the SH(HypX+) and SH(HypX−) [170]. This
would be in agreement with this qualitative interpretation of
the RIXS results. For a better understanding of the RIXS re-
sults one would need to perform a study on a series of model
compounds in combination with density–functional calcula-
tions. Unfortunately, it is not possible to perform Fe RIXS
experiments on the same sample because Fe also occurs in
several other sites of the protein.

The comparison inFig. 29between the conventional ab-
sorption spectra and the CEE scan shows that RIXS en-

ables to draw much more detailed conclusions; the absorp-
tion spectra do not reveal any well defined resonance.

8.3.2. Iron
In the following we discuss 1s3p RIXS on Fe(II) and

Fe(III) in octahedral environments. A high-spin Fe(III) com-
plex has a t32ge

2
g (6A1g) ground state configuration. The only

1s excited states that can be reached from the ground state
are the [1s]t42ge

2
g (5T2) and [1s]t32ge

3
g (5E) state and the K

pre-edge splitting therefore directly reflects the ligand field
parameter 10Dq[125].

Fig. 30shows the 1s3p RIXS plane of�-Fe2O3 (hematite).
The two ligand field split pre-edge peaks are visible and
we obtain 10Dq= 1.4 eV. We note that the additional 3d
electron in the RIXS intermediate state yields a 10Dq value
that is only about 80% of those obtained from optical data
[171,172]. The second resonance shows a tail towards higher
final state energies indicating multiplet interactions in the
3p5 final states.

The 1s–3d excitation spectrum in high-spin Fe(II)
Fe0.05Mg0.95O has a slightly more complex structure. The
[1s]t52ge

2
g excited state can only form a4T1 symmetry state

at lowest excitation energies while the [1s]t4
2ge

3
g excited state

gives rise to4T2 and4T1 terms[125]. The latter two states
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Fig. 30. 1s3p RIXS planes of Fe2O3 (left) and Fe0.05Mg0.95O (right).

are split by (3d,3d) multiplet interactions with the4T1 sym-
metry at highest excitation energies. (We neglect spin–orbit
interactions.) The separation of the two main peaks there-
fore does not directly reflect the ligand field splitting. We
observe a pronounced shoulder towards higher final state
energies at the second resonance and an intense structure
between the two main peaks towards higher energy transfer.
This feature is best fit with a strong multiplet splitting of the
4T2 1s resonance in the 3p5 final state. The additional infor-
mation in the energy transfer direction will help to validate
the assignment of the pre-edge features and thus to deduce
the magnitudes of electron–electron interactions and lig-
and field splittings. Caliebe et al. performed 1s2p RIXS on
hematite and showed that ligand field multiplet calculations
can reproduce their observed spectral shapes[143].

The spectra inFig. 30show furthermore a pre-edge shift
towards lower incident energies with decreasing oxidation
state. Wilke et al. carried out an extensive study of the
Fe pre-edge features in minerals[124]. They also deter-
mined the pre-edge intensity relative to the edge jump and
found that both parameters— pre-edge position and rela-
tive intensity— are largely uncorrelated and indicative of

Fig. 31. 1s2p RIXS plane of MnO. A fit of the main edge was performed and subtracted from the experimental spectrum. The difference spectrum is
satisfactorily reproduced in the calculated spectrum.

the oxidation state and local symmetry, respectively. The ex-
perimental error in their study is mainly due to the fitting
procedure of the main edge to extract the pre-edge spectral
features. The pre-edge separation in RIXS spectroscopy will
allow for a more accurate determination of the parameters
and thus give the possibility to validate their findings.

8.3.3. Manganese
The splitting between the pre-edge and the main edge de-

creases towards the early transition metal complexes and it
becomes more difficult to extract the pre-edge spectral fea-
tures with the correct relative spectral intensities also in the
RIXS spectra. In conventional absorption spectroscopy the
main edge can be subtracted by assuming a arctangent shape
or simply by applying a cubic spline. The RIXS plane gives
the opportunity for a more sophisticated edge subtraction by
fitting all CET line plots that form the RIXS plane to peak
profiles. The fitted peaks that are assigned to main edge ex-
citations then form a plane themselves that can be subtracted
from the experimental RIXS plane. InFig. 31 an example
for 1s2p RIXS on MnO is shown. After edge subtraction
the multiplet shoulder in the energy transfer direction of the
2p3/2 final states becomes visible. Ligand field multiplet cal-
culations (10Dq= 1.1 eV) reproduce the spectral shape of
the difference spectrum.

Fig. 32 shows the 2p3/2 final states in the 1s2p RIXS
planes of MnO and Mn(acac)2(H2O)2. The MnO spectrum
appears broader than the molecular Mn(II) compound. The
extracted line plots are shown inFig. 33with Voigt functions
fitted to the CEE and CET plots. CIE and CET line plots
were integrated over the energy range shown in the contour
plots ofFig. 32. The splitting directly gives the 10Dq value
like in the ferric Oh complexes. We obtain for 10Dq 1.1 eV
for MnO and 0.7 eV for Mn(acac)2(H2O)2 in the 1s excited
states. The CIE plots show the final state multiplet splitting
as a shoulder on the high energy transfer side. Soft X-ray
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Fig. 32. 2p3/2 final states in the 1s2p RIXS planes of MnO (left) and
MnII(acac)2(H2O)2 (right). The main edge was subtracted in both cases.

L-edge absorption spectra show a similar spectral shape for
high-spin Mn(II) complexes[172].

Comparison between the CEE and CET line plots in
Fig. 33show in particular for MnO different spectral shapes.
We mentioned before that CEE scans do not necessarily give
the same relative peak intensities as an absorption scan. The
final state integration area for the CET scan includes all 2p3/2
final state. It only slightly deviates from an absorption scan
due to variations in the decay branching ratios to the 2p3/2
and 2p1/2 final states as well as symmetry mixing effects.
Calculations of the 1s absorption should thus be compared
to the CET and not the CEE scan.

8.3.4. Vanadium
As another example for the influence of multiplet in-

teractions on the K pre-edge spectral shape we show the
2p3/2 final states in the 1s2p RIXS plane of VF4 in Fig. 34.
The spectrum shows four peaks almost equally spaced in
energy spread over about 6 eV. The 1s resonances in VF4
have the atomic final state configuration 1s3d2. The local
symmetry is approximately tetrahedral with a Jahn–Teller

Fig. 33. Line plots and Voigt fits (dashed lines) for Mn(acac)2(H2O)2 and MnO extracted from the 1s2p RIXS planes shown inFig. 32. The CEE and
CET plots show different line shapes and the fits yield different intensity ratios for the two resonances in both compounds.

Fig. 34. 2p3/2 final states in the 1s2p RIXS plane of VF4.

distortion to remove the orbital degeneracy in the 3d1

ground state[173,174]. The lowest electron excitations
and Jahn–Teller stabilization energies were calculated by
Solomonik and Pogrebnaya[175]. The (3d,3d) splittings
can be obtained from multiplet theory and we find that the
spectrum represents an interplay between ligand field and
multiplet splittings that are both on the order of 1.0–2.0 eV.
The Jahn–Teller distortion is considerably stronger for
electrons in the t2g than in the eg orbital and was calcu-
lated by Solomonik and Pogrebnaya to about 0.4 eV. The
Jahn–Teller distortion could thus be responsible for the
broader resonance shape at higher incident energies where
the 1s electron is excited into the t2g orbitals. It is negligible
for the eg orbitals (<0.1 eV).

We show the CET line plots together with multiplet cal-
culations inFig. 35. The spectral shape is poorly reproduced
without (3d,3d) multiplet interactions while the full multi-
plet calculations can simulate the three strong structures. In
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Fig. 35. Pre-edge structure in VF4; (top) CET plot integrated between
512 and 519.5 eV energy transfer; (center) ligand field calculations (10 Dq
= −1.5 eV; Ds= 0.05;Dt = −0.05 eV) with all (3d,3d) interactions set
to zero; (bottom) ligand field multiplet calculations including all multiplet
interactions.

order to reproduce also the weak feature at 5465 eV incident
energy and the correct spectral intensities more elaborate
calculations including charge transfer and dipole contribu-
tions are necessary.

8.4. Summary and outlook

In summary, we hope that this introduction to RIXS spec-
troscopy and short collection of examples on 3d transition
metal K pre-edge RIXS has demonstrated the following im-
portant qualities of this emerging technique:

• RIXS is valuable to separate out the K absorption pre-edge
features and hence to study the local electronic structure
of transition metal compounds using hard X-rays.

Fig. 36. Ligand field multiplet calculations for 1s2p RIXS in Fe2+ (10 Dq = 1.5 eV,Γ1s = 1.2 eV, Γ2p = 0.6 eV FWHM) with different monochromator
and spectrometer energy broadenings; left:�Emono = �Espec= 1.0 eV; right:�Emono = �Espec= 0.3 eV.

• The energy transfer spectra are not broadened by the short
1s core hole lifetime but only by the longer final state
lifetime resulting in sharper spectral features.

• Electron–electron interactions (multiplet structure) have
to be included in a theoretical interpretation of the K
pre-edge as well as the energy transfer spectra.

• The multiplet structure in the energy transfer spectra con-
tains information on the electronic configuration that is
complimentary to the K pre-edge. We showed examples
where it is indicative of the metal ion spin state.

• By using an emission analyzer with a modest energy band-
width of a few eV and recording the 2p3/2 (K�1) CEE in-
tensity the K edge spectral features can be better resolved
than in conventional absorption spectroscopy.

The resolution in the spectra shown here has been limited
by instrumental broadening. An improved instrumental res-
olution (e.g. 0.3 eV energy bandwidth for the incident X-ray
monochromator and the analyzer spectrometer) can take full
advantage of the narrow final state lifetime broadening. To
demonstrate the gain from a reduced energy broadening we
show inFig. 36 ligand field multiplet calculations for two
different instrumental broadenings. The multiplet structure
is much better resolved for�Emono = �Espec= 0.3 eV and
a more detailed analysis of the ligand field splittings and
electron–electron interactions is possible.

It is furthermore desirable to achieve instrumental resolu-
tions that give access to interatomic (super)exchange interac-
tions as has been done in soft X-ray RIXS and resonant pho-
toemission[176–178]. An instrumental energy bandwidth
of 10–50 meV would enable to resolve the electronic states
that are split by interatomic magnetic interactions in many
relevant systems, e.g. perovskites that show colossal mag-
neto resistance (CMR)[179]. However, for such studies a
final state configuration of the RIXS process has to be cho-
sen with a lifetime broadening that is smaller than the peak
splitting.

We limited our discussion to 1s2p and 1s3p RIXS, i.e.
energy transfers greater than 50 eV. Studies of smaller en-
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ergy transfer excitations (<10 eV) that are equivalent to
optical transitions have been published by several authors
[180–184]. However, they mainly focused their analysis on
incident energy excitations into the K main edge and for fu-
ture studies it is desirable to perform detailed investigations
at the K pre-edge. Furthermore, dichroism techniques can
be combined with RIXS and the important field of magnetic
spectroscopy is therefore possible[185]. We conclude that
with the increasing impact of powerful 3rd generation stor-
age ring X-ray sources, the future potential of RIXS spec-
troscopy is considerable, and applications in many disci-
plines of natural sciences will become possible.

9. Conclusions and outlook

We have presented spectroscopic techniques that use anal-
ysis of the X-ray emission after 1s core hole creation to
obtain information on the electronic configuration and lo-
cal structure in 3d transition metal compounds. They can be
separated into two categories: First, experiments that do not
require a tunable incident X-ray source with high resolution,
and second, those who do. The first category is presented in
Chapters 5 and 7, where we showed how K� and K� main
lines are sensitive to the local metal ion spin state and the
K� satellite lines probe the ligand orbitals and the metal
p-density of states.

Experiments of the second category include selective EX-
AFS as presented in Chapter 6 and RIXS as presented in
Chapter 8. Selective EXAFS is a technique that uses the
chemical sensitivity of the K� emission combined with EX-
AFS to distinguish local information of one element in dif-
ferent chemical sites. In RIXS spectroscopy as in conven-
tional XANES, the density of the lowest unoccupied states
is probed. We showed how absorption features are better
resolved in RIXS and the energy transfer spectra contain
information on the electronic structure that is complemen-
tary to absorption. Selective EXAFS and K pre-edge RIXS
are very recent techniques and their development has been
directly tied to that of powerful new third generation stor-
age ring facilities. Our hope is that this review will intro-
duce their potential to many physical chemists, who profit
from the burgeoning field of synchrotron radiation based
research.

Finally, future bright short pulse X-ray sources, such as
the proposed X-ray free electron lasers (XFEL), will al-
low for time-resolved experiments on a femtosecond scale.
The XFEL pulses have a bandpass (�E/E) of order 10−3

hence less than 10 eV at 3d transition metal K edges. X-ray
emission spectroscopy, both resonant and non-resonant, will
be a unique tool in such time-resolved studies. The ap-
propriate X-ray optics based on wavelength dispersive an-
alyzers is already under development, and we expect that
high-resolution 1s core hole X-ray spectroscopy on 3d tran-
sition metals will become an even more active field in the
future.
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