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1 General Introduction

1.1 Background

Groundwater plays an important role in the basic needs of human society, in developed
as well as developing countries. It serves as a primary source of drinking water and it
supplies water for agricultural and industrial activities. In liquid form, groundwater is
the largest accessible source of freshwater (Gleick, 1996). It has an essential role in the
environment. During times of drought, groundwater sustains water flows in streams,
rivers, brooks and wetlands, and thus supports ecosystem habitat and biodiversity,
while its large natural storage provides a buffer against water shortages.

Besides its importance, groundwater is known as a vulnerable resource. In many areas,
groundwater is being consumed faster than it is naturally replenished (Rodell et al.,
2009; Wada et al., 2010). Given increased population and heightened variability and
uncertainty in precipitation due to climate change, the pressure upon groundwater
resources is expected to intensify. Moreover, excessive groundwater extractions can
accelerate land subsidence (Gambolati et al., 1974) and even significantly contribute
to sea level rise (Wada et al., 2012). These issues make monitoring and predicting
groundwater variabilities and changes imperative.

1.1.1 Common groundwater assessment methods

Monitoring and assessing groundwater states over large areas is difficult because it
requires large amounts of data that are often prohibitively expensive to acquire on the
ground. The most common and traditional way to obtain information about ground-
water states is by measuring groundwater heads or groundwater levels in in-situ drilled
observation wells. However, in-situ groundwater head measurements, which are usu-
ally sparsely distributed and not spatially continuous, have limited spatial support.
Also, the spatial coverage of most of the groundwater head monitoring networks is
limited. Large-extent groundwater head maps obtained by interpolation from point
head measurements are therefore subject to large uncertainty. Consequently, large-
scale groundwater assessments, especially at the sub-continental scale, comprising
multiple aquifers, basins and countries, are still challenging.

Another way to gain insights into groundwater head behavior is by exploiting the un-
derlying theoretical principles (e.g. based on physical laws of groundwater flow and/or
statistical inferences of groundwater time series and their forcing time series). Using
this knowledge, groundwater models can be built to simulate and predict ground-
water head dynamics. Groundwater models plays an important role in groundwater
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management, as they allow analyses of the past and present conditions, projection of
evolution of groundwater system, as well as identification of the impacts of external
factors, such as human intervention, increasing water demand and climate change (see
e.g. Knotters and Bierkens, 2000; Scibek and Allen, 2006; Maxwell and Kollet, 2008;
Olsthoorn, 2008; Oude Essink et al., 2010). They are thus essential tools for analyzing
possible measures to counteract such impacts.

However, large-scale groundwater models, especially for aquifers and basins of multi-
ple countries, are still rare, due to a lack of hydro-geological data to parameterize the
model and a lack of groundwater head measurements to evaluate the model perfor-
mance and calibrate the model. Some existing large-scale groundwater models, such
as those for the Death Valley area, USA (D’Agnese et al., 1999), the Great Artesian
Basin, Australia (Welsh, 2000, 2006), and the MIPWA region, the Netherlands (Snep-
vangers et al., 2008), are developed on the basis of highly detailed hydro-geological
data (e.g. elaborate 3-D geological models) and supported by extensive groundwa-
ter head measurement networks (e.g. United States Geological Survey National
Water Information System, USGS NWIS, http://waterdata.usgs.gov/nwis/gw, and
Data and Information of the Subsurface of The Netherlands, DINOLoket, http:

//www.dinoloket.nl). Such information may be available in developed countries but
is rarely found in other parts of the world.

1.1.2 Spaceborne remote sensing for groundwater hydrology

During the last decades, the application of satellite-based remote sensing in hydro-
logical studies has received increased attention. Many studies have shown the usefull-
ness of spaceborne remote sensing in large-scale hydrological analysis and modeling.
Examples include mapping of land surface elevation (Lehner et al., 2008), precipita-
tion (e.g. Kummerow et al., 2000), soil moisture (Njoku et al., 2003; Wagner et al.,
1999b), snow cover (Dankers and de Jong, 2004; Immerzeel et al., 2009), land surface
temperature (Wan and Li, 1997), evaporation (Bastiaanssen et al., 1998a,b; Su, 2002;
Mu et al., 2007; Jung et al., 2010), as well as vegetation and drought indices (Myneni
et al., 2002; de Jong and Jetten, 2007; Hansen et al., 2008; Zhao and Running, 2010).
These examples show that satellite remote sensing is a viable source for information
of hydrological land-surface related parameters, fluxes and state variables. Remote
sensing holds a great promise for large-scale hydrology because it provides spatially
and temporally exhaustive maps of surface properties covering large river basins and
even the globe. The other main appeal of remote sensing methods is their spatial
support. They provide average estimates over large areas (or footprints) that may
range from a few square meters to thousands of square kilometers, depending on the
method. This bypasses the need to infer areal averages from point data.

However, groundwater hydrology has been relatively late to embrace remote sensing
applications. Up to now, only the Gravity Recovery and Climate Experiment (GRACE,
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Tapley et al., 2004), a spaceborne gravity mission launched and operated by the Na-
tional Aeronautics and Space Administration (NASA) since March 2002, has been
acknowledged as a groundwater assessment tool, specifically for detecting changes of
large groundwater storage. The twin satellites of GRACE — the distance of which
changes in response to variations in the pull of gravity — can sense slight changes
in Earth’s gravity field and associated mass distribution, including changes in under-
ground water masses. Hence, data from GRACE can show fluctuations in ground-
water storage over time and highlight where groundwater is being depleted faster
than replenished (e.g. Rodell et al., 2007; Swenson et al., 2008; Strassberg et al.,
2009; Rodell et al., 2009). However, a major drawback of the GRACE mission is its
coarse spatial resolution of 400 km, which makes it suitable for assessing continen-
tal or global groundwater storage dynamics but unsuitable for local to regional scale
assessments. Recently, the European Space Agency (ESA) launched a gravity mis-
sion called the Gravity Field and Steady-state Ocean Circulation Explorer (GOCE,
Drinkwater et al., 2003, 2007), which can deliver 100 km resolution products. Yet, its
application for groundwater hydrology is still in its infancy (launched in March 2009)
and might be constrained by its short mission period (only until December 2012).
Therefore, the currently known possible applications of spaceborne remote sensing
for groundwater assessment should still be considered limited.

The benefits of spaceborne remote sensing applications have been late to reach ground-
water hydrology applications due to an obvious reason: groundwater movement take
place beneath the surface and it cannot be directly sensed by spaceborne remote sen-
sors. Yet, several scientists have argued that spaceborne remote sensing should hold
tremendous potential to support groundwater assessments. For example, Jackson
(2002) proposed to use remotely sensed soil moisture data to support groundwater
studies. Becker (2006) reviewed that groundwater behavior can be inferred from
remotely-sensed surface expressions, such as elevation, gravity anomaly, land sur-
face temperature, vegetation and soil moisture. Moreover, in a recent application,
Alkhaier et al. (2012b) showed that remotely sensed land surface temperature and
evaporation correlate well with groundwater depth. In this study, we intend to show
that spaceborne remote sensing based soil moisture products — reflecting wet and dry
soil locations, and their temporal dynamics — may, albeit indirectly, inform about
groundwater dynamics.

1.2 Research objective: Integration ERS spaceborne remote
sensing products into groundwater modeling

This study aims to extend the application of spaceborne remote sensing based soil
moisture products to groundwater quantity modeling and assessment. Given that
groundwater (quantity) can hardly be measured directly from space, remote sensing
applications for groundwater hydrology certainly depend upon their efficient integra-
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tion with in-situ measurement data and theoretical models. This study is to explore
the possibility of incorporating satellite-based soil moisture products for modeling
groundwater head dynamics. This possibility is explored using two modeling tech-
niques: time series modeling and physically-based groundwater modeling.

The first modeling technique, time series modeling, refers to a statistical approach
to analyze and describe one or more time series. Time series models, which are
often classified as empirical or “black-box” models, are data driven and used in order
to describe causal relationships between input and output time series. The main
advantage of empirical time series models is that only data on the input and output
variables are required (Dooge, 1973; Hipel and McLeod, 1994; von Asmuth et al., 2002;
Sivapalan et al., 2003), while physically-based models need additional information
(e.g. soil physical properties). In this study, the attention is focused on a special
class of time series models called transfer function-noise (TFN) models. Such time
series models have been used in groundwater hydrology (see e.g. van Geer and Defize,
1987; Gehrels et al., 1994; Bierkens et al., 1999, 2001; Knotters and Bierkens, 2000,
2001), but using ground-measured precipitation (excess) time series as forcing input.
In this study, we explore the possibility of using spaceborne soil moisture
time series (as input) in TFN models in order to predict groundwater head
(as output).

A common and often-heard criticism of empirical time series models is that they
merely exploit the statistical relation between the data without giving a physical
explanation (Freeze and Harlan, 1969; Abbott et al., 1986a). In contrast, physically-
based models are based upon physical descriptions and laws of such phenomena (e.g.
Abbott et al., 1986b; McDonald and Harbaugh, 1988; Kollet and Maxwell, 2006;
Miguez-Macho et al., 2007; Kollet and Maxwell, 2008; Lam et al., 2011). Yet, a
physically-based groundwater model is difficult to apply because it contains many
model parameters (e.g. aquifer transmissivities) that are not known (Stephenson
and Freeze, 1974; Beven, 1993) and must be refined from limited field measurements
and/or subjective assumptions. As a result, the parameters in a groundwater model
must generally be calibrated so that the models can reproduce observations (Bakker
et al., 1999; Olsthoorn and Kamps, 1996, 2006), i.e. observed groundwater head time
series. Therefore, to develop a reliable groundwater model, (in-situ) field groundwater
head measurements are needed. Consequently, if such head data are not available (as
the case for many parts of the world), calibrating groundwater models is difficult and
another kind of measurement, as a substitute, is thus needed. In this study, we also
investigate the possibility of using spaceborne soil moisture time series to
calibrate physically-based groundwater models. It is further noted that this
is done in the context of exploring the possibility of setting-up groundwater models
in data-poor environments. Thus, apart from calibrating groundwater models using
remote sensing data, we also explore whether we can build a physically-based
groundwater model by using only globally-available datasets (not using any
locally-available detailed information).
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1.3 Remote sensing data and study area

1.3.1 ERS Soil Water Index

In this study, we focus on the spaceborne soil moisture product European Remote
Sensing Soil Water Index (ERS SWI), which is a measure of the profile or average
root zone soil moisture content (Wagner et al., 1999b). SWI time series are derived
from the backscatter signals received by the scatterometers flown on board: the ERS-1
(1991-1995) and ERS-2 (1996-2007) satellites. These scatterometers, operating in the
frequency of 5.3 GHz (C-band) and using vertical transmit and receive (VV) polariza-
tion, are active microwave instruments that send electromagnetic pulses to the surface
of the earth and measure the signal scattered back. The measured backscatter signal is
converted to Surface Soil Moisture (SSM) estimates by applying a change detection
algorithm, accounting mainly for soil moisture and vegetation phenology (Wagner,
1998; Wagner et al., 1999a,b, 2007). To correct for the effects of plant growth and
decay, the method uses the multi-incidence angle measurement capacity of the sensor
to isolate the vegetation signature from the backscatter observations. The ERS SSM
values are then retrieved by scaling each observation between dry and wet backscat-
ter references representing the historically lowest and highest observed backscatter
values. The SSM values, indicating soil moisture content in the first centimeters of
topmost soil layer, are then convolved with an exponential low-pass filter model in
order to derive ERS SWI time series, representing the first meter profile soil moisture
content (Sect. 2.2.2).

The ERS SWI time series with a spatial and temporal resolution of 25-50 km and 10
days are more suitable for groundwater hydrology studies than SSM time series (25-50
km resolution and retrieved about 3-4 times per week) because the implemented low-
pass filter removes high-frequency temporal signals representing individual rain events
which are rarely found in (natural) groundwater head dynamics. The other advantage
of using ERS SWI product (available from Vienna University of Technology: http:

//www.ipf.tuwien.ac.at/radar/index.php?go=ascat) is that its available long time
series (1991-2007) are much longer than other soil moisture products, such as the
ones from the missions of AMSR-E (Advanced Microwave Scanning Radiometer -
Earth Observation System, launched in 2002 and switched of in 2011) and SMOS
(Soil Moisture and Ocean Salinity, launched in 2009).

1.3.2 Rhine-Meuse basin

As a test-bed of this study, we used the Rhine-Meuse river basin, situated in the humid
temperate zone of Western Europe (see Fig. 1.1 and Sect. 2.2.1). The Rhine-Meuse
basin is selected because it is a well documented basin, which is not only supported
by a good coverage of ERS SWI observations (see Fig. 2.2b), but also ample in-situ
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groundwater head measurement time series (see Fig. 2.2a). We used more than 4 000
groundwater head time series (see Sects. 2.2.3, 4.3 and 5.3.3).

The large size of the study area, covering± 200 000 km2, makes it well-suited for large-
scale hydrological studies. As the study area, the Rhine basin contains the upstream
areas in the Alps of Austria and Switzerland and covers large areas in Germany with
the outlet located in the town of Lobith in the Dutch eastern border. The Meuse basin
used stretches from its headwaters, mainly in France and Belgium, until a point near
Borgharen on the Dutch southern border. Note that the downstream area of the
Rhine-Meuse basin, mainly in the Netherlands (see Fig. 1.1), is excluded because of
strong anthropogenic water management practices occur in lower parts of the basin.

1.4 Research questions and outline

In the previous Sect. 1.2, the research objective is defined as to investigate the useful-
ness of remote sensing products for large-scale groundwater modeling and assessment.
Following this objective and focusing on the satellite-based soil moisture product of
ERS Soil Water Index (SWI), the main research questions are formulated as follows:

1. Is there significant correlation between ERS Soil Water Index time
series and groundwater head dynamics? (Chapter 2)

2. Can ERS Soil Water Index time series be used as the input for trans-
fer function-noise models for predicting groundwater head? (Chap-
ter 3)

3. Is it possible to build a large-scale, physically-based and coupled land
surface-groundwater model using only global datasets? (Chapter 4)

4. Can ERS Soil Water Index time series be used to support the cali-
bration of a large-scale groundwater model? (Chapter 5)

The first and second questions are explored in the first part of this study, in which
we used ERS SWI time series to predict groundwater head in space and time using
an empirical transfer function-noise (TFN) model. This prediction is demonstrated
mainly in Chapter 3 (2nd research question). However, before focusing on prediction,
it is logical to first perform a statistical analysis to infer whether there is a relation-
ship between ERS SWI time series and groundwater head dynamics (1st research
question). This is explored in Chapter 2.

The third and fourth questions are explored in the second part of this study consisting
of Chapters 4 and 5. In Chapters 4 (and also Sect. 5.2), we developed a large-scale
and physically-based groundwater-land surface model called PCR-GLOBWB-MOD
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by using only global datasets such that the model is portable for other areas in
the world, including in data-poor areas (3rd research question). Subsequently, in
Chapter 5, we explored the possibilities to calibrate the model using ERS Soil Water
Index time series (4th research question).

The last chapter (Chapter 6) concludes with a summary of the answers to all four
research questions and an outlook on prospective applications and further studies
inspired by the findings in this study.
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2 Correlation between ERS
spaceborne microwave soil
moisture time series and
groundwater head dynamics

This chapter is adopted from:
Sutanudjaja, E. H., de Jong, S. M., van Geer, F. C., Bierkens, M. F. P.,
Using ERS spaceborne microwave soil moisture observations to predict groundwater
heads in space and time, submitted to Remote Sensing of Environment.

Abstract

The aim of this chapter is to investigate whether the spaceborne microwave product of Euro-

pean Remote Sensing Soil Water Index (ERS SWI) — which provides spatio-temporal maps

of the profile soil moisture content — correlates with in-situ observed groundwater head

dynamics. As a test-bed, we use the Rhine-Meuse basin, where more than four thousand

groundwater head measurement time series are available. Results show there is correlation

between ERS SWI and groundwater head time series, with stronger correlation in areas

with shallow groundwater. The correlation improves for most areas, including those with

deep groundwater heads if the lag time — i.e. the response time of water from the upper

soil part to the deeper groundwater bodies — is added to the correlation analysis. Following

this finding, we hypothesize that ERS SWI time series may be used to predict groundwater

head dynamics.
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2.1 Introduction

Groundwater is a vulnerable water resource that, in many areas of the world, is
consumed faster than it is naturally replenished (Wada et al., 2010). Due to global
climate change, population growth and an ever increasing demand for fresh water, the
pressure upon groundwater resources is expected to intensify in the future. These is-
sues call for reliable monitoring and predicting groundwater changes over large areas.
Currently, most groundwater assessments heavily depend on ground-based measure-
ments of groundwater head that are often not available for large parts of the world
and, if available, only as point-scale resolution data that are sparsely distributed
and not spatially continuous. Consequently, large-scale groundwater resource assess-
ments, especially at the sub-continental scale, comprising multiple aquifers, basins
and countries, are still challenging.

During the last decades, many studies have investigated the possibilities of earth
observation for hydrological purposes and spaceborne remote sensing is increasingly
used for mapping and monitoring hydrological states and fluxes, such as precipita-
tion (e.g. Kummerow et al., 2000), soil moisture (Njoku et al., 2003; Wagner et al.,
1999b), snow cover (Dankers and de Jong, 2004; Immerzeel et al., 2009), land sur-
face temperature (Wan and Li, 1997) and evaporation (Bastiaanssen et al., 1998a,b;
Su, 2002; Mu et al., 2007; Jung et al., 2010). The advantage of remote sensing is
its ability to provide spatially and temporally exhaustive maps of surface properties.
Most spaceborne remote sensing missions cover the entire globe so that their data
products are globally available. Thus, spaceborne remote sensing data can offer the
spatial coverage and support that can not be provided by sparsely distributed point-
scale ground-measured data. Yet, the applications of spaceborne remote sensing for
groundwater hydrology are still limited (e.g. Alkhaier et al., 2012b). Up to now,
only the Gravity Recovery and Climate Experiment (GRACE, Tapley et al., 2004), a
space gravity mission launched and operated by the National Aeronautics and Space
Administration (NASA) since March 2002, has been recognized as a groundwater as-
sessment tool, specifically for detecting groundwater storage dynamics (Rodell et al.,
2007; Swenson et al., 2008; Strassberg et al., 2009; Rodell et al., 2009). However,
a major drawback of the GRACE mission is its coarse spatial resolution of 400 km,
which makes it suitable for assessing large-scale groundwater storage dynamics but
unsuitable for local to regional scale assessments. Recently, the European Space
Agency (ESA) launched a gravity mission called the Gravity Field and Steady-state
Ocean Circulation Explorer (GOCE, Drinkwater et al., 2003, 2007), which can deliver
100 km resolution products. However, its application is still in its infancy (launched
in March 2009) and might be constrained by its short mission period (only until
December 2012). Therefore, the current known possibilities of spaceborne remote
sensing for groundwater assessment should be considered as limited.

Apart from gravity missions, other remote sensing applications remain problematic for
groundwater assessment due to an obvious reason: current sensors are unable to sense
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sufficiently deep into the earth to directly sense groundwater dynamics. Despite this
limitation, several scientists hypothesize that remote sensing should have tremendous
potential for groundwater studies. Jackson (2002) reviewed the possibility of using
microwave remote sensing for groundwater recharge estimates and related studies
due to its capacity to map the spatial domain of surface soil moisture and to monitor
its temporal dynamics. Becker (2006) proposed that groundwater behavior can be
inferred from remotely-sensed surface expressions, such as elevation, land surface
temperature, vegetation and soil moisture. The latter is the focus of this study,
which argues that remote sensing based soil moisture products, reflecting wet soil
locations, may correlate to groundwater heads and hence, albeit indirectly, inform
about groundwater dynamics.

More specifically, the objective of this chapter is to investigate whether the time
series of the remote sensing based soil moisture product referred as European Remote
Sensing Soil Water Index (ERS SWI), introduced by Wagner et al. (1999b), correlate
to in-situ measured groundwater head dynamics. In this chapter, we compare ERS
SWI time series to groundwater head time series and analyze their correlation. This
investigation complements other comparison studies found in the literature, such
as comparisons of remotely-sensed soil moisture signals with ground-measured soil
moisture data (e.g. Brocca et al., 2010), precipitation data (e.g. Wagner et al., 2003)
and discharge data (e.g. Scipal et al., 2005).

2.2 Study area and data

2.2.1 Rhine-Meuse basin

As a test bed of this study, we use the combined Rhine-Meuse basin (total area:
± 200 000 km2). It is a well documented basin containing locations of deep and
shallow groundwater and is supported by a good coverage of ERS SWI observations
and ample in-situ groundwater head measurements. The study area is situated in the
humid temperate zone of Western Europe. The rivers flow through several countries:
Austria, Switzerland, Liechtenstein, France, Luxembourg, Germany, Belgium and
the Netherlands. The study area covers the Rhine basin from its source in the Alps
in Switzerland until a point located in the town of Lobith in the Dutch eastern
border, and the Meuse basin from its source in France until a point located about
150 km downstream from the town of Borgharen in the Dutch southern border. Note
that, the downstream areas of the Rhine-Meuse basin, after the two aforementioned
termination points, where strong anthropogenic water management practices occur,
were excluded.

In its upstream part until the city of Basel in Switzerland, the River Rhine has a
typical snow-melt driven regime, while in areas located more to the north in Germany
and France, the river is mainly fed by rainfall. Consequently, the lower part of the
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River Rhine, such as at Lobith, has a combined rainfall-snow melt driven regime.
The River Meuse can be considered as a rain-fed river as snow melt is not a major
contributing factor to its discharge regime.

The topography of the study area is illustrated in Fig. 2.1a, which is based on the
digital elevation model of HydroSHEDS (Lehner et al., 2008). Figure 2.1b provides the
approximate average depths to groundwater heads in the study area. The estimates
are based on the model of Sutanudjaja et al. (2011, see also Chapter 4). Although
the model used to produce this map has some limitations, it allows us to distinguish
between regions with deep and shallow groundwater areas. In Fig. 2.1b, the locations
of the important shallow groundwater areas are indicated in blue. The largest and
most important shallow groundwater bodies comprise the Upper Rhine Graben —
straddling in the central Germany and in the border between France and Germany
— and the delta area of The Netherlands — located in the north-western part of
the study area. Figure 2.1b also shows small-scale aquifer structures near major
tributary rivers, i.e. the Aare, Neckar, Main, Moselle, Lahn, Ruhr and Lippe rivers
(Rhine basin), and the Sambre and Ourthe rivers (Meuse basin).

The hydro-geological condition of the basin is illustrated in the map shown in Fig. 2.1c.
This map is the global lithological map of Dürr et al. (2005) that has been rectified
in order to include small aquifer structures and an adjustment of the position of the
Upper Rhine Graben, based on the digital elevation model of HydroSHEDS (Lehner
et al., 2008) and the groundwater model of Sutanudjaja et al. (2011, see also Chap-
ter 4). As shown in Fig. 2.1c, the upstream parts of the Meuse and Rhine basins
are dominated by siliciclastic sedimentary rocks, such as in the Ardennes and Alps
mountains, and non-consolidated sediments, such as in the Molasse Basin. In these
upstream regions, some parts also consist of carbonate sedimentary rocks, which may
include karst aquifer systems. Crystalline rock structures are mainly found in the
Vosges and Black Forest mountainous areas. Between these two mountain ranges,
a vast non-consolidated sediment pocket called the Upper Rhine Graben, is located
and characterized by volcanic rock structures in its northern part. The lower part of
the Rhine and Meuse basin, which forms the Dutch and Flemish lowlands, consists
of non-consolidated sediments that are also found surrounding all major rivers of the
Rhine-Meuse basin.

2.2.2 ERS Soil Water Index

Figure 2.2 illustrates the locations of the groundwater head stations and ERS SWI
information. The coloured backgrounds of Fig. 2.2b and 2.2c are two snapshots of
ERS SWI fields (in August 1995 and January 2005). Wagner et al. (1999b) claim that
ERS SWI fields represent the profile soil moisture content in the first meter of the soil
and their values range from 0% to 100% — respectively representing wilting point level
and field capacity conditions. The ERS SWI time series are actually derived from the
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ERS Surface Soil Moisture (SSM) time series. SSM values, retrieved about 3 to 4 times
per week from the ERS scatterometers, represent soil moisture content in the top soil
layer (< 5 cm, as discussed by Wagner et al., 1999b). SSM values are scaled between
0% and 100% — respectively representing zero soil moisture and saturation. The
retrieval algorithm of SSM is based on a change detection approach of backscatters
measured by active scatterometers accounting mainly for soil moisture and vegetation
phenology (Wagner et al., 1999b, 2007). The backscatter measurements are corrected
for the effects of vegetation phenology (Wagner et al., 1999a) and the time series of
SSM are then retrieved by relating the vegetation-corrected backscatter time series to
the dry and wet backscatter reference values determined by selecting their lowest and
highest values within a 10-year period. Using these derived SSM time series, Wagner
et al. (1999b) implemented the following exponential low-pass filter model to derive
SWI time series:

SWItSWI
=

∑
SSMtSSM × e−(tSWI−tSSM)/T∑

e−(tSWI−tSSM)/T
for tSSM ≤ tSWI (2.1)

where tSWI and tSSM are the (daily) time indexes of SWI and SSM and T is the
characteristic time length, taken as 20 days because it provided the best correlation
to the field data (see Wagner, 1998; Wagner et al., 1999b, for an extensive description
about the SSM and SWI retrieval algorithms).

Both ERS SSM and SWI fields are globally available since 1 August 1991. For this
study, all available ERS SWI time series until 31 May 2007 were used. There are
unfortunately missing data in the period 1 January 2001 to 12 August 2003 due to
satellite problems (Wagner et al., 2003). Due to snow cover or frozen soil conditions,
there are also often missing data during winter periods (as an example, see Fig. 2.2c).

In their original format, the ERS SWI time series are sampled and presented at about
25-50 km spatial resolution and 10-day temporal resolution. In this study, to reduce
the number of missing values, these spatio-temporal maps were resampled to the
monthly resolution (which is also the resolution of groundwater head time series used
in this study) and to the resolution of 30 arc minutes (approximately equals to 50 km
at the earth equator), as shown in Figs. 2.2b and c.

2.2.3 Groundwater head data

For this study, thousands of point-scale groundwater head time series collected from
several parties in the Netherlands, Belgium, France, Germany and Switzerland, were
used. The groundwater data used in this study must satisfy the following criteria.
First, the groundwater head time series must be relatively recent (after 1992), repre-
sent long records (at least 5 years) and contains seasonal variation (i.e. in all years,
there is at least one measurement datum for each season: winter, spring, summer
and autumn). Moreover, based on the information provided by the data suppliers,
we only selected the time series belonging to the very first top aquifer, where strong
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correlation between remotely-sensed soil moisture SWI and groundwater time series
can be expected. Furthermore, the time series that do not include information about
station elevations were not used in the analysis because one of the aims of this study
is to investigate the influence of the depths of groundwater heads. Finally, we used
only groundwater head time series that contain at least 50 months during which SWI
values are also available in order to ensure that sufficient pairs of both time series
were available for analyses. Figure 2.2a illustrates the selected measurement stations
in the study area.

The original temporal resolutions of the groundwater head time series vary among
stations, from daily, monthly to quarterly or seasonal observations. In this study, all
groundwater head time series were resampled to a monthly resolution in order to give
them a uniform temporal resolution and to make them consistent to the temporal
resolution of ERS SWI used.

2.3 Methodology

The objective of this chapter is to investigate whether the ERS Soil Water Index
time series — symbolized as SWIt — correlates to groundwater head time series —
ht. The index t is introduced as the time series index with a monthly resolution
used throughout this chapter. For each groundwater head station, we calculated
the cross correlation function CCF between the time series of ht and corresponding
SWIt and identified the zero-lag cross correlation coefficient, ρlag=0, the highest cross
correlation coefficient, ρbest, and its corresponding delay time, lagbest. Note that a
delay time lagbest, indicating a forward shift of SWIt time series, may be expected
due to the response time between the water in upper soil layers and groundwater
compartments. As an analogy of this delay time, Scipal et al. (2005) reported a
similar successful approach of introducing a delay time while studying the relation
between the catchment scale of ERS SWI time series and measured river discharge
time series.

The correlation analysis was also performed on the time series of monthly anomalies
(i.e. by beforehand removing the seasonal cycles of SWIt and ht time series). We first
computed the seasonal means of both time series by calculating 12 monthly values
(January to December) from all years where data are available. By substracting these
monthly climatology means, we obtained the monthly anomaly time series of SWIt
and ht. We then calculated its zero-lag cross correlation coefficient, symbolized as
ρma0, and the cross correlation coefficient ρmab, which was computed by considering
lagbest as the time delay. Here, to identify ρmab, it should be noted that we used the
same lagbest identified from the CCF of the original SWIt and ht time series.
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There is a significant spatial support difference between the point-scale groundwa-
ter head measurement data and ERS SWI fields that have about 50 km resolution.
Because of this scale discrepancy, our analysis was performed in two ways:

1. Direct comparison of point-scale groundwater head time series to remote sens-
ing time series: A SWIt time series of a 30-arc-minute pixel is compared to mul-
tiple point-scale head time series ht. It implies that the result of this analysis,
without upscaling of head data and without downscaling of remote sensing data,
is conservative as the errors also include unresolved spatial variation within a
30 arc-minute pixel.

2. Comparison at the 30-arc-minute pixel scale: Here, we beforehand upscale
(aggregate) the point-scale groundwater head time series to 30-arc-minute reso-
lution. The upscaling and this analysis is only done for the 30-arc-minute pixels
containing a minimum of 15 groundwater head measurement stations.

Note that all groundwater head h levels mentioned and used throughout this chapter
are with respect to surface elevation and given a negative sign if groundwater head
position is below surface level. In other words, h is defined as “groundwater depth”,
“depths to groundwater head” or “depths to water table”.

2.4 Results

Figures 2.3a to d show some examples of graphical comparisons between the SWIt and
point-scale ht time series at four different locations indicated in Fig. 2.2c. For each
graph, the values of ρlag=0, ρbest and the time delay lagbest are given in the yellow box
on the left. For Figs. 2.3a to c, which are the examples of the locations with shallow
groundwater heads, the correlations between two time series are obvious. Figures
2.3a to c clearly show that the soil moisture and groundwater head dynamics are
correlated and react to the same seasonal hydrologic pattern. Figure 2.3a shows good
correlation without any time lag, while Figs. 2.3b and 2.3c show correlation with a
time lag of two months. However, Fig. 2.3d, which is an example of deep groundwater
head, suggests no correlations between the fluctuations of SWIt and ht. The head
time series in Fig. 2.3d do not show the seasonal pattern suggested by its soil moisture
time series.

Figure 2.4 presents the monthly anomaly time series of SWIt and ht, plotted by
beforehand removing seasonal variations of SWIt and ht. The yellow boxes contain
the values of ρma0, the zero-lag cross correlation coefficients, and ρmab, the cross
correlation coefficients calculated with considering lagbest as the time delay. From
Figs. 2.4a to c (with the exception of Fig. 2.4d), it is shown that the monthly anomaly
time series of in-situ groundwater head observations correlate well to the ones of
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Figure 2.5 Histograms of correlations between SWIt and ht time series: zero-lag cross
correlation coefficient, ρlag=0 (a), and the highest one from cross correlation function, ρbest,
with time delay lagbest (b). Also, we computed cross correlation coefficients between two
monthly anomaly time series (i.e. by beforehand substracting their seasonal means, see
Sect. 2.3): without considering delay, ρma0 (c), and with considering lagbest as the time
delay, ρmab (d). Note that the total number of stations is 4586.

remotely sensed soil moisture dynamics. This fact thus shows the ability of ERS SWI
signals in explaining inter-annual groundwater head variations. In Fig. 2.4, the black
dashed lines indicate the standard deviation intervals. Using these intervals, years
can be identified with extreme wet and/or dry anomalies as indicated by observations
above and/below the standard deviation interval lines. For examples, the extreme wet
and/or dry periods can be identified during the years 1995-1996 in Figs. 2.4a and c
and 1997-1998 in Fig. 2.4b. This extreme period identification is generally consistent
from the points of views of soil moisture and head anomalies and, therefore, suggest
a strong coupling between soil moisture and groundwater head inter-annual variation
signals, specifically in shallow groundwater head areas. Such phenomena are not
expected in areas with deep groundwater heads (see Fig. 2.4d for an example).

The values of ρlag=0, ρbest, ρma0 and ρmab, for all groundwater head station locations,
are summarized in the histograms in Fig. 2.5. The histograms show that most of the
groundwater head time series used in this study have good correlation to remotely
sensed soil moisture signals. Without considering any time lags, Figs 2.5a and c show
that there are 2285 (47 %) groundwater head stations having ρlag=0 ≥ 0.5 and 1804
stations (39 %) with ρma0 ≥ 0.5. These figures are not only for stations with shallow
groundwater heads, but also for some stations with deep groundwater heads (average
groundwater heads are 5 m below surface levels). As seen in Figs. 2.5b and c, taking
time lags into consideration improves correlation between SWIt and groundwater
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head time series ht. Considering time lags, there are 2835 (62 %) groundwater head
stations with ρbest ≥ 0.5 and 1957 stations (43 %) with ρmab ≥ 0.5.

Figures 2.6a and b present the spatial distribution of ρlag=0 and ρbest, respectively.
These correlation values in both figures are calculated based on point-scale values and
averaged to 30 arc-minute pixel resolution. We only plotted average values for 30 arc-
minute pixels that have at least 15 stations. Comparing the maps in Figs. 2.6a and b
to average groundwater heads maps in Figs. 2.1b and 2.2a, it is apparent that most
areas with shallow groundwater heads (e.g. the lowland areas in the Netherlands and
Belgium) show strong correlation — even without accounting for any time lag — and
weaker correlation is found in most areas with deep groundwater heads (Fig. 2.6a).
Strong correlation for areas having deep groundwater heads become apparent only if
the analysis accounts for a time lag (Fig. 2.6b) (e.g. at the Main catchment in the
eastern part of the study area). We performed the correlation tests between the 30
arc-minute pixel scale values of ρlag=0 (from Fig. 2.6a) and ρbest (from Fig. 2.6b) to the
average measured groundwater heads (from Fig. 2.2a). Three different statistics tests
were computed: Pearson’s product-moment correlation test, Spearman’s rho rank
correlation test and Kendall’s tau rank correlation test. The results are presented in
the yellow boxes of Figs. 2.6a and 2.6b. Note that, as stated previously, the negative
sign for groundwater heads refers to below surface levels. Here, as expected, we found
a positive correlation between ρlag=0 and ρbest values to average groundwater heads
in all correlation test methods. It thus confirms that SWIt signals have stronger
correlation to ht time series in shallower groundwater head areas, as they should
be. In situation with deeper groundwater, the correlation between the dynamics of
groundwater heads and soil moisture states is expected to be weaker, as SWIt signals
have been smoothed and dampened.

Figure 2.6c shows the spatial distribution of lagbest (calculated based on point-scale
values and averaged to 30 arc-minute pixel scale if there are at least 15 stations).
We also analyzed lagbest in connection to the groundwater table depth (Fig. 2.2a).
Generally, we found that most areas with shallow groundwater heads (e.g. the Dutch
and Flemish lowlands) have small lagbest, indicating short delays between SWIt and
ht time series. Areas with deep groundwater heads (e.g. the eastern part of the
study area) have high lagbest, indicating long transfer of groundwater pressure and/or
travel times from the water in unsaturated zone to the deep saturated groundwater
compartments. The Pearson’s, Spearman’s and Kendall’s correlation tests were also
conducted between the lagbest values in Fig. 2.6c and the average measured groundwa-
ter heads in Fig. 2.2a. As expected, all correlation tests provide a negative correlation
between lagbest and average groundwater heads (assumed to be negative if below sur-
face level), suggesting that longer delays between groundwater head and soil moisture
time series are expected in areas with deeper groundwater heads.

Table 2.1 shows the results of the correlation analysis in which we beforehand upscaled
point-scale groundwater head time series to 30-arc minute pixel scale time series. An
example of the comparison between the SWIt and the upscaled ht time series is
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Table 2.1 Results of the correlation analysis between the 30 arc-minute scale of SWIt and
upscaled groundwater head ht time series. The information is ordered to average measured
groundwater heads havg.

Pixel codes Number of stations havg ρlag=0 lagbest ρbest ρma0 ρmab

(meter) (month)

21 671 -1.47 0.73 0 0.73 0.54 0.54
38 336 -1.93 0.74 1 0.79 0.71 0.69
23 159 -2.30 0.56 2 0.71 0.55 0.61
39 851 -2.65 0.61 0 0.61 0.44 0.44
22 500 -2.85 0.71 0 0.71 0.64 0.64

145 39 -3.15 0.51 0 0.51 0.57 0.57
129 15 -3.47 0.29 1 0.40 0.39 0.46
144 33 -3.55 0.51 0 0.51 0.60 0.60
128 41 -3.77 0.49 1 0.52 0.51 0.47

40 312 -4.02 0.57 1 0.62 0.60 0.62
112 187 -4.15 0.24 2 0.43 0.31 0.32

95 142 -4.39 0.16 4 0.48 0.36 0.38
92 19 -5.82 0.40 2 0.51 0.43 0.45

162 25 -8.28 0.04 7 0.35 0.29 0.19
82 18 -8.40 -0.30 4 0.03 -0.26 -0.30

100 20 -8.58 -0.26 5 0.14 -0.13 -0.06
80 29 -9.26 -0.32 6 -0.14 -0.33 -0.20
57 20 -9.52 0.04 2 0.04 0.02 -0.03
77 27 -9.72 0.42 2 0.59 0.56 0.55

118 132 -9.90 -0.15 0 -0.15 -0.11 -0.11
161 50 -9.98 0.30 2 0.40 0.34 0.44

76 24 -10.62 0.38 2 0.48 0.43 0.41
75 21 -12.43 0.41 1 0.53 0.38 0.47
56 307 -13.02 0.10 1 0.18 0.12 0.12
97 42 -13.03 0.28 4 0.45 0.36 0.29

117 262 -13.57 0.03 1 0.03 -0.04 0.00
181 19 -14.64 0.04 6 0.12 0.15 -0.01
101 24 -18.75 0.02 4 0.08 0.06 0.06
102 19 -21.93 -0.22 6 -0.19 -0.23 -0.22
164 20 -22.93 0.00 8 0.38 0.04 0.28

90 22 -26.70 0.14 9 0.18 0.19 0.18

Correlations to havg

Pearson’s correlation coefficients rp 0.58 -0.71 0.60 0.58 0.55
p-value ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001 0.001

Spearman’s rho coefficients rs 0.69 -0.61 0.69 0.67 0.65
p-value ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001

Kendall’s tau coefficients τk 0.52 -0.48 0.52 0.47 0.46
p-value ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001
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given in Fig. 2.3e showing a good correlation between the asbolute or actual time
series and Fig. 2.4e showing a good correlation between the monthly anomaly time
series. From Table 2.1, in which we sorted the data based on average (upscaled)
groundwater depth, we also find a tendency that areas with shallower water table
depths have higher correlation between SWIt and upscaled ht time series (measured
in ρlag=0, ρbest, ρma0 and ρmab), and longer delay (lagbest) are found in areas with
deeper groundwater tables. The lower part of Table 2.1 contains the results of the
correlation tests confirming this fact.

2.5 Conclusion and discussion

In this chapter, we investigated the correlation between groundwater head time se-
ries and ERS Soil Water Index (SWI) time series for the Rhine-Meuse catchment.
We considered areas with shallow and deep groundwater depths and we studied the
correlation between the ERS SWI and groundwater head time series by accounting
for lag time, i.e. response time of water from the upper unsaturated soil zone to
saturated groundwater bodies. Results show that there is correlation between the
ERS SWI and groundwater head time series. This correlation is apparent for areas
with shallow groundwater depth. Moreover, for most areas including the ones with
deep groundwater depth, the correlation considerably improves if we account for the
response time and add a time delay to the correlation analysis.

However, it should be noted that the analysis of these correlation properties and their
causes is still limited and needs further investigation. The influence of vegetation and
soil characteristics have not been explored yet. It is known that scatterometer signals
can be heavily influenced and/or attenuated by the presence of vegetation (Wagner
et al., 1999a, 2003). Related to the soil characteristics, the presence of a confining
layer (if there is any) above the aquifer is expected to affect correlation between
measured groundwater head and ERS SWI dynamics. Variations of soil physical
properties (e.g. porosity and conductivity) and anthropogenic interventions should
also be investigated. The analysis can also be further expanded by the improvement of
the exponential model in Eq. 2.1 — proposed by Wagner et al. (1999b) for deriving the
profile soil moisture content ERS SWI. This can be done, for example, by modifying
and evaluating its chosen characteristic time length T — which was taken as 20
days (Wagner, 1998; Wagner et al., 1999b). Analyzing an improved SWI product,
such as proposed by de Lange et al. (2008) — using a one dimensional water flow
model and a differentiation of characteristic time lengths T based on soil texture to
derive SWI, is another interesting subject for further study.

The correlation analysis in this study is limited by the monthly temporal resolution
used. Explorations to higher temporal resolution remotely sensed soil moisture time
series, e.g. using 10 day resolution of original ERS SWI and daily (1-3 day) resolution
of original ERS surface soil moisture (SSM) time series, will be worthwhile. This
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suggestion includes the idea to do a similar correlation analysis to other soil moisture
products, such as those acquired by the Advanced Microwave Scanning Radiometer-
Earth Observation System (AMSR-E, Njoku et al., 2003; de Jeu and Owe, 2003) and
Soil Moisture and Ocean Salinity (SMOS, Kerr et al., 2001) missions.

Despite the aforementioned limitations, the results of our study are promising for
spaceborne microwave remote sensing application to support large-scale groundwater
assessments. The ERS SWI product (25-50 km spatial resolution) should thus be
considered as an additional important higher resolution resource, next to GRACE that
detects groundwater storage dynamics but only at a very coarse resolution (400 km).
This finding is particularly relevant for groundwater modeling applications and offers
possibilities for making groundwater head predictions. Due to the correlation between
ERS SWI and field-measured shallow groundwater head time series — indicating
that soil moisture and shallow groundwater head dynamics are correlated, predicting
shallow groundwater head variations based on ERS SWI dynamics should be feasible.
This possibility is demonstrated and discussed in Chapter 3.
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3 Using ERS spaceborne microwave
based soil moisture products to
predict groundwater heads in
space and time

This chapter is adopted from:
Sutanudjaja, E. H., de Jong, S. M., van Geer, F. C., Bierkens, M. F. P.,
Using ERS spaceborne microwave soil moisture observations to predict groundwater
heads in space and time, submitted to Remote Sensing of Environment.

Abstract

The objective of this chapter is to investigate the possibility of using a spaceborne soil

moisture time series called the European Remote Sensing Soil Water Index (ERS SWI)

to predict groundwater heads. This is explored in two exercises, in which ERS SWI time

series are used as the forcing input of a transfer function-noise (TFN) model. (1) In the first

exercise, the focus is on forecasting in time. Here, the parameters of the TFN model are

calibrated based on groundwater head time series in the period 1995-2000 by embedding the

model in a Kalman filter algorithm. Once calibrated, the TFN forecasts are validated for

the period 2004-2007 in order to assess their forecasting skill. (2) The focus of the second

exercise is on spatio-temporal prediction. Here, the calibrated TFN model parameters

from selected locations, derived in the first exercise, are used to fit regression models with

a digital elevation map as input. With these regression models, TFN model parameters

are spatially predicted. Subsequently, using these estimated parameters, spatio-temporal

prediction of groundwater heads is made (also with the TFN model and ERS SWI time

series) and evaluated against available observations. Results of both exercises are very

promising. TFN model results can reproduce the observed groundwater head time series

reasonably well, especially in shallow groundwater areas where soil moisture dynamics is

the major cause of groundwater head fluctuations. This shows that ERS SWI products

should be considered as an important source of information for the assessment of large-

scale groundwater dynamics.
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3.1 Introduction

Current groundwater monitoring heavily relies on ground-based measurement data.
Such data are not available for large parts of the world and, if available, only as
point-scale resolution data that are sparsely distributed in space. Consequently, large-
scale groundwater resource assessment, especially at the sub-continental scale and
comprising several aquifers, basins and countries, is still challenging. This challenge
may be overcome by using spaceborne remote sensing products that can provide
spatio-temporal soil moisture estimates — reflecting wet soil and shallow groundwater
— and therefore may hold information about groundwater dynamics (Jackson, 2002;
Becker, 2006). In Chapter 2, it is shown that, especially in shallow groundwater areas,
the time series of field measured groundwater heads, are correlated to the time series
of the spaceborne based soil moisture product called the European Remote Sensing
Soil Water Index (ERS SWI Wagner et al., 1999b), which provides spatio-temporal
maps of the upper profile soil moisture content. However, such soil moisture products
that have better spatial coverage and support than point-scale field groundwater head
data are hardly used for large-scale groundwater hydrology applications.

The objective of this chapter is to investigate whether time series of ERS SWI can
be used to predict groundwater heads. In particular, the following research questions
are investigated:

1. Groundwater head forecasting in time: Can ERS SWI time series be used
for making temporal prediction (forecasts) of groundwater heads?

2. Spatio-temporal groundwater head prediction: Can ERS SWI time se-
ries be used for spatio-temporal prediction of groundwater heads, including at
locations that are not supported by head measurements?

The aforementioned research questions serve to judge the usefulness of ERS SWI
time series for predicting groundwater heads. In this study, we made use of transfer
function-noise (TFN) models. TFN models are frequently used in groundwater hy-
drology, such as for decomposition of groundwater head time series into components
corresponding to varying natural and anthropogenic causes (Gehrels et al., 1994;
van Geer and Defize, 1987), filling in gaps of groundwater head measurement time se-
ries (Bierkens et al., 1999) and estimating groundwater heads (Knotters and Bierkens,
2000; Bierkens et al., 2001). Yet, in all of these applications, ground-measured precip-
itation (excess) time series were used as forcing input. In this chapter, the possibility
to utilize remotely-sensed soil moisture time series of ERS SWI as TFN model input
is explored.

As a test bed of this study, we use the Rhine-Meuse basin, where thousands of ground-
water head time series are used. We use the monthly groundwater head and ERS
SWI time series. The study area and the datasets used are described in Chapter. 2.2.
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3.2 Methodology

3.2.1 Groundwater head forecasting in time

As the first exercise, we investigated the accuracy of temporal prediction of ground-
water heads by using ERS SWI time series as input for a transfer function-noise model
(TFN) model. Using SWI time series as input, a TFN model describing groundwater
head is given by the following set of equations:

ht = h∗t + nt (3.1)

h∗t =
r∑
i=1

δih
∗
t−i +

s∑
j=0

ωjSWIt−j−b (3.2)

(nt − c) =

p∑
k=1

φk (nt−k − c) + at +

q∑
l=1

θlat−l (3.3)

where:

t is the time step index, which is monthly based in this study
ht is the groundwater head at time step t
h∗t is the component of the head at time step t attributable to SWI
nt is the noise component at time step t
at is a realization of a zero mean white noise process with variance σ2

a

c is the reference level or the expected value of nt
δi is the autoregressive parameter of lag i of a transfer model up to order r
ωj is the moving average parameter of lag j of a transfer model up to order s
φk is the autoregressive parameter of lag k of a noise model up to order p
θl is the moving average parameter of lag l of a noise model up to order q
b is the delay between input and output

We assume that readers are familiar with the basic theory of single-output TFN
models (see Box and Jenkins, 1976, for a detailed description). This study considers
only a simple TFN model with r = 1, s = 0, p = 1, q = 0 and b = 0. This simple TFN
model can be written in the following state and measurement equations of Kalman
filter using the following vector notation:[

h∗t
nt − c

]
=

[
δ1 0
0 φ1

] [
h∗t−1

nt−1 − c

]
+

[
ω0

0

]
SWIt +

[
0
1

]
at (3.4)

yt =
[

1 1
] [ h∗t

nt − c

]
+ c+ εt (3.5)

where yt is a groundwater head measurement available at time t and εt is introduced
as a zero mean (measurement) white noise with variance σ2

ε . The state equation (3.4)
consists of h∗t describing the deterministic component related to the forcing input
series, i.e. SWIt, and (nt − c) providing the stochastic component independent of the
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input series. The measurement equation (3.5) relates the model state, i.e. h∗t and
(nt − c), to the measurement yt. The parameters in Eqs. 3.4 and 3.5 can be estimated
using the Kalman filter application described in Berendrecht et al. (2003) (see also
Bierkens et al., 1999). In the following, we briefly present this algorithm.

Using the following variables:

xt =

[
h∗t

nt − c

]
, A =

[
δ1 0
0 φ1

]
, B =

[
ω0

0

]
, C =

[
1 1

]
, D =

[
0
1

]
,

the state and measurement equations are written in the general form:

xt = Axt−1 + BSWIt + Dat (3.6)

yt = Cxt + c + εt (3.7)

We define x̄t as the time update — the prediction of xt given observations up to
and including time step t− 1, x̂t as the measurement update — the prediction of xt
given observations up to and including time step t, Mt as the covariance matrices

of the errors in the time update, E
[
(xt − x̄t) (xt − x̄t)

T
]
, and Pt as the covariance

matrices of the errors in measurement update, E
[
(xt − x̂t) (xt − x̂t)

T
]
. Given the

initial conditions x̂0 and P0 for t = 0, the Kalman filter algorithm starts with the
time update:

x̄t = Ax̂t−1 + BSWIt (3.8)

Mt = APt−1A
T + Dσ2

aD
T (3.9)

If at time step t, a measurement yt is available, the measurement update is obtained
as:

vt = yt − c−Ctx̄t (3.10)

σ2
v,t = CtMtC

T
t + σ2

ε (3.11)

Kt = MtC
T
(
σ2
v,t

)−1
(3.12)

x̂t = Ax̄t + Ktvt (3.13)

Pt = (I−KtC) Mt (3.14)

where vt is the innovation (i.e. the difference between the observation and time
update), σ2

v,t is the innovation variance, I and Kt are the identity and “Kalman gain”
weighing matrices. If no observation is taken, it follows:

x̂t = x̄t (3.15)

Pt = Mt (3.16)

Assuming that the variance σ2
ε is very small (σ2

ε = 0), the parameters δ1 and φ1

(defined in A), ω0 (B), c and the variance σ2
a were estimated by optimizing a likelihood
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function for the innovations, i.e. vt and σ2
v,t of the Kalman filter (see Berendrecht et al.,

2003, for an extensive explanation).

To run a TFN model, we need a time series input that does not contain missing values.
For the estimation or the calibration of the model parameters, we used the period
1995-2000, while the period 2004-2007 were used for the validation. For both periods,
there are only few missing values of SWIt that were filled by linear interpolation.

The time step used in the Kalman filter time update is one month. For the calibration
(1995-2000), we used all available head measurement data to obtain the measurement
update. However, while validating the model (2004-2007), we ran the model with
varying measurement update frequencies:

1. Using all available monthly measured heads for measurement updates.

2. Measurement updates in January, April, July and October (i.e. the measure-
ment update interval is about 3 months).

3. Measurement updates in January, May and September (i.e. the measurement
update interval is about 4 months).

4. Without any measurement updates.

In the experiments 1 to 3, the intention was to evaluate the forecasting skill of the
derived TFN model for varying head observation frequencies applied in the real world.
For the last experiment 4 (without measurement updates), the focus was on the
evaluation of the calibrated deterministic parameters of the model (i.e. c, δ1 and
ω0). For each case 1-4, using available measurement data in the validation period
2004-2007, we calculated the cross correlation coefficients ρTF (without considering
any lag) between measured groundwater head data and predicted head time updates
in order to evaluate timing agreements between observed and predicted head time
series. Also, the mean error ME, as a measure of bias of predicted time updates, and
the mean absolute error MAE, as a measure of accuracy of predicted time updates,
were calculated.

All TFN model parameters are expected to be constant in time, including the refer-
ence level c. However, if such levels c, estimated in the calibration period 1995-2000,
physically changed in the validation period 2004-2007 (e.g. due to land subsidence or
human invervention), large biases ME and eventually large errors MAE are expected,
especially for the runs without measurement updates (point 4). Hence, particularly
for each validation run without measurement updates, we also calculated MAEano,
which is the mean absolute error computed by beforehand removing the bias between
the predicted and measured head time series. An indicator value of MAEano could be
justified as an unbiased measure of accuracy, without the influence of the estimated
level c. Note, for the runs with measurement updates (points 1-3), in which we as-
sumed that σ2

ε = 0, the performance indicators of ME and MAE of the validation and
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Figure 3.1 Illustration of the definition of HAND: a relative topography height above the
nearest surface water bodies or stream networks. Also illustrated are the conventions used
throughout the chapter, in which groundwater head levels (indicated as a dashed bold line)
are considered with respect to surface elevation (continuous bold line) and given a negative
sign if below surface. In the figure, havg is the average groundwater head level and c is the
drainage level (fine dashed line).

evaluation period (2004-2007) are less sensitive to the estimated levels c due to the
fact that any prediction would always be updated to measurements taken (following
Eqs. 3.10 to 3.14).

In order to ensure that the model calibration and validation results were supported
by enough data, this forecasting exercise was performed only for groundwater head
time series that contain at least 40 months in 1995-2000 and at least 20 months in
2004-2007. As done in the correlation analysis exercise in the previous Chapter 2,
the forecasting exercise was performed at both point scale (without aggregating head
data) and pixel scale (by beforehand aggregating point-scale head time series to 30-
arc-minute resolution).

3.2.2 Spatio-temporal prediction of groundwater head

In the second exercise of this study, the focus was on making spatio-temporal predic-
tion of groundwater head ht by using a transfer function model and SWIt as input
series. We constructed a simple spatio-temporal transfer function model (i.e. using
Eqs. 3.1 to 3.3 with orders r = 1, s = 0, p = 1, q = 0 and b = 0) and evaluated
its predictive skill at “non-visited locations” — where groundwater head data were
assumed not to exist — and transfer function model parameters were estimated us-
ing a digital elevation model. The spatio-temporal model has a spatial resolution
of 30′′ × 30′′ (approximately equal to 1 km× 1 km at the equator) — which is the
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resolution of the digital elevation model used for deriving model parameters — and
operates at monthly temporal resolution. Constructing this spatio-temporal model
involved the following steps.

First, from results of the (point-scale) temporal prediction exercise described in
Sect. 3.2.1, we selected a limited number of stations with good validation results —
i.e. those with prediction (without measurement updates) having MAEano less than
10 cm and ρTF larger than 0.7. Subsequently, for each 30 arc-minute pixel containing
the selected stations, we identified maximum three locations with the highest values
of ρTF (of the validation runs without measurement updates). In these selected sta-
tions, we identified the average groundwater heads (havg) and TFN model parameters
in the period 1995-2000 (particularly c, δ1 and ω0 derived from the calibration).

Next, we introduce a simplification of the phreatic groundwater head condition shown
in Fig. 3.1: the shape of groundwater table follows the topography as a subdued
replica (Hubbert, 1940; Tóth, 1962). The conceptualization in Fig. 3.1 was used to
estimate average groundwater heads and TFN model parameters. In particular, we
derived the regression models for estimating them by using the values identified in
the selected stations (from the previous step) and a predictor variable referred as
HAND (height above the nearest drainage) and calculated from a digital elevation
model. Briefly, HAND (also illustrated in Fig. 3.1) is a relative topography height
above the nearest pixel containing surface water bodies or stream networks, based
on the drainage direction (see e.g. Rennó et al., 2008; Nobre et al., 2011). To cal-
culate HAND, we used the digital elevation model of HydroSHEDS (Lehner et al.,
2008), which is a global dataset such that the approach introduced here is portable
to other areas in the world. We used the 30 arc-second river network map (RIV)
of HydroSHEDS to identify pixels containing river/stream networks, together with
the Global Lakes and Wetland Database (GLWD, Lehner and Döll, 2004) for iden-
tifying the locations of lakes, wetlands and other large surface water bodies (LAK).
Based on the local drainage direction map (LDD) and the digital elevation map of
HydroSHEDS (Lehner et al., 2008), the HAND field is calculated as follows:

HAND = DEM30′′ −DEMwat (3.17)

where the subscript 30′′ indicates the spatial resolution and DEMwat is the assumed
elevation of the nearest (based on LDD30′′) surface water pixel (identified in LAK and
RIV). To calculate DEMwat, we applied a 3×3 window neighborhood moving average
to 3 arc-second HydroSHEDS digital elevation map (DEM3′′) and then assigned the
resulting minimum value to the center of every 30 arc-second pixel. This filter was
implemented in order to eliminate remaining artefacts found in the original digital
elevation map (but still preserving important surface water course elevations).

The reference level c is estimated based on its physical definition as conceptualized
in Fig. 3.1. For zero input values (SWIt = 0), i.e. a prolonged dry condition of
soil moisture, Eqs. 3.1 to 3.3 suggest that the groundwater head would decline to
a certain level that equals to c. In reality, this level is most likely the level of the
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nearest drainage (see e.g. von Asmuth et al., 2002; von Asmuth and Knotters, 2004).
Referring to the conceptualization in Fig. 3.1, the reference level c is approximated
by:

c = −HAND (3.18)

where the negative sign indicates a position below surface elevation. Note that the
values of HAND are always greater than or equal to zero.

To estimate δ1, we used the following regression model:

δ1 = e−C×(1/HANDD) (3.19)

where the regression coefficients are positive (C > 0 and D > 0) such that 0 ≤ δ1 ≤ 1,
as it should be from the physical point of view. The exponential function in Eq. 3.19
is similar to the relation proposed by Knotters and Bierkens (2000) in their ARX
model, i.e. a form of TFN model with φ1 equal to δ1 and estimated as δ1 = e−∆t/fγ

where ∆t is a constant modeling time interval, γ is the resistance to the drainage or
surface water network and f is the porosity. If the variation of f is assumed to be less
important, it can be further anticipated that γ and HAND are positively correlated
in order to reasonably suggest the model in Eq. 3.19.

To estimate ω0, we investigate the steady state condition of the TFN model used,
where the mean conditions of groundwater head state h∗t = h∗t−1 = h∗avg is obtained
by forcing the TFN model with mean soil moisture SWIt = SWIt−1 = SWIavg. The
steady state condition of the deterministic part of the TFN model (Eq. 3.2) is ex-
pressed as:

h∗avg =
ω0

1− δ1

× SWIavg (3.20)

Since the expected value of the noise component nt is c (Eq. 3.3), the steady state
condition of the TFN model (Eq. 3.1) can be written as:

havg =
ω0

1− δ1

× SWIavg + c (3.21)

Therefore, the value of ω0 is given as:

ω0 =
(havg − c)
SWIavg

(1− δ1) (3.22)

Following the conceptualization in Fig. 3.1, the positions of groundwater heads havg

above levels c can be estimated from the following power regression model:

(havg − c) = A× HANDB (3.23)

which, with the regression coefficients 0 < A ≤ 1 and 0 < B < 1, logically assumes
that groundwater heads are close to drainage levels (havg = c) for areas located near
stream networks (HAND = 0); and groundwater heads are above drainage levels
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(havg > c) for areas located higher above the flood plain (HAND� 0); but they are
never above the surface elevation (havg ≤ 0).

Using the regression models in Eqs. 3.19 and 3.23, the value of ω0 in Eq. 3.22 can be
estimated as follows:

ω0 =
A× HANDB

SWIavg

[
1− e−C×(1/HANDD)

]
(3.24)

that logically suggests ω0 ≥ 0 (Knotters and Bierkens, 2000), as it should be from a
physical point of view.

The formulas suggested in Eqs. 3.18, 3.19 and 3.24 were used to estimate c, δ1 and
ω0 for the entire study area. Using the estimates of these deterministic parame-
ters, we made a spatio-temporal prediction of monthly groundwater heads (based
on Eqs. 3.1 to 3.3) for the periods 1995-2000 and 2004-2007. Note, the estimation
of the noise series (i.e. Eq. 3.3, including the parameter φ1 and the variance σ2

a)
are not necessary in this spatio-temporal prediction exercise because we assume no
groundwater head data are available (hence, at series can not be estimated) and their
expected value are zero (E [nt − c] = 0). As the initial condition for both periods
1995-2000 and 2004-2007, we used the estimate of havg based on the conceptualiza-
tion in Eqs. 3.18 and 3.23 (see also Fig. 3.1):

havg = −
[
HAND− A× HANDB

]
(3.25)

The predicted head (monthly) time series, which have a spatial resolution of 30-arc
seconds, were evaluated by point-scale groundwater head measurements. We ignored
the spatial scale discrepancy between them. For the period 1995-2000, the prediction
was evaluated only at the measurement stations having at least 40 months of obser-
vation data, while the evaluation of the prediction time series in 2004-2007 was done
only at the stations with at least 20 months of observations. For both periods, as
done in the temporal forecasting exercise explained in Sect. 3.2.1, we measured the
cross correlation coefficient ρTF, the bias ME, the mean absolute error MAE between
the predicted and measured time series, and the mean absolute error between two
anomaly time series MAEano. Note that, for this exercise, the calculation of MAE
is not preferred because we expect a large bias ME mainly due to the uncertainty
of the estimated levels c. Clearly, their estimates are limited by the 30-arc-second
spatial resolution of the HydroSHEDS DEM used in this study. Also, the accuracy
of HydroSHEDS DEM, which is a derivation product of Shuttle Radar Topography
Mission (SRTM) DEM (http://www2.jpl.nasa.gov/srtm/), should be considered lim-
iting since the target value of the SRTM standard accuracy is 16 m. Moreover, our
approach is limited by the simplification that water tables are subdued replica of to-
pography. In reality, other factors, such as anthropogenic influence, hydro-geological
conditions and recharge also play roles (see e.g. Haitjema and Mitchell-Bruker, 2005).
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3.3 Results

3.3.1 Groundwater head forecasting in time

Figures 3.2a to d present comparisons between point-scale measured and time update
predicted time series calculated from the TFN model at four locations. In each
figure, the prediction performance, indicated in ρTF, ME and MAE (evaluated to
the measurements in the period 2004-2007), is presented in the yellow box on the
left side, while the calibrated parameters (c, ω0, δ1, φ1 and σa) are shown on the
right side. Note that, as stated previously in Sect. 3.2.1, for all time series used
in this prediction exercise, we assume that σε = 0, i.e. the measurement noise is
very small and neglected. For the examples shown in Figs. 3.2a to d, the model
can predict the observed groundwater head time series very well, not only in the
examples with shallow groundwater (Figs. 3.2a to c), but also for the location with
deep groundwater (Fig. 3.2d). The good prediction performance found here is partly
due to the regular measurement updates in the prediction. In each example shown in
Fig. 3.2, three prediction time series with varying measurement update intervals were
plotted: with every-one month update (indicated as red lines and resulted from the
calibration run 1995-2000 and the validation run 2004-2007), with every three-month
update (yellow lines, validation run 2004-2007) and with every four-month update
(black lines, validation run 2004-2007). From these plots, as expected, the prediction
performance generally decreases if longer measurement update intervals are used.

In Figs. 3.3a to d, we plotted the point-scale prediction time series without any mea-
surement updates. The prediction time series (indicated as red lines) were presented
together with their 95% prediction interval (indicated as black lines) estimated from
the noise component (i.e. ±1.96

√
σa/1− φ2

1). Without measurement updates, the
model can still shows good prediction, as indicated in Figs. 3.3a to c. However,
Fig. 3.3d shows a poor or even very bad prediction for an example of deep ground-
water and indicates that the used SWIt time series does not contribute for predicting
deep groundwater head dynamics.

From the calibrated parameters ω0, which determines the relations between ground-
water heads and SWIt input series (see Eqs. 3.2 and 3.8), we can judge the usefulness
of SWIt for groundwater head prediction. A higher value of ω0 indicates that there
is strong influence of SWIt to groundwater head dynamics. The value of ω0 in the
example in Fig. 3.3d (and Fig. 3.2d) is very small (ω0 ≈ 0), especially if it is compared
to the ones in the other examples (Figs. 3.3a to c and Figs. 3.2a to c). This small
value of ω0 indicates that the influence of soil moisture dynamics is very small on
groundwater head dynamics. It is clear that the good prediction shown in Fig. 3.2d
are mainly due to the measurement updates (Eqs. 3.10 to 3.14) and could not be pro-
duced if no measurement updates were taken, as shown in Fig. 3.3d. Nevertheless,
this is not entirely true for the shallow groundwater head examples in Figs. 3.2a to c,
in which SWIt input series (in addition to the measurement updates) play an impor-
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tant role for providing reliable groundwater head predictions. For the examples in
Figs. 3.3a to c, the model can still provide good predictions even if no measurement
updates are used.

When forecasting without measurement update, Fig. 3.3a provides an example of
good prediction for both calibration (1995-2000) and validation (2004-2007) periods.
However, in the examples shown in Figs. 3.3b and c, the prediction performance
deteriorates during the validation, mainly due to the prediction biases (ME), most
likely attributable to the changing levels or trends of c. Figure 3.3b is an example
with a positive trend, as indicated by the fact that its average measured groundwater
head in 2004-2007 is higher than the one in 1995-2000), while Fig. 3.3c has a negative
trend of c.

In Figs. 3.4 to 3.6, we presented the histograms summarizing the performance indi-
cators ρTF, ME and MAE of the predictions with every one-month (Fig. 3.4), three-
month (Fig. 3.5) and four-month (Fig. 3.6) measurement updates. For the ones with-
out measurement updates, the results are summarized in the histograms in Fig. 3.7.
All of them were based on the validation run 2004-2007. As expected, they suggest
that more prediction time series with higher correlations ρTF and smaller biases ME
and errors MAE are obtained if shorter measurement update intervals are used.

Yet, the results for the case without measurement update still provide reasonably
good prediction in term of reproduction of the dynamics, as suggested in the his-
togram of the timing agreement indicators ρTF in Fig. 3.7a (in which there are 1730
(63%) locations with ρTF > 0.5 and 974 (35%) locations with ρTF > 0.7). In term
of prediction biases, there are several locations with large biases, as suggested in the
histogram in Fig. 3.7c (in which there are 659 (24%) locations with |ME| > 0.5 m).
These biases are most likely attributable to the changing levels of c or the inability
to estimate c in case of a lack of relationship between groundwater and soil moisture
dynamics (see the previous discussion). Such biases ME certainly affect the predic-
tion accuracy measured in MAE, as shown in its histogram in Fig. 3.7d (with 766
(24%) point-scale forecasts having MAE > 0.5 m). If these biases were removed, the
prediction would have a much higher accuracy, as indicated in the histogram of the
unbiased error MAEano shown in Fig. 3.7d (in which there are only 303 (11%) points
with MAEano > 0.5 m).

The performance indicators ρTF, ME and MAE of point-scale predictions with mea-
surement updates (in 2004-2007) are summarized in the 30 arc-minute pixel fields
presented in Fig. 3.8 (updated every one months), Fig. 3.9 (updated every three
months) and Fig. 3.10 (updated every four months). From the fields of ρTF (Figs. 3.8a,
3.9a and 3.10a), including the results of their correlation tests to average measured
heads (Fig. 2.2a), it follows that all forecasts generally have equally good perfor-
mance, regardless their locations in shallow or deep groundwater areas. This good
performance is partly due to the recurring measurement updates. The same applies
for the fields of ME (Figs. 3.8b, 3.9b and 3.10b). Nonetheless, the fields of MAE
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Figure 3.4 Histograms of TFN model performance measured in ρTF (a), ME (b) and MAE
(c) for the prediction with every one-month measurement update. Note that these are based
on the validation run 2004-2007, the total number of stations is 2761 and a positive ME
value indicates that an average prediction is larger than an average measurement time series.
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Figure 3.5 Histograms of TFN model performance measured in ρTF (a), ME (b) and MAE
(c) for the prediction with every three-month measurement update. Note that these are
based on the validation run 2004-2007, the total number of stations is 2761 and a positive
ME value indicates that an average prediction is larger than an average measurement time
series.
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Figure 3.6 Histograms of TFN model performance measured in ρTF (a), ME (b) and MAE
(c) for the prediction with every four-month measurement update. Note that these are based
on the validation run 2004-2007, the total number of stations is 2761 and a positive ME value
indicates that an average prediction is larger than an average measurement time series).

  

Histogram of  ρ(lag = 0)

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

1.0-1.0 -0.5 0 0.5

0

400

600

800

1000

1200

200

a)

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

1.0-1.0 -0.5 0 0.5

0

400

600

800

1000

1200

200

a)

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

0 0.5

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

c)
Histogram of  ρTF no-update

Histogram 

of  ME no-update (unit: m) 

Histogram 

of  MAE no-update (unit: m)

0 0.5

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

0 0.5

depth (m)

≤ 0

0 - 0.5

0.5 - 1

1 - 5

5 - 10

10 - 25

> 25

≤ 0.5
0.5 - 1

1 - 3
3 - 5

5 - 10
10 - 25
25 - 50

> 50

d) Histogram 

of  MAEano no-update (unit: m)

0 0.5 > 0.95> 0.95

b)

> 0.95< -0.95 -0.5 0 0.5

N
o

.  o
f 

s t
a

t i
o

n
s

Figure 3.7 Histograms of TFN model performance measured in ρTF (a), ME (b), MAE
(c) and MAEano (d), for the predictions without measurement updates. Note that these are
based on the validation runs 2004-2007, the total number of stations is 2761 and a positive
ME value indicates that an average prediction is larger than an average measurement time
series.
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(Figs. 3.8c, 3.9c and 3.10c) and the their correlation tests to average measured heads
(Fig. 2.2a) suggest that predictions are to be better in areas with shallower ground-
water.

For the prediction without measurement update, the prediction performance is sum-
marized in the 30 arc-minute fields of ρTF and ME in Fig. 3.11, and MAE and MAEano

in Fig. 3.12. For the fields of ME and MAE that are very similar to each other, it
is obvious that the prediction errors measured in MAE are mainly attributable to
the prediction biases ME. If these biases were corrected, the predictions would have
much better accuracy, as indicated in the map of MAEano presented in Fig. 3.12a.

From Fig. 3.11, it follows that the head predictions without measurement updates
are generally better for shallower groundwater areas. This fact is obvious from the
field of ρTF in Fig. 3.11a, specifically from its correlation tests to average groundwater
heads (Fig. 2.2a) that suggest significant positive correlations (i.e. the timing agree-
ments between the predicted and measured time series are much better in shallower
groundwater areas). A similar conclusion can also be drawn for the field of MAEano in
Fig. 3.12, in which the correlation tests of the field values to average heads (Fig. 2.2a)
indicate negative correlations (i.e. smaller prediction errors are expected in shallower
groundwater areas).

Table 3.1 lists the results of the temporal forecasting exercise at the 30 arc-minute
pixel scale (at which we beforehand upscaled groundwater head time series to 30-arc
minute pixel scale time series). An example of comparing the predicted and measured
time series of the upscaled ht is given in Fig. 3.2e for the prediction with measurement
update, and in Fig. 3.3e for the prediction without measurement update. The results
of the 30 arc-minute scale prediction are consistent with the results found in the
point scale prediction. Table 3.1, in which we sorted the data based on average (up-
scaled) measured heads, shows that better predictions are generally found in shallower
groundwater head areas and worse predictions are obtained in deeper groundwater
head areas. The lower part of Table 3.1 shows the correlation test results confirms
this.

3.3.2 Spatio-temporal prediction of groundwater head

The fitted regression models for estimating the parameters δ1 and (havg − c) are given
in Figs. 3.13a and b, respectively. The background color illustrates the number of
groundwater head stations with values in each bin — i.e. the values of HAND and
the calibrated values of δ1 and (havg − c) as obtained from the previous “temporal
forecasting” exercise (Sect. 3.3.1). The points (indicated by plus signs ‘+’) are the
values used in fitting regression lines (indicated by yellow lines). They are taken from
40 stations located in 18 different 30 arc-minute pixels (maximum 3 stations in a 30
arc-minute pixel). Using the calibrated parameters from these selected stations, the
regression analyses provided the following regression coefficients: for Eq. 3.23 and
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Table 3.1 Results of the temporal forecasting of the 30 arc-minute scale ht time series.
The information is ordered to average groundwater head havg.

Pixel Number havg 1-month updates 3-month updates 4-month updates no measurement updates
codes of ρTF ME MAE ρTF ME MAE ρTF ME MAE ρTF ME MAE MAEano

stations (m) (m) (m) (m) (m) (m) (m) (m) (m) (m)

21 671 -1.47 0.88 0.06 0.10 0.84 0.09 0.13 0.77 0.11 0.15 0.79 0.17 0.18 0.12
38 336 -1.93 0.90 0.06 0.10 0.80 0.12 0.16 0.73 0.10 0.15 0.65 0.04 0.15 0.15
23 159 -2.30 0.67 0.01 0.12 0.60 0.01 0.12 0.74 0.07 0.12 0.72 0.01 0.11 0.11
39 851 -2.65 0.88 0.04 0.10 0.79 0.08 0.14 0.77 0.11 0.17 0.80 0.39 0.39 0.13
22 500 -2.85 0.86 0.05 0.10 0.85 0.08 0.13 0.82 0.08 0.14 0.87 0.32 0.32 0.11

145 39 -3.15 0.70 0.01 0.07 0.71 0.00 0.08 0.62 0.02 0.08 0.73 0.12 0.14 0.08
129 15 -3.47 0.59 0.06 0.13 0.46 0.07 0.16 0.59 0.07 0.14 0.49 0.28 0.29 0.15
144 33 -3.55 0.84 0.00 0.12 0.72 0.01 0.16 0.70 0.01 0.16 0.75 0.06 0.17 0.17
128 41 -3.77 0.87 0.01 0.05 0.80 0.01 0.06 0.84 0.02 0.05 0.78 0.25 0.25 0.06

40 312 -4.02 0.64 0.00 0.08 0.86 0.04 0.07 0.44 0.00 0.12 0.77 0.23 0.23 0.07
112 187 -4.15 0.87 0.08 0.10 0.65 0.12 0.15 0.71 0.14 0.16 0.41 0.43 0.44 0.12

95 142 -4.39 0.54 0.03 0.15 0.44 0.12 0.20 0.52 0.03 0.15 0.10 0.00 0.20 0.20
92 19 -5.82 0.94 0.00 0.06 0.89 0.00 0.08 0.89 0.01 0.09 0.80 0.03 0.12 0.11

162 25 -8.28 0.76 0.02 0.13 0.42 0.04 0.19 0.52 0.06 0.19 -0.17 0.19 0.25 0.21
82 18 -8.40 0.80 0.00 0.27 0.25 0.01 0.48 -0.09 0.05 0.55 -0.15 1.78 1.78 0.72

100 20 -8.58 0.82 0.21 1.24 0.75 0.38 1.58 0.73 0.23 1.57 -0.08 0.73 1.39 1.78
80 29 -9.26 0.58 0.00 0.25 0.67 0.07 0.24 0.51 0.05 0.34 0.39 1.35 1.35 0.28
57 20 -9.52 0.40 0.23 1.00 0.54 0.31 1.13 0.44 0.66 1.37 -0.11 2.07 2.54 1.21
77 27 -9.72 0.79 0.03 0.25 0.48 0.03 0.36 0.65 0.05 0.30 0.52 0.17 0.37 0.34

118 132 -9.90 0.90 0.28 1.07 0.83 0.60 1.66 0.72 0.69 1.97 0.33 7.41 7.41 2.59
161 50 -9.98 0.85 0.03 0.23 0.80 0.03 0.28 0.88 0.13 0.25 0.87 0.44 0.50 0.34

76 24 -10.62 0.73 0.03 0.24 0.47 0.07 0.33 0.60 0.15 0.28 0.45 0.51 0.61 0.37
75 21 -12.43 0.76 0.04 0.27 0.57 0.16 0.40 0.46 0.05 0.43 0.24 0.10 0.54 0.55
56 307 -13.02 0.71 0.19 0.66 0.39 0.39 0.87 0.41 0.44 0.87 -0.39 0.09 0.89 0.87
97 42 -13.03 0.31 0.05 0.34 0.16 0.17 0.39 -0.14 0.12 0.41 0.13 0.48 0.56 0.36

117 262 -13.57 0.50 0.20 1.25 0.49 0.00 1.40 0.47 0.02 1.37 -0.19 3.51 3.51 1.62
181 19 -14.64 0.63 0.02 0.30 0.27 0.08 0.45 0.44 0.06 0.35 -0.07 0.47 0.57 0.43
101 24 -18.75 0.30 0.19 1.08 0.18 0.80 1.22 0.34 0.85 1.23 -0.05 4.14 4.14 1.26
102 19 -21.93 0.44 0.11 0.48 0.38 0.05 0.54 0.06 0.15 0.68 -0.48 16.66 16.66 0.76
164 20 -22.93 0.70 0.02 0.56 0.57 0.03 0.85 0.04 0.14 1.43 0.34 1.26 1.61 1.44

90 22 -26.70 -0.10 0.04 6.54 0.20 0.67 5.94 0.05 1.19 6.41 0.14 4.41 5.98 5.81

Correlations to havg

Pearson rp 0.67 -0.24 -0.62 0.64 -0.47 -0.65 0.70 -0.57 -0.67 0.62 -0.56 -0.60 -0.68
p-value ≤ 0.001 0.193 ≤ 0.001 ≤ 0.001 0.007 ≤ 0.001 ≤ 0.001 0.001 ≤ 0.001 ≤ 0.001 0.001 ≤ 0.001 ≤ 0.001

Spearman rs 0.55 -0.22 -0.81 0.62 -0.28 -0.80 0.68 -0.43 -0.79 0.63 -0.62 -0.80 -0.81
p-value 0.002 0.23 ≤ 0.001 ≤ 0.001 0.131 ≤ 0.001 ≤ 0.001 0.016 ≤ 0.001 ≤ 0.001≤ 0.001 ≤ 0.001 ≤ 0.001

Kendall τk 0.42 -0.14 -0.60 0.44 -0.20 -0.6 0.50 -0.28 -0.57 0.43 -0.43 -0.58 -0.61
p-value 0.001 0.279 ≤ 0.001 ≤ 0.001 0.111 ≤ 0.001 ≤ 0.001 0.029 ≤ 0.001 0.001≤ 0.001 ≤ 0.001 ≤ 0.001
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Eq. 3.19 (and Eq. 3.24): A = 0.4137, B = 0.2432, C = 1.6832 and D = 0.5183.
As shown in Figs. 3.13, the regression models with HAND as predictor variable and
constrained in their form by physical considerations are clearly limited in their ability
to describe the spatial variability of δ1 and (havg − c).

Despite the limitation of the regression models used, the derived transfer function
models are able to reproduce observed groundwater head variations reasonably well
of a subset of locations. An example of a reasonable prediction is given in Fig. 3.14a.
In this example, the timing agreement between the predicted and measured head time
series is relatively good, both for the periods 1995-2000 (ρTF = 0.82) and 2004-2007
(ρTF = 0.80). In term of MAEano, the prediction errors are also still reasonable for
both periods (MAEano = 0.21 m for the period 1995-2000 and MAEano = 0.20 m for
the period 2004-2007). Note that, in this exercise, the actual MAE errors are not
considered since we have expected prediction biases (as discussed in Sect. 3.2.2).

In the next example in Fig. 3.14b, we show a model prediction result for a location
with HAND = 0. In areas with HAND = 0, Eqs. 3.18, 3.19 and 3.24 give c = 0,
δ1 = 0, havg = 0 and ω0 = 0. Consequently, the transfer function model in these areas
simulates only a constant value (which is the initial condition havg = 0). Clearly, this
example provides a weakness of the approach for locations that are very close to open
surface water bodies (i.e. rivers and lakes).

For the prediction example shown in Fig. 3.14c, it is found that the timing agreements
between the predicted and measured head time series are reasonably well (see the
yellow box on the right), for both periods 1995-2000 (ρTF = 0.82) and 2004-2007
(ρTF = 0.80). However, the prediction errors MAEano are large (MAEano = 1.52 m
for the period 1995-2000 and MAEano = 1.56 m for the period 2004-2007). Clearly,
the amplitude of the predicted groundwater head time series is off for the periods
1995-2000 and 2004-2007, as the model is not able to reproduce the measured large
amplitude. However, it might be possible that the large extreme amplitude (almost
5 m) of the measurement time series is caused by an extreme local phenomenon
or even a spurious measurement error (e.g. using a wrong unit while documenting
the measurement data and/or station surface elevation). Note that, in the previous
temporal forecasting exercise in Sect. 3.3.1 (see Fig. 3.11c), this extreme groundwater
head fluctuation could “properly” be simulated due to the implementation of the
calibration procedure.

For the prediction given in Fig. 3.14d, which is an example of a deep groundwater head
location, we should not expect that the derived transfer function model can produce a
reasonable prediction performance. Clearly, the predictions in both periods 1995-2000
and 2004-2007 are equally bad as indicated in their performance indicators.

Figure 3.15 summarizes the prediction performance in the histograms of ρTF and
MAEano, for the periods 1995-2000 and 2004-2007. For 1995-2000 (Fig. 3.15b), there
are 2369 (54%) stations with MAEano ≤ 0.25 m. For 2004-2007 (Fig. 3.15d), we
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δ 1
a)

δ
1
 = exp[-1.6832/HAND0.5183]

(h
avg

– c) = 0.4137 HAND0.2432

(h
a

vg
– 
c)

b)
HAND (m)

HAND (m)

Figure 3.13 Regression models for estimating δ1 (a); and (havg − c) (b), based on the
digital elevation model (HAND, see Sect. 3.3.2). The points (indicated by ‘+’) are the
values used in fitting regression lines (yellow lines). The background illustrates the number
of head stations with values (in each bin) of HAND and the calibrated δ1 and (havg − c) as
obtained from the exercise in Sect. 3.3.1.
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Figure 3.15 Histograms of spatio-temporal prediction performance with transfer function
with parameters estimated using a digital elevation model: ρTF for the periods 1995-2000
(a) and 2004-2007 (c); and MAEano (unit: m) for the periods 1995-2000 (b) and 2004-2007
(d). There are 4387 stations used for the period 1995-2000 and 2925 stations used for the
period 2004-2007. Note that the histograms of ρTF also contain the “NA” bars for ρTF

that cannot be calculated in the pixels with HAND = 0.

have 1901 (65%) stations with MAEano ≤ 0.25 m. In the case of ρTF, for 1995-2000
(Fig. 3.15a), there are 3011 (69%) predictions with ρTF > 0.5 and 1923 (44%) predic-
tion with ρTF > 0.7; while for 2004-2007 (Fig. 3.15c), there are 1376 stations (47%)
with ρTF > 0.5 and 585 stations (20%) with ρTF > 0.7. Although the results for ρTF

are better in 1995-2000 (which is expected as it is the calibration period of the previous
temporal forecasting exercise), the prediction performance in 2004-2007 of this spatio-
temporal modeling exercise is reasonable and comparable to the results of the previous
temporal forecasting exercise presented in Sect. 3.3.1 (in which the model parameters
were properly calibrated). This fact can be observed by comparing the histograms
of ρTF and MAEano of the previous temporal forecasting exercise (Fig. 3.7a and d,
without measurement update) to the ones obtained here (Figs. 3.15c and d). Note
that this is after bias-correction, so that the results are comparable in terms of the
ability to predict groundwater head variation, not its absolute or actual level.

In Figs. 3.16a to c and Fig. 3.17a, the prediction performance indicators ρTF, ME,
MAE, and MAEano of the period 1995-2000 are summarized at 30 arc-minute resolu-
tion. Clearly, the spatio-temporal prediction method is not able to estimate the abso-
lute value of groundwater levels (as indicated by ME and MAE in Figs. 3.16b and c).
However, head variation in terms of timing (as indicated by ρTF in Fig. 3.16a) and
amplitude (as indicated by MAEano in Fig. 3.17a) is reasonably well predicted. The
correlation tests between the field values and average groundwater heads (Fig. 2.2a)
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show that the predictions are generally better for areas with shallow groundwater
heads. The aforementioned conclusions are corroborated by the performance fields
for the period 2004-2007, shown in Figs. 3.17b and 3.18a to c.

3.4 Discussion

3.4.1 Groundwater head forecasting in time

In the first exercise, we have shown that the time series of ERS SWI can be used
as input for transfer function noise (TFN) models in order to make reasonably good
temporal groundwater head predictions. This promising result may suggest for a
further exploration to use other remotely sensed soil moisture time series, including
the ones with higher temporal resolution, using a similar procedure used in this study.

Using a precipitation (excess) time series input, TFN modeling has been widely used
for many purposes and applications: not only to predict groundwater heads (Bierkens
et al., 2001), but also to fill in gaps of groundwater head measurement time se-
ries (Bierkens et al., 1999), to characterize groundwater regimes (van Geer and De-
fize, 1987) and to detect structural changes/interventions and outliers in groundwater
head dynamics (Gehrels et al., 1994; Knotters and Bierkens, 2000). Based on the re-
sults of this study, we expect that ERS SWI can be used for similar purposes. It
should be noted that ERS SWI time series (and other spaceborne remotely sensed
soil moisture time series) offer a better spatial coverage and support than in situ
observations of precipitation. Compared to TFN models using input time series of
precipitation excess — i.e. the difference between precipitation and total evaporation
and transpiration, a TFN model forced with with soil moisture time series may be
considered more accurate since estimation of total evaporation and transpiration is
unnecessary.

The TFN model with large support time series input of ERS SWI (half degree resolu-
tion) is clearly suitable for making groundwater head predictions in shallow phreatic
groundwater areas where upper soil moisture fluctuations are the major cause of
groundwater head fluctuations. However, the TFN model used may hardly explain
groundwater head dynamics caused by local phenomena, such as anthropogenic causes
(e.g. pumping operations) or nearby surface water level dynamics. Yet, if time series
of such fluctuations are available, they can be incorporated in a more elaborated TFN
model (e.g. van Geer and Defize, 1987; Gehrels et al., 1994; Knotters and Bierkens,
2000) in order to further improve groundwater head predictions.

Our study has not explored the possibility of using higher orders of TFN models
with more parameters (i.e. longer model state and forcing input memories) that may
provide even better predictions, specifically for areas where time-lags between ERS
SWIt and ht are found in certain areas (see Chapter 2). Our study is also limited
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by two relatively short periods of spaceborne soil moisture observations (1995-2000
and 2004-2007). Yet, there is a recent project, referred as Water Cycle Multimission
Observation Strategy (WACMOS, http://wacmos.itc.nl), to set up a solid scientific
basis for the creation of coherent long-term datasets of water relevant geo-information,
including a harmonized soil moisture dataset from all microwave sensors. Within
WACMOS, it is foreseen that a multi-decadal (more than 30 years) soil moisture
dataset integrating all microwave observations that are available since 1978 will be
created (see also Liu et al., 2011). If such a dataset is available, its implementation
in a TFN modeling framework for relating it to groundwater head prediction will be
interesting for groundwater studies.

3.4.2 Spatio-temporal prediction of groundwater head

Despite its limitations, our simple approach for generating spatio-temporal groundwa-
ter head predictions provides reasonably good results, specifically for shallow ground-
water head areas. It is even capable to detect possible measurement outliers (see
e.g. Fig. 3.14c and its discussion in Sect.3.3.2). Yet, clearly, there is still room for
improvement in this study. For example, if available, we may include much more lo-
cal information and knowledge, such as more detailed digital elevation models, more
digital elevation map attributes (e.g. slopes and wetness indices) and soil types and
attributes, including the high resolution ones, in order to obtain better estimates of
TFN model parameters. This includes incorporating other forcing time series (e.g.
surface water level time series that can solve the problem for pixels with HAND = 0).
The technique used for estimating TFN model parameters can be improved as well.
As an example, a geo-statistical based method, such as kriging, could be explored (see
e.g. Bierkens et al., 2001, who implemented it in a regional precipitation-groundwater
transfer function model).

Obviously, our approach still requires the availability of groundwater head measure-
ment time series (although only few). Related to this issue, we suggest that future
field campaigns of in-situ soil moisture observations, which will always be needed for
the validation of remote sensing soil moisture observations, must be supported by
groundwater head measurements. Rephrasing Becker (2006): it is a pity that there
is still a lack of communication between soil moisture scientists and hydro-geologists,
that is illustrated by the fact that hundreds of soil moisture samples were collected to
depths of one meter during the field campaign of Soil Moisture Experiments (SMEX,
http://www.ars.usda.gov) but depths to water table were not monitored. Another
example of this schism could be illustrated from several studies using the REMED-
HUS soil moisture station network (e.g. Ceballos et al., 2005; Mart́ınez-Fernández and
Ceballos, 2005) where groundwater head measurements are not mentioned. Also, the
recently started project International Soil Moisture Network (Dorigo et al., 2011) does
not incorporate any groundwater head measurements. If such soil moisture observa-
tions and datasets are supported by groundwater head measurements, an extension
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of a remotely sensed soil moisture product to a groundwater related information is
possible as shown in this study.

Although the current spatio-temporal method was not able to estimate the absolute
value of groundwater heads, head variation in terms of timing and amplitude was
predicted reasonably well, particularly in areas with shallow groundwater. The latter
fact is particularly important when judging the suitability of remotely sensed soil
moisture for groundwater assessment in ungauged or data poor groundwater basins.
As GRACE is only able to detect storage change, not absolute storage (without any
additional information), ERS SWI is only able to predict groundwater level variation,
not its absolute level or depth either. However, ERS SWI (25-50 km) can do so at
much higher resolution than GRACE (400 km). The downside of ERS SWI is that
it only works for areas with shallow groundwater. If additional information about
absolute groundwater heads can be derived — e.g. by occasional groundwater head
observations in piezometers or by construction of a groundwater flow model based on
globally available datasets on surface elevation, lithology, soil type and land use (e.g.
Sutanudjaja et al., 2011) — then ERS SWI would certainly be useful to further
improve model results by calibration and in an operational framework through data-
assimilation. Here, GRACE and ERS SWI data are complementary. GRACE is
able to inform on storage variations for the whole basin at lower resolution, whereas
ERS SWI informs at higher resolution on groundwater level variations in areas with
shallow groundwater, i.e. the areas where groundwater matters for the surface energy
balance, agriculture and ecosystem.

3.5 Summary and conclusion

In this chapter, we used transfer function-noise models to predict groundwater heads
using ERS SWI as model input. This was done in two modeling exercises. The first
modeling exercise focussed on temporal forecasting of groundwater head dynamics,
while the second one was to make spatio-temporal predictions of groundwater heads,
including in areas where no groundwater head measurements are available. Results
of both exercises are promising. The transfer function models can reproduce the ob-
served groundwater head fluctuations reasonably well, especially in shallow ground-
water areas where soil moisture dynamics are tightly connected to groundwater head
fluctuations. We argue that ERS SWI products should be considered as an important
source of information for the assessment of large-scale groundwater dynamics.
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4 Large-scale groundwater modeling
using global datasets

This chapter is based on:
Sutanudjaja, E. H., van Beek, L. P. H., de Jong, S. M., van Geer, F. C.,
Bierkens, M. F. P. (2011), Large-scale groundwater modeling using global datasets:
a test case for the Rhine-Meuse basin, Hydrology and Earth System Sciences, 15,
2913-2935, doi:10.5194/hess-15-2913-2011.

Abstract

The current generation of large-scale hydrological models does not include a groundwater

flow component. Large-scale groundwater models, involving aquifers and basins of multiple

countries, are still rare mainly due to a lack of hydro-geological data which are usually only

available in developed countries. In this study, we propose a novel approach to construct

large-scale groundwater models by using global datasets that are readily available. As the

test-bed, we use the combined Rhine-Meuse basin that contains groundwater head data used

to verify the model output. We start by building a distributed land surface model (30 arc-

second resolution — approximately 1 km at the equator) to estimate groundwater recharge

and river discharge. Subsequently, a MODFLOW transient groundwater model is built and

forced by the recharge and surface water levels calculated by the land surface model. Results

are promising despite the fact that we still use an offline procedure to couple the land surface

and MODFLOW groundwater models (i.e. the simulations of both models are separately

performed). The simulated river discharges compare well to the observations. Moreover,

based on our sensitivity analysis, in which we run several groundwater model scenarios with

various hydro-geological parameter settings, we observe that the model can reasonably well

reproduce the observed groundwater head time series. However, we note that there are still

some limitations in the current approach, specifically because the offline-coupling technique

simplifies the dynamic feedbacks between surface water levels and groundwater heads, and

between soil moisture states and groundwater heads. Also the current sensitivity analysis

ignores the uncertainty of the land surface model output. Despite these limitations, we

argue that the results of the current model show a promise for large-scale groundwater

modeling practices, including for data-poor environments and at the global scale.
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4.1 Introduction

Groundwater is a vulnerable resource, and in many areas, groundwater is being con-
sumed faster than it is being naturally replenished (e.g. Rodell et al., 2009; Wada
et al., 2010). Given increased population and heightened variability and uncertainty
in precipitation due to climate change, the pressure upon groundwater resources is
expected to intensify. These issues make monitoring and predicting groundwater
changes, especially over large areas, imperative.

Changes in groundwater resources and their causes can be inferred from groundwater
models. A groundwater model has the ability to calculate and predict spatio-temporal
groundwater head in a sufficiently fine resolution (e.g. 1 km resolution). However,
large-scale groundwater models, especially for large aquifers and basins of multiple
countries, are still rare, mainly due to lack of hydro-geological data. Some existing
large-scale groundwater models, such as in the Death Valley area, USA (D’Agnese
et al., 1999), and in the MIPWA region, the Netherlands (Snepvangers et al., 2008),
were developed on the basis of highly detailed information (e.g. elaborate 3-D geolog-
ical models). Such information may be available in developed countries but is seldom
available in other parts of the world.

In this chapter, we propose a novel approach for constructing a large-scale ground-
water model by using only readily available global datasets. Note that by large
scale, we mean large extent area sizes, as defined by Bierkens et al. (2000), and
not map scale or resolution. Here the model proposed is a MODFLOW transient
groundwater model that is coupled to a distributed land surface model. The lat-
ter is used to estimate groundwater recharge and surface water levels that are used
to force the groundwater model. As the test bed of this study, we use the com-
bined Rhine-Meuse basin (total area: ±200 000 km2, see Figs. 2.1 and 2.2, and
Sect. 2.2.1). This basin, located in Western Europe, is selected because it contains
ample groundwater head data that can be used to verify the model output. How-
ever, while constructing the model, we use only globally available datasets that are
listed as follows. We use the Global Land Cover Characteristics Data Base Ver-
sion 2.0 (GLCC 2.0, http://edc2.usgs.gov/glcc/globe_int.php) and FAO soil maps
(1995) in order to parameterize the land cover and upper sub-surface properties.
For mapping hydro-geological features and estimating their aquifer properties, we
make use of the global digital elevation model of HydroSHEDS (Lehner et al., 2008)
and an estimate of groundwater depth based on a simple steady-state groundwater
model (see Sect. 4.2.2). For climatological forcing, we use the global CRU datasets
(Mitchell and Jones, 2005; New et al., 2002) that are combined with the ECMWF
re-analysis data of ERA-40 (Uppala et al., 2005) and operational archive (http:
//www.ecmwf.int/products/data/archive/descriptions/od/oper/index.html).

The goal of this chapter is then to construct a large-scale groundwater model on the
basis of readily available global datasets and to evaluate the model performance using
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groundwater head observations. Here we do not intend to calibrate the model yet.
Rather, we conduct a sensitivity analysis to study how changing aquifer properties
influence the model outcome, specifically the resulting groundwater head time series.
By this sensitivity analysis, we expect to gain insights into the model behaviour that
can be used as the basis for improving the current model.

The chapter is organized as follows. In the following section, we explain the model
concept and structure used in this study. Then, we present the methodology to eval-
uate the model outcome, including the sensitivity analysis procedure. Subsequently,
the results and their analyses follow. The last part of this chapter is mainly devoted
to a discussion about the prospects of large-scale groundwater assessment in data-
poor environments and at the global scale, and to suggest ways to further improve
this large-scale model.

4.2 Model description

4.2.1 General modeling procedure

The hydrological model developed in this study consists of two parts: (1) the land
surface model (Sect. 4.2.2 and Appendix A), which conceptualizes the hydrological
processes on and in the upper-soil or unsaturated-zone layer; and (2) the groundwa-
ter model (Sect. 4.2.3), which describes saturated flow in the deeper underground.
The land surface model was adopted from the global hydrology model of PCR-
GLOBWB (van Beek and Bierkens, 2009; van Beek et al., 2011) having two upper soil
stores and a simple linear groundwater store (see Fig. 4.1a). In this study, we replaced
the latter by the MODFLOW groundwater model (McDonald and Harbaugh, 1988).

We started this modeling exercise by modifying PCR-GLOBWB and performing the
daily simulation of it to calculate groundwater recharge and river discharge. The
river discharge was translated to monthly surface water levels by assuming chan-
nel dimensions and properties based on geomorphological relations to bankfull dis-
charge (Lacey, 1930). These surface water levels and groundwater recharge were
used to force a weekly transient groundwater model built in MODFLOW. The whole
modeling procedure can be considered as an offline-coupling procedure between PCR-
GLOBWB and MODFLOW because we separately and sequentially run both of them
(see Fig. 4.1b). We chose this offline-coupling method to avoid expensive computa-
tional costs. This version, which takes about 1.0 h for one-year model simulation in
a single PC with AMD Athlon Dual Core Processor 5200 + 2.71 GHz 2GB RAM, is
the first step into developing a fully coupled one. Using this offline-coupling version,
we evaluated computational loads and identified weaknesses and possibilities in the
modeling structure.
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4.2.2 PCR-GLOBWB land surface model

PCR-GLOBWB (van Beek and Bierkens, 2009; van Beek et al., 2011) is a raster-based
global hydrological model coded in PCRaster scripting languange (Wesseling et al.,
1996). Here we briefly describe its main features and modifications implemented for
the purpose of this thesis. The original PCR-GLOBWB (hereafter called as “PCR-
GLOBWB-ORI”) has 30′×30′ cells (about 50 km at the equator), while the modified
one used in this study (hereafter called as “PCR-GLOBWB-MOD”) has the resolution
of 30′′ × 30′′ (approximately 1 km× 1 km at the equator).

The full description of PCR-GLOBWB-MOD is provided in Appendix A, which
mainly discusses the hydrological processes above and in the first two upper soil
stores. These upper soil stores respectively represent the top 30 cm of soil (thickness
Z1 ≤ 30 cm ) and the following 70 cm of soil (Z2 ≤ 70 cm), in which the storages are
respectively symbolized as S1 and S2 [L]. In both versions of PCR-GLOBWB (here-
after “PCR-GLOBWB” refers to both “PCR-GLOBWB-ORI” and “PCR-GLOBWB-
MOD”) the states and fluxes are calculated on a daily basis. Climate forcing data
are also supplied on a daily resolution (see Appendix B about the forcing data used
in this study). Following Fig. 4.1a, the specific local runoff Qloc [L T−1] in each land
surface cell of PCR-GLOBWB consists of three components: direct runoff Qdr [L T−1],
interflow Qsf [L T−1] and baseflow Qbf [L T−1]. Note that as the consequence of the
offline-coupling procedure between the land surface model and MODFLOW, the linear
reservoir concept of groundwater store (in which the storage is symbolized as S3 [L])
is still used in PCR-GLOBWB-MOD, specifically for estimating Qbf . In addition to
Fig. 4.1, some tables related to the model are provided: Table 4.1 listing the model
parameters, including the global datasets used to derive them; Table 4.2 listing the
state and flux variables; and Table 4.3 summarizing the most important changes in-
troduced in PCR-GLOBWB-MOD. It is important to note that contrary to a 30′×30′

cell in PCR-GLOBWB-ORI, a 30′′× 30′′ cell in PCR-GLOBWB-MOD has a uniform
type of land cover, a uniform type of vegetation and a uniform type of soil. PCR-
GLOBWB-MOD considers only the sub-grid elevation variability — based on the 3′′

(about 90 m at the equator) digital elevation map of HydroSHEDS (see Eq. A.9) —
to estimate the fraction of saturated soil contributing to surface runoff.

As illustrated in Fig. 4.1a, besides precipitation P [L T−1] and evaporation E [L T−1]
fluxes, important vertical fluxes are water exchanges between the stores 1 and 2, Q12

[L T−1], and between the stores 2 and 3, Q23 [L T−1]. Note that both Q12 and Q23

consist of downward percolation fluxes, Q1→2 and Q2→3 [L T−1], and upward capillary
rise fluxes, Q2→1 and Q3→2 [L T−1]. However, in the current PCR-GLOBWB-MOD,
to force one-way coupling from the land surface model to MODFLOW, we inactivate
the upward capillary rise from the groundwater to second soil stores (Q3→2 = 0),
which is one of the limitations of the current modeling approach.

The land surface model simulation was performed for the period 1960–2008. In
this study, we limited the channel discharge calculation of PCR-GLOBWB-MOD
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a) PCR-GLOBWB b) Coupling PCR-GLOBWB and MODFLOW

Stores 1 & 2 of 
PCR-GLOBWB

MODFLOW ground-
water model 
(Store 3)

surface water level and recharge

Figure 4.1 The modeling structure and strategy for this study: (a) the concept of the
land surface model of PCR-GLOBWB (van Beek and Bierkens, 2009; van Beek et al.,
2011): on the left, the soil compartment, divided in the two upper soil stores, S1 and S2,
and the linear groundwater store, S3, that is replaced by the MODFLOW (McDonald
and Harbaugh, 1988) groundwater model; on the right, the total local gains from all
cells are routed along the local drainage direction to yield the channel discharge, Qchn.
(b) The modeling strategy used to couple the PCR-GLOBWB and MODFLOW: first, we
run the PCR-GLOBWB to calculate the monthly net recharge Q23 to groundwater store
and channel discharge Qchn that can be translated into surface water levels by assuming
channel dimensions. Then, the monthly net recharge and surface water levels are used to
force MODFLOW.

to monthly resolution. Therefore, we could neglect water residence time in channels
(less than a week) and obtain monthly channel discharge time series Qchn [L3 T−1] by
simply knowing the surface area Acell [L2] of each cell and accumulating the monthly
values of the specific local runoff Qloc from all cells along the drainage network.

4.2.3 Groundwater model

As mentioned earlier, a MODFLOW (McDonald and Harbaugh, 1988) based ground-
water model is used to replace the groundwater store (S3) in the land surface model.
Here we built a simple MODFLOW model that considers only a single upper aquifer
(see Sect. 4.2.3). The MODFLOW model was forced by the output of PCR-GLOBWB-
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Table 4.1 List of model parameters used in the model.

Symbol Description Source or estimation method Values Unit

β empirical exponent in the soil FAO soil map (1995)a distributed –
water retention curve

b sub-grid elevation parameter Eq. (A.9) distributed –
Bchn & Dchn channel width and depths Eqs. (4.4) and (4.5) distributed m
BRES river and drainage bed resistance Best guess estimate 1 day
Cf,min & Cf,max minimum and maximum GLCC 2.0 land cover mapb distributed –

vegetation cover fractions
CFR refreezing rate in the snow pack Best guess estimate 0.05 day−1

CRDR river and drainage bed conductance Eq. (4.8) distributed m2 day−1
CWH liquid water holding capacity per Best guess estimate 0.10 –

unit snow storage Ss
DDF degree-day factor in the snow pack Best guess estimate 0.0055 ◦C m day−1

DEM elevation value from the digital HydroSHEDS distributed m
elevation map/model (Lehner et al., 2008)

fi a parameter updating Ep,0 after Best guess estimate 1 –
interception flux

fwat a boolean map indicating water GLCC 2.0 and levels 1 & 2 of 0 or 1 –
bodies (1) or land surface cells (0) GLWD (Lehner and Döll, 2004)

hveg vegetation height GLCC 2.0 land cover mapc distributed m
Inv & Iveg interception capacities per unit Best guess estimate 0.001 m

surface area in non vegetated and
vegetated areas

J groundwater recession coefficient Eq. (A.27) distributed day−1

Kci, Kcwat crop factors for wet interception, Best guess estimate 1 –
& Kcs surface water and bare soil areas
KcT crop factor for vegetation area Eq. (A.25) distributed, –

based on the land cover type monthly varying
KD transmissivity Best guess estimate Sects. 4.2.3 & 4.3 m2 day−1

Ksat,1 & Ksat,2
d saturated hydraulic conductivities FAO soil map (1995) distributed m day−1

L hillslope length DEM of HydroSHEDS distributed m
LAImin & LAImax minimum & maximum leaf area index Table of Hagemann (2002) distributed –

n Manning coefficient Best guess estimate 0.045 m−1/3 s
ψ50 % soil matric suction at which Best guess estimate 3.33 m

transpiration is halved
ψfc soil matric suction at field capacity Best guess estimate 1 m
ψsat,1 & ψsat,2 soil matric suctions at saturation FAO soil map (1995) distributed m
SC 1 & SC 2 soil water storage capacities (θsat,1×Z1) & (θsat,2×Z2) distributed m
RBOT & DELV river bed and drain elevations Sect. 4.2.3 distributed m
Simax interception capacity Eq. (A.1) distributed, m

monthly varying
Sl channel longitudinal slope DEM of HydroSHEDS distributed –
Sy aquifer specific yield or storage Best guess estimate Sects. 4.2.3 & 4.3 –

coefficient
θsat,1 & θsat,2 effective soil moisture FAO soil map (1995) distributed –

contents at saturation
tan (α) grid-average slope DEM of HydroSHEDS distributed –
TLR temperature lapse rate Best guess estimate −0.65 ◦C m−1

Wmax grid-average soil storage SC 1 + SC 2 distributed m
Wmin grid-minimum soil storage Best guess estimate 0 m
Z1 & Z2 soil thicknesses FAO soil map (1995) distributed m

a The parameterization of FAO map (1995) based on Table of van Beek and Bierkens (2009).
b The parameterization of GLCC 2.0 land cover map based on Table of Hagemann (2002).
c The parameterization of the vegetation height hveg based on Table of van Beek (2008).
d The subscripts 1 and 2 indicate the first and second soil stores.
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Table 4.2 List of state and flux variables defined in the model.

Symbol Description Unit

dgw groundwater depth, difference between surface level elevation m
and groundwater head = DEM− h

Ei evaporation flux from the intercepted water m day−1

Ep,0 reference potential evaporation energy (forcing data) m day−1

Ep,i potential evaporation energy for wet interception areas m day−1

Ep,s potential evaporation energy for bare soil areas m day−1

Es total soil evaporation = Es1 + Essl m day−1

Es1 soil evaporation from the first soil store m day−1

Essl soil evaporation from the melt water store in the snow pack m day−1

Ewat surface water evaporation m day−1

h groundwater head m
HRIV monthly surface water levels/elevations m
K1 (s1) & K2 (s2) hydraulic conductivities at specific degree of saturations s1 and s2

∗ m day−1

ψ1 (s1) & ψ2 (s2) soil matric suctions (at specific degree of saturations s1 and s2) m
P total precipitation (forcing data) m day−1

P01 infiltration flux to the first soil layer m day−1

Pn net precipitation flux transferred to the soil m day−1

Prain liquid rainfall flux m day−1

Q12 & Q23 net fluxes from the first to second soil stores: Q12 = Q1→2 −Q2→1; and m day−1

from the second soil to groundwater stores: Q23 = Q2→3 −Q3→2

Q1→2 & Q2→3 downward components of percolation fluxes, from the first to second soil m day−1

stores and from the second to groundwater stores
Q2→1 & Q3→2 upward seepage (capillary rise) fluxes, from the second to first soil stores m day−1

and from the third groundwater to second stores.
For this study, the latter is inactivated (Q3→2 = 0).

Qbf baseflow m day−1

Qchn monthly average discharge from the land surface model output m3 s−1

Qdr direct runoff m day−1

Qloc total local runoff from a land surface cell m day−1

Qsf interflow or shallow sub-surface flow m day−1

Qtot total local runoff expressed as a fluid volume per unit time m3 day−1 or m3 s−1

Qwat change in surface water storage m day−1

s1 & s2 degrees of saturation (S1/SC1 and S2/SC2) –
S1 & S2 upper soil storages (first and second soil storages) m
S3 groundwater storage m
Si interception storage m
Sn snow flux m day−1

Ss snow storage m
Sssl melt water storage in the snow pack m
t & ∆t time and timestep day
Ta atmospheric temperature (forcing data) K or ◦C
Wact grid-average actual soil storage (Improved Arno Scheme) =S1 + S2 m
x fraction of saturated soil –

∗ The subscripts 1 and 2 indicate the first and second soil stores.
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Table 4.3 Important changes in PCR-GLOBWB-MOD (compared to PCR-GLOBWB-ORI).

Item Parameters PCR-GLOBWB-ORI PCR-GLOBWB-MOD Explanations of change
or variables

Cell size - 30′ × 30′ 30′′ × 30′′ A fine resolution is needed
to provide groundwater
head fields.

Sub-grid - Considering variations of Only sub-grid elevation Variations of land cover, soil
variabilities of elevation, land cover variation is considered. and vegetation are less

vegetation and soil. important for a 30′′ cell.

Improved Wmin Wmin ≥ 0 Wmin = 0 Wmin is less important for
Arno Scheme a 30′′ cell.

Interception fi, Inv and Iveg Only Iveg is used. Inv and fi are introduced. A broader definition is used
in PCR-GLOBWB-MOD
(see Sect. A.1).

Discharge Qchn Using the kinematic wave We limit the discharge Expensive computational
routing method, daily Qchn Qchn analyses to cost needed by the kinematic

can be obtained. monthly resolution. wave method.

Capillary rise Q3→2 Q3→2 ≥ 0 Q3→2 = 0 One-way (offline) coupling
from groundwater between the land surface
to soil stores model and MODFLOW.

MOD, particularly the monthly rechargeQ23 (see Sect. 4.2.3) and the monthly channel
discharge Qchn that is beforehand translated to surface water levels (see Sect. 4.2.3).
We performed groundwater flow simulation for the period 1965–2008 using a weekly
time step and monthly stress period, within which specific groundwater recharge and
surface water levels are constant. Note that as there are no readily available global
datasets about groundwater extraction by pumping, we did not include groundwater
abstraction in our model yet.

Aquifer properties

To characterize the properties of the aquifer, we initially turned to two maps: (1) the
global lithological map of Dürr et al. (2005) and (2) the UNESCO international hydro-
geological map of Europe (http://www.bgr.de/app/fishy/ihme1500/). However, both
maps are imprecise at 30′′ resolution employed here. The locality of units of the first
map is not accurate, particularly after being checked with the 30′′ digital elevation
map of HydroSHEDS that we used. For example, we found that the position of the
Upper Rhine Graben area, a large and important groundwater body located in the
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central part of the study area, is inaccurate. Moreover, the first map does not include
small aquifer features that are often located surrounding rivers in narrow valleys.
Although the second map includes these small aquifer features, it is as yet only a
scanned map (not a digital one) with all its geocoding problems.

To overcome these difficulties, we developed a procedure that classifies the model area
to shallow permeable sedimentary basin aquifers and deep less permeable mountain-
ous aquifers. Briefly stated, the method uses a steady-state groundwater model to
calculate steady-state groundwater heads, a digital elevation map (DEM) to estimate
groundwater depths and a drainage direction map (LDD) to incorporate the influence
of river networks, that are closely related to the occurrence of groundwater bodies in
their surroundings. The method is summarized as follows:

1. First, for the entire model area, we assumed a set of uniform aquifer properties,
transmissivity KD = 100 m2 day−1 and specific yield Sy = 0.25, specifically for
calculating the groundwater recession coefficient J in Eq. (A.28) of the land
surface model.

2. Next, we ran the PCR-GLOBWB-MOD land surface model for a long period
(1960–2008).

3. Subsequently, using the output of step 2, the long-term average recharge and
discharge fields were calculated. The latter was translated to a surface water
level field by using a relation between discharge and channel dimensions (see
Sect. 4.2.3).

4. The average water level and discharge fields derived in the step 3 were used
to force the groundwater model in order to estimate a field of steady-state
groundwater head. Furthermore, using the DEM30′′ [L] (where the subscript
30′′ indicates the spatial resolution), we could derive a steady-state field of
“groundwater depth” dgw [L], which is the difference between the surface level
elevation and the calculated steady-state groundwater head.

5. We assumed that cells with steady-state groundwater depths dgw of less than
25 m have productive aquifers. These shallow groundwater cells, located in
valleys, were classified as the “sedimentary pocket/basin” cells that most likely
contain permeable materials and productive groundwater bodies. To avoid the
occurrence of isolated cells due to errors and limitations in the DEM30′′ (such as
“blocked” rivers in narrow valleys or gorges), we used the LDD30′′ to assure that
downstream cells of a sedimentary basin cell are also classified as sedimentary
basin cells. Moreover, because MODFLOW uses a discretization that does not
allow diagonal flow across the corners (see e.g. Wolf et al., 2008), we made sure
that a sedimentary basin cell must have at least one neighbor in its left, right,
upper, or lower extents. This is done in order to ensure the flow connectivity
among the cells.
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6. The remaining cells were subsequently classified as “mountainous area” cells,
where groundwater bodies are most likely located at greater depths. Note that
here we mean real groundwater bodies, not perched groundwater storage in
regolith, which is modeled in the interflow module of the land surface model
(see Sect. A.5).

7. For the sedimentary basin class, we assigned the relatively high values of trans-
missivity (KD = 100 m2 day−1) and storage coefficient that is equal to the aquifer
specific yield or (Sy = 0.25, see the following paragraph for further explanation).
The relatively low values of transmissivity and storage coefficient are assigned
for the mountainous area class (KD = 25 m2 day−1 and Sy = 0.02).

8. Using the aquifer properties defined in the step 7, we repeated steps 2–7 to
approximate the steady-state groundwater depth (shown in Fig. 4.2) and to
subsequently define the final classification map – that was verified with the
UNESCO international hydro-geological map of Europe (http://www.bgr.de/
app/fishy/ihme1500/) – and its KD and Sy fields.

The fields of KD and Sy were stored in the “Block-Centered Flow” (BCF) package
of MODFLOW (see McDonald and Harbaugh, 1988, Chapter 5). Here we defined a
single aquifer layer, in which two conditions apply throughout the simulation:

1. The transmissivity KD is constant in time, independent of the actual thickness
of the water table or the saturated zone. This condition is suitable for our model
as groundwater head fluctuation is mostly expected to be only a small fraction
of the thickness of the single aquifer layer defined in the model. This condi-
tion also implies that our MODFLOW cells are never ‘dry’ (i.e. the simulated
groundwater heads never fall below the aquifer bottom elevation).

2. Sy is defined as the storage coefficient that remains constant in time (ignoring
the fact that there might be a “transition” from a “confined groundwater”
situation to a “phreatic water table” situation, or vice versa). Here we ignore
the presence of confining layer and assume a phreatic groundwater throughout
the simulation.

The main advantage of using this layer type is that it makes the MODFLOW iterative
solver quickly converge throughout the simulation. Moreover, it circumvents the
problem of having to define the aquifer top and bottom elevations, the information
that is not globally available.

Attention is needed to convert the storage coefficient Sy for the variable 30′′ × 30′′

grid-size cells before using them in MODFLOW as MODFLOW normally uses a rect-
angular discretization with appropriate unit lengths (e.g. m). In the MODFLOW
BCF package, the input values of Sy are commonly multiplied by the cell areas to
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create so-called “storage capacities” (SC MF, unit: m2) that are used for the calcu-
lation (see McDonald and Harbaugh, 1988, Chapter 5, pages 5–24 and 5–25). The
MODFLOW groundwater model that we built has the same resolution as the land sur-
face model: 30′′×30′′. It means that our MODFLOW cells, which are not rectangular,
have inappropriate length units and varying surface areas Acell (m2). Given this fact,
we have to modify the input of Sy so that SC MF has correct values and units:

Sy inp = Syact ×
Acell

AMF

(4.1)

where Sy inp is the input supplied to the BCF package of MODFLOW, Syact is the
actual storage coefficient and AMF is the ‘apparent’ MODFLOW cell dimension, which
is 30′′ × 30′′. Using these Sy inp input values, the values of SC MF (internally multiplied
by AMF in the BCF package) are:

SC MF = Sy inp × AMF = Syact ×
Acell

AMF

× AMF (4.2)

= Syact × Acell

Note that the transmissivities KD (m2 day−1) are not modified because the algorithm
in the BCF package of MODFLOW never multiplies KD with the MODFLOW cell
areas. However, to account for the difference between actual cell length and width
(unit: m), an anisotropy factor can be introduced.

Boundary conditions and recharge

No-flow boundaries were assumed at the boundaries surrounding the basin, thus
assuming that topographic and groundwater divides coincide. For the “large lakes”
(see Fig. 1.1 for their locations), we assumed fixed-head boundary conditions, keeping
water levels constant for the entire simulation period. Here we define “large lakes”
by selecting, from the derived surface water body fwat map (see Sect. A.8), only the
lakes that have surface areas at least five times of 30′′×30′′ grid-cell. For each of those
lakes, constant water levels are assumed based on the DEM30′′ of HydroSHEDS.

The monthly time series of groundwater recharge Q23 obtained from the land surface
model of PCR-GLOBWB-MOD were fed to the “Recharge” (RCH) package of MOD-
FLOW. The actual unit of Q23 is m day−1. In the RCH package calculation, the input
values of recharge are multiplied by the MODFLOW cell dimension so that they are
expressed in a volume per unit time (see McDonald and Harbaugh, 1988, Chapter 7),
which is m3 day−1 in our case. Because our MODFLOW cell dimension is 30′′ × 30′′

(AMF), the input of Q23 must be modified as follows:

Q23,inp = Q23,act ×
Acell

AMF

(4.3)

where Q23,inp is the input introduced to the RCH package of MODFLOW and Q23,act

is the actual recharge from the land surface model output (unit: m day−1).
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Channel dimensions and surface water levels

We used the “RIVER” (RIV) and “DRAIN” (DRN) packages of MODFLOW to
accommodate (offline) interaction between groundwater bodies and surface water
networks. This interaction is governed by actual groundwater heads and surface
water levels. The latter can be translated from the monthly discharge Qchn by using
assumed channel properties: the channel width Bchn [L], channel depth Dchn [L],
Manning roughness coefficient n [L−1/3 T], and channel longitudinal slope Sl [−].

Bchn is derived using the formula of Lacey (1930) who postulated that the width of a
natural channel at bankfull flow is proportional to the root of the discharge:

Bchn ≈ Pbkfl = 4.8 × Q0.5
bkfl (4.4)

where Pbkfl (unit: m) and Qbkfl (m3 s−1) are the wetted perimeter and flow at the
bankfull condition, and 4.8 is a factor with unit s0.5 m−0.5 (see Savenije, 2003). In
large natural alluvial rivers, Pbkfl is slightly larger than Bchn. To calculate Qbkfl,
which, as a rule of thumb, occurs on average once every 1.5 yr, we used the monthly
time series of Qchn calculated from the land surface model.

Dchn is derived by combining the Lacey’s formula with Manning’s formula (Manning,
1891) and assuming a rectangular channel shape:

Dchn =

(
n × Q0.5

bkfl

4.8 × Sl0.5

)3/5

(4.5)

By subtractingDchn from DEM30′′ , we may estimate the channel or river bed elevation,
RBOT. However, due to errors in DEM30′′ , a few of pixels may have unrealistic RBOT
elevations. Here we implemented median filters with various window sizes to smooth
the longitudinal profile of RBOT.

Given the channel properties, RBOT, n, Bchn and Sl , the monthly water levels HRIV
can be translated from the monthly discharge Qchn by means of Manning’s formula:

HRIV = RBOT +

(
n × Qchn

Bchn × Sl0.5

)3/5

(4.6)

RBOT and monthly HRIV are used as the input for the RIV package, the principle
of which is:

QRIV =

{
CRDR × (HRIV − h) if h > RBOT
CRDR × (HRIV − RBOT) if h ≤ RBOT

(4.7)

where QRIV [L3 T−1] is the flow between the stream and aquifer, taken as positive if
it is directed into the aquifer, h is the groundwater head, and CRDR [L2 T−1] is the
estimated river conductance:

CRDR =
1

BRES
× Pchn × Lchn (4.8)
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where BRES [T] is the bed resistance (taken as 1 day), Pchn [L] is the channel wetted
perimeter (approximated by Bchn) and Lchn [L] is the channel length (approximated
by the cell diagonal length).

The RIV package is defined only in cells with Bchn≥ 2 m. To simulate smaller drainage
elements, the DRN package is defined for all cells without RIV package:

QDRN =

{
CRDR × (h −DELV) if h > DELV
0 if h ≤ DELV

(4.9)

where QDRN [L3 T−1] is the flow between the drainage network and stream and DELV
is the median drain elevation, which is assumed to be located half meter below the
surface elevation DEM30′′ .

4.3 Sensitivity analysis of aquifer properties

In groundwater modeling, the transmissivity KD and storage coefficient Sy are im-
portant parameters which are also subject to large uncertainty. In this chapter, which
may be considered as our first attempt to model groundwater at a large scale, we did
not perform a full calibration yet. However, we did investigate the sensitivity of the
model outcome to changing aquifer properties. The list of the scenarios that we simu-
lated is given in Table 4.4, in which the reference scenario has KD ref,1 = 100 m2 day−1

and Sy ref,1 = 0.25 for sedimentary basins and KD ref,2 = 25 m2 day−1 and Sy ref,2 = 0.02
for mountainous area class. The others have different aquifer properties. For exam-
ple, the scenario “A02.0 B00.5” has transmissivities 2×KD ref and storage coefficients
0.5×Sy ref .

For the sake of simplicity, we used only one fixed output from the land surface model
for all scenarios. The monthly recharge Q23 and surface water level HRIV time series
fields are the same for all scenarios. To verify the land surface model output, we
first compared the modeled discharge in two stations: Lobith and Borgharen, located
in the downstream parts of Rhine and Meuse, respectively. Note that the baseflow
component of the modeled discharge evaluated here is Qbf from the groundwater
linear reservoir of the land surface model (Eq. (A.27)), not − (QRIV + QDRN) from
the MODFLOW model (Eqs. (4.7) and (4.9)). In other words, although they are by
definition the same, we ignored the discrepancies between the baseflow values of the
land surface and groundwater models.

For each scenario, the simulated groundwater levels or heads hmd are compared to the
piezometer data hdt. We have collected more than 30 000 sets of head time series from
several institutions in the Netherlands, Belgium, France, Germany and Switzerland
and some individual partners. For model evaluation, we selected a subset of over
about 6000 time series which are relatively recent (after 1979) and long records ex-
ceeding five years that contain seasonal variations (i.e there is at least a measurement
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Table 4.4 List of the sensitivity analysis scenarios including their performance indicators
presented in basin-scale average values.

Scenarios KD Sy Rcor QRE7525

A00.5 B00.1 0.5×KD ref 0.1× Syref NA NA
A00.5 B00.2 0.5×KD ref 0.2× Syref NA NA
A00.5 B00.3 0.5×KD ref 0.3× Syref 0.42 254 %
A00.5 B00.5 0.5×KD ref 0.5× Syref 0.40 190 %
A00.5 B01.0 0.5×KD ref 1× Syref 0.36 133 %
A00.5 B02.0 0.5×KD ref 2× Syref 0.33 103 %
A01.0 B00.1 1×KD ref 0.1× Syref NA NA
A01.0 B00.2 1×KD ref 0.2× Syref 0.43 352 %
A01.0 B00.3 1×KD ref 0.3× Syref 0.42 276 %
A01.0 B00.5 1×KD ref 0.5× Syref 0.40 203 %
A01.0 B01.0∗ 1×KD ref 1× Syref 0.36 138 %
A01.0 B02.0 1×KD ref 2× Syref 0.32 103 %
A02.0 B00.1 2×KD ref 0.1× Syref NA NA
A02.0 B00.2 2×KD ref 0.2× Syref 0.43 339 %
A02.0 B00.3 2×KD ref 0.3× Syref 0.42 261 %
A02.0 B00.5 2×KD ref 0.5× Syref 0.40 188 %
A02.0 B01.0 2×KD ref 1× Syref 0.36 128 %
A02.0 B02.0 2×KD ref 2× Syref 0.32 98 %
A05.0 B00.1 5×KD ref 0.1× Syref 0.43 472 %
A05.0 B00.2 5×KD ref 0.2× Syref 0.43 313 %
A05.0 B00.3 5×KD ref 0.3× Syref 0.42 242 %
A05.0 B00.5 5×KD ref 0.5× Syref 0.40 176 %
A05.0 B01.0 5×KD ref 1× Syref 0.36 116 %
A05.0 B02.0 5×KD ref 2× Syref 0.32 89 %
A10.0 B00.1 10×KD ref 0.1× Syref 0.43 437 %
A10.0 B00.2 10×KD ref 0.2× Syref 0.42 291 %
A10.0 B00.3 10×KD ref 0.3× Syref 0.41 222 %
A10.0 B00.5 10×KD ref 0.5× Syref 0.40 160 %
A10.0 B01.0 10×KD ref 1× Syref 0.37 110 %
A10.0 B02.0 10×KD ref 2× Syref 0.33 84 %

∗ The scenario A01.0 B01.0 is the reference scenario.
NA indicates the scenarios that failed to converge, specifically the ones with low KD and low Sy .
KD : aquifer transmissivities; Sy : specific yields or storage coefficients;
Rcor: cross-correlation coefficients between calculated and measured groundwater head time series;
QRE7525: the relative error of inter-quantile range of the calculated head time series (see Eq. 4.10).
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datum for each season: winter, spring, summer and autumn). Moreover, based on the
information from the data suppliers, we only selected the time series belonging to the
top aquifer. Figure 4.5a shows the selected measurement station locations. Note that
for stations located in the same pixel, we did not upscale them to the pixel resolution
because they usually have different time spans. It means that all measurements are
at the point scale, not at the 30′′× 30′′ as the model resolution, and our evaluation is
therefore on the conservative side because of lack of scale adjustment.

To verify the model performance of each scenario, specifically in every measurement
station, we compared and evaluated modeled and observed head time series using sev-
eral measures. First, we calculated the bias between both mean values,

[
h̄md − h̄dt

]
,

and the bias between both median values,
[
hmd

50 − hdt
50

]
. Also, we calculated the cross-

correlation coefficient Rcor between the model results and measurement data. The
latter performance indicator — calculated without considering any lags — evaluates
the timing of modeled time series to measurement time series. Finally, to evaluate the
time series amplitude, we calculated the (relative) inter-quantile range error, QRE7525:

QRE7525 =
IQmd

7525 − IQdt
7525

IQdt
7525

(4.10)

where IQmd
7525 and IQdt

7525 are the inter-quantile ranges of the model result and measure-
ment data time series. While evaluating mean and median biases, cross-correlations
and inter-quantile range errors, we only used dates for which measurement data exist.

With so many observation points used (> 6000 points), we decided to analyze all
performance indicators (biases, cross-correlations and inter-quantile range errors) at
the sub-basin scale. We sub-divided the model areas into several sub-basins, by using
the local drainage direction map. Then, in each sub-basin, we calculated the sub-basin
averages of

∣∣h̄md − h̄dt
∣∣, ∣∣hmd

50 − hdt
50

∣∣, Rcor and |QRE7525|.

4.4 Results

Figure 4.3a and 4.3b show the river discharges calculated by the land surface model
and the measurement data in two locations, in Lobith (downstream of Rhine) and
Borgharen (Meuse), both are in the Netherlands. The figures show that the discharge
can be reasonably simulated by the model, except the summer discharge in Borgharen
which is generally overestimated. This overestimation can be explained by the fact
that our model did not include water extraction in Monsin, located about 25 km
upstream of Borgharen. In Monsin, especially during the summer, some water from
the Meuse River is diverted to sustain the navigation function of the Scheldt River,
which is located outside the Rhine-Meuse basin (de Wit, 2001).

Some examples of comparison of simulated head time series to measurement data are
presented in Fig. 4.3c–4.3g. Here, instead of plotting actual head hmd and hdt values,
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we plotted the model results and measurement data in their anomalies related to their
mean values, h̄md and h̄dt. Note that, while calculating h̄md and h̄dt, we only used the
dates for which measurement data exist. For the examples shown in Fig. 4.3c–4.3g,
we can conclude that the model is able to capture both the timing and the amplitude
of observed heads quite well.

An alternative straightforward way to evaluate the model outcome is by making
scatter-plots between both mean values, h̄dt and h̄md – as shown in Fig. 4.4a, and
between both medians, hdt

50 and hmd
50 – as shown in Fig. 4.4b. From both scatter-plots,

we see that model result average and median values correlate very well to measure-
ment data average and median values. However, these scatter-plots do not provide
information about the spatial distribution of the biases between the model results
and measurement data. Moreover, such scatter-plots are pre-dominantly influenced
to areas with high densities in measurement stations, which are mainly in the lowland
and valley areas of the basins. Also, some data suppliers supplied enormous num-
ber of data, while others supplied only few points (see Fig. 4.5a). Areas with sparse
measurement stations may not be well-represented in the scatter-plots.

Moreover, the scatter-plots in Fig. 4.4 — especially their calculated correlation coeffi-
cients between observed and modeled time series (R = 0.9962) — should be carefully
interpreted because the absolute values of groundwater head time series are strongly
influenced by the surface elevation of the study area (including its range and vari-
ation). Here, analyzing the biases between observed and modeled head time series
is preferred than the scatter-plots of Fig. 4.4. Figure 4.5b shows the sub-basin-scale
mean absolute biases (

∣∣h̄dt − h̄md
∣∣) of the reference scenario A01.0 B01.0. Note that,

due to the uneven station location distribution, we performed the analyses at the
sub-basin scale. From Fig. 4.5b, we observe that there are large biases in some sub-
basins. Explanations for these biases are model structure errors (e.g. only a single
layer aquifer model used and no pumping activities simulated), parameter errors
(e.g. no calibration, only two classes for classifying aquifer and only homogeneous
aquifer properties assigned for each class) and discrepancies in resolutions and eleva-
tion references between the model results and point measurement data. Related to
the elevation references, we acknowledge that we did not do perform any correction
to the DEM of HydroSHEDS used in the model and station elevation information
provided by data suppliers, who most likely do not use the same elevation refer-
ences. This issue may be considered as one of the limitations of the current study.
However, given the nature of a large-scale groundwater model, which covers multiple
basins and countries, we have to accept that it is still difficult to define the same
and consistent elevation reference for the whole model area. Moreover, the accu-
racy of the DEM of HydroSHEDS used, which is the most recent derivation product
of SRTM mission (http://www2.jpl.nasa.gov/srtm/), should be considered limiting
since the target value of the SRTM standard accuracy is 16 m. In MODFLOW, an
accurate DEM is important, particularly because it is needed as the input to define
drainage bed (RBOT and DELV) and surface water level (HRIV) elevations, which
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Figure 4.3 The comparison between measurement data (red) and model output
(black): (a) the discharge in Lobith, located downstream of the Rhine. (b) The discharge in
Borgharen, located downstream of Meuse. (c, d, e, f, and g) Groundwater head anomaly
comparisons based on the reference scenario A01.0 B01.0 at several locations indicated in
Fig. 4.2b. Note that for Figs. 4.3c, d, e, f and g, we plotted the simulated and measuread
groundwater head time series in their anomalies related to their mean values. The mean
and median values of each time series are also given in the graph.

90



  measurement averages (m)

m
o

d
e

l 
a

v
e

ra
g

e
s

 (
m

)

measurement medians (m)

m
o

d
e

l 
m

e
d

ia
n

s
 (

m
)

R = 0.9962 R = 0.9962
a) b)

number of 
stations

Figure 4.4 The scatter-plots comparing between: (a) model result averages vs. measure-
ment data averages; (b) model result median values vs. measurement data median values.

serve as the model boundary conditions by means of the RIV and DRN packages (see
Eqs. (4.6), (4.7), and (4.9)).

Figures 4.6 and 4.7 show the sub-basin scale averages of Rcor, which indicate the
timing punctuality, and |QRE7525|, which indicate the magnitude of amplitude error.
Both figures present results from several scenarios with different aquifer properties
(KD and Sy). We see that mostly the amplitude error |QRE7525| (Fig. 4.7) is sensitive
to different aquifer properties, while the timing agreement Rcor (Fig. 4.6) is less sen-
sitive. The latter may be due to the fact that although we varied KD and Sy for our
MODFLOW groundwater model input, we used the same land surface model output
(the same recharge Q23 and surface water levels HRIV time series) for all scenarios. It
seems that, to achieve better time series timing, we should have extended our sensi-
tivity analysis by also looking at the uncertainty of our land surface model outcome.
The sensitivity of |QRE7525| and the insensitivity of Rcor to the aquifer properties
variation can be observed from Table 4.4, that summarizes the (entire) basin-scale
average values for each scenario. Note that to calculate these basin-scale average
values, we used the surface areas of sub-basins as weight factors. From our sensitivity
analysis, we see that the basin-scale average values of |QRE7525| vary from 80 % to
above 450 %, while the basin-scale average values of Rcor vary only from 0.32 to 0.43.
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Figure 4.6 The sub-basin average of timing agreement indicators, Rcor, for all scenarios.
To distinguish near zero values (white), we use a yellow background. The lower right corner
map is a composite map of the maximum values of all scenarios. Note: some scenarios with
small tranmissivities KD and storage coefficients Sy failed to converge.
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Figure 4.7 The sub-basin average of amplitude error indicators, |QRE7525|, for all scenar-
ios. The lower right corner map is a composite map of the minimum values of all scenarios.
Note: some scenarios with small tranmissivities KD and storage coefficients Sy failed to
converge.
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Figure 4.8 The scatter-plots of two model performance indicators (in (entire) basin-scale
average values) from all scenarios with varying aquifer properties: |QRE7525| (y-axis, in
percentage) and (1−Rcor) (x-axis).

To further explore the results, we plotted the basin scale values of |QRE7525| against
(1−Rcor) in Fig. 4.8. Ideally, a scenario should have both values near zero or its
point in Fig. 4.8 is located near the origin of the axes. From Fig. 4.8, we encounter
that different combinations of KD and Sy values can lead to similar performance of
Rcor. Moreover, we also see a pareto optimal front developing while looking into two
performance indicators at the same time. It implies that the performance indicators,
Rcor and |QRE7525|, behave oppositely, in the sense that, moving through the param-
eter space, a performance indicator improves whereas the other deteriorates. This
condition can be regarded as an inability of the model to reproduce simultaneously
different aspects of observed groundwater heads, which are related to model structural
limitations that should be investigated in the future.

Yet, despite the aforementioned limitations, we can still observe that our groundwater
model can reasonably reproduce the time series of observed groundwater head time
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Figure 4.9 Histograms of maximum values of all maps in Fig. 4.6 (cross correlation Rcor)
and minimum values of all maps in Fig. 4.7 (amplitude error |QRE7525|). Each bar in the
histogram is clustered based on approximate groundwater depths that are calculated by
averaging the 34-yr 1974–2008 average modeled groundwater heads of all scenarios. Note
that, to calculate these average depths, we used only cells with measuring stations.

series. Figure 4.9a and 4.9b shows the histogram of the maximum values of Rcor and
the minimum values of |QRE7525| that are selected from the sub-basin scale values
of all scenarios (from Figs. 4.6 and 4.7). We observed that more than 50 % of sub-
basins have relatively good timing agreements (Rcor > 0.5), and more than 50 % of
sub-basins have relatively small amplitude errors (|QRE7525| < 50 %). They include
not only shallow groundwater areas, but also areas with deep groundwater heads (see
the lower right corners figures of Figs. 4.6 and 4.7). These facts indicate that the
results of our current model are promising.

4.5 Conclusions and discussion

This study shows that it is possible to build a simple and reasonably accurate large-
scale groundwater model by using only global datasets. It suggests a promising
prospect for large-scale groundwater modeling practice, including in data-poor en-
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vironments. Although the model may not be suitable for karstic aquifer areas – for
which MODFLOW is not suitable for modeling groundwater flow – PCR-GLOBWB-
MOD can be applied in several areas that contain large sedimentary basins or pockets,
such as the basins of Nile, Danube, Mekong, Yellow and Ganges-Brahmaputra Rivers.

The promising results of this study open an opportunity to improve common existing
global large-scale hydrological models, such as the original version of PCR-GLOBWB
(van Beek and Bierkens, 2009; van Beek et al., 2011), WASMOD-M (Widén-Nilsson
et al., 2007) and VIC (Liang et al., 1994), which do not have the ability to calculate
spatio-temporal groundwater heads; therefore, do not incorporate any lateral flows in
their groundwater compartments. Although groundwater heads and lateral ground-
water flows may not be important for current common global hydrological models,
which usually have a spatial resolution of 25–50 km, their inclusion is relevant for
future global hydrological models that may have spatial resolutions of down to 1 km
(Wood et al., 2011).

Several authors (Bierkens and van den Hurk, 2007; Fan et al., 2007; Miguez-Macho
et al., 2007; Anyah et al., 2008; Miguez-Macho et al., 2008; Maxwell and Kollet,
2008; Fan and Miguez-Macho, 2011, 2010) have suggested that groundwater lateral
flows can be important for regional climate conditions. For instance, Bierkens and
van den Hurk (2007) have shown that rainfall persistence may be partly explained by
groundwater confluence to discharge zones that remain wet throughout the year to
sustain evaporation for longer periods of time. However, for our study area that has
humid climate and relatively high drainage density, the importance of groundwater
lateral flows to regional climate has to be confirmed. In such areas where rainfall
may be mostly transferred as hillslope and channel flows, groundwater lateral flow or
groundwater confluence to discharge zones may only be important during a long dry
spell. This issue may still not be resolved from our current study, but we argue that
any further investigation about it can be done by using a model such as presented
here.

We realize that there are several weaknesses in the current approach. The most
obvious one is the fact that we do not use a full coupling between the land surface
model and the groundwater model parts. Consequently, the soil moisture of the
upper soil stores calculated by the land surface model, do not interactively correlate
to groundwater heads simulated with the groundwater model (as capillary rise is
ignored). The omission of this interaction makes the groundwater store not have the
ability to sustain soil moisture states and to fulfill evaporation demands (especially
during dry seasons).

We also ignore the fluctuations of water levels in large lakes. Moreover, we disable
the direct and interactive connection between the channel/surface water flows and
groundwater tables. It should be also noted that the current model ignores the fact
that overland flows may occur as the consequence of rising water tables above the land
surface elevation (especially for phreatic aquifer locations). Such overland flow might
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be accommodated by using additional MODFLOW packages (e.g. Restrepo et al.,
1998). However, they are currently irreconcilable with PCR-GLOBWB-MOD in its
current form as the capillary rise from the groundwater store has been disabled. All of
the aforementioned weaknesses must be addressed while building the next generation
of this model that includes full coupling between the land surface model and the
groundwater model parts.

We also acknowledge that the current version of PCR-GLOBWB-MOD is still not
suitable for areas under heavy anthropogenic water extraction as there are no global
datasets on pumping activities that can be meaningfully resolved at the model reso-
lution (30′′× 30′′). As far as we know, Wada et al. (2010) and Wada et al. (2011) are
the only studies that estimated global groundwater abstraction, but at a very coarse
resolution of 30′ × 30′. However, our model is still useful to assess impacts under an
uncertain future climate, such as changing precipitation and temperature. Moreover,
if such datasets of water pumping abstraction rate are provided, they can be readily
incorporated in our model.

In this study, the sensitivity analysis of the groundwater head output is still limited to
the uncertainty of our aquifer properties in the groundwater model, not considering
the uncertainty of the land surface model outcome. In a future study, we may want to
extend the sensitivity analysis by running several scenarios with varying soil properties
of the first and second soil stores (unsaturated zone) to produce several recharge
and surface water level time series and using them to force the groundwater model.
However, considering aforementioned weaknesses discussed previously, this extended
sensitivity analysis may not be meaningful if we do not use the fully coupled model.
In such a fully coupled model, the dynamic feedback between surface water levels
and groundwater heads, and between soil moisture states and groundwater heads are
expected to influence the behaviour of resulting groundwater head time series.

Moreover, for such a fully coupled large-scale model, model evaluation and calibration
can be reasonably done by comparing the model soil moisture states and remote
sensing soil moisture products, such as AMSR-E (e.g. Njoku et al., 2003) and ERS
(Wagner et al., 1999b), which are also available for the entire globe. By doing this,
we anticipate that a large-scale groundwater model may be evaluated and calibrated
without extensive head measurement data that are hardly available in other parts of
the world. Thus, it allows the construction and verification of large-scale groundwater
models in data-poor environments.
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5 The suitability of using ERS
spaceborne soil moisture time
series to calibrate a large-scale
groundwater model

This chapter is based on:
Sutanudjaja, E. H., van Beek, L. P. H., de Jong, S. M., van Geer, F. C.,
Bierkens, M. F. P., Calibrating a large-scale groundwater model using soil mois-
ture and discharge measurements, in preparation for Water Resources Research.

Abstract

We explore the possibility of using remotely-sensed soil moisture data to calibrate the perfor-

mance of a large-scale, physically-based and fully-coupled groundwater-land surface model.

The model used in this study is PCR-GLOBWB-MOD, which has a spatial resolution of 30

arc-second (approximately 1 km at the equator) and operates at a daily basis. We apply a

brute-force calibration procedure by running more than three thousand runs with varying

model parameter values. Results of all runs are evaluated against two in-situ discharge

measurements located near the basin outlets, more than four thousand point-scale ground-

water head observations from piezometers and the European Remote Sensing Soil Water

Index (ERS SWI) time series. The latter, derived from satellite signals, provides spatio-

temporal expressions of the first meter profile soil moisture content at a spatial resolution of

30 arc-minute (approximately 50 km at the equator). Results indicate that ERS SWI time

series can be used for the calibration of upper soil saturated hydraulic conductivities that

determine groundwater recharge. However, discharge measurements should be included

to obtain full calibration of the coupled land surface-groundwater model, specifically to

resolve equifinality problems of fitting soil moisture dynamics and to constrain aquifer

transmissivities and runoff-infiltration partitioning processes. The combined and step-wise

approach using both in-situ discharge observations and remotely-sensed soil moisture data

in model calibration yields a model that is able to fit both discharge and soil moisture rea-

sonably well, as well as predicting groundwater head dynamics with acceptable accuracy.
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5.1 Introduction

The current generation of large-scale hydrological models generally lacks a groundwa-
ter model component simulating lateral groundwater flow. Large-scale groundwater
models are rare partly due to a lack of in-situ groundwater head data required for
their calibration. In the limited areas where they are available, groundwater head
measurements are sparsely located or available over limited spatial extent. Moreover,
ground-based groundwater head observations give only information for a few locations
with limited spatial support (i.e. point scale). Consequently, calibrating large-scale
groundwater models using in-situ groundwater head data is difficult.

The main strength of spaceborne remote sensing observations, which has the ability
to provide spatially and temporally exhaustive maps of earth surface properties, is
their global coverage. Since the last decades, many studies have shown the possibili-
ties of earth observation for hydrological purposes and spaceborne remote sensing has
been increasingly used for mapping hydrological states and fluxes, such as precipita-
tion (e.g. Kummerow et al., 2000), soil moisture (Njoku et al., 2003; Wagner et al.,
1999b), snow cover (Dankers and de Jong, 2004; Immerzeel et al., 2009), land surface
temperature (Wan and Li, 1997) and evaporation (Bastiaanssen et al., 1998a,b; Su,
2002; Mu et al., 2007; Jung et al., 2010). However, their benefits for groundwater
hydrology applications are still limited. Up to now, only the space gravity satellite
Gravity Recovery and Climate Experiment (GRACE, Tapley et al., 2004) from the
National Aeronautics and Space Administration (NASA) has been recognized as a
groundwater assessment tool, specifically to detect groundwater storage changes (e.g.
Rodell et al., 2009). Yet, a major drawback of GRACE is its coarse resolution of 400
km, severely hampering its regional scale application. Nevertheless, Becker (2006)
argues that groundwater behavior may be inferred from remotely-sensed surface ex-
pressions, such as elevation, surface temperature and soil moisture. Indeed, in a recent
application Alkhaier et al. (2012b) suggest that remotely-sensed evaporation and land
surface temperature correlate well with groundwater depth and can be physically con-
nected by means of a soil water and heat flux model (see also Alkhaier et al., 2012a).
Moreover, Chapter 2 of this thesis shows that there is correlation between the time
series of shallow groundwater head dynamics and the time series of the spaceborne
soil moisture product European Remote Sensing Soil Water Index (ERS SWI). In
this chapter, we intend to explore the potential to use remotely-sensed soil moisture
data — having a better spatial resolution (25-50 km) than the GRACE product —
to support groundwater studies (see also Jackson, 2002).

More specifically, the objective of this chapter is to investigate whether the global
coverage soil moisture time series ERS SWI (Wagner et al., 1999b) can be used
to calibrate a large-scale physically-based coupled groundwater-land surface model
called PCR-GLOBWB-MOD (Sutanudjaja et al., 2011, see also Chapter 4). The
underlying idea is that the combination of setting up a coupled groundwater-land
surface model using only globally-available datasets (Chapter 4) and calibrating it
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with globally-available remote sensing data can make large-scale groundwater model-
ing feasible throughout the world. As a test-bed, we used the combined Rhine-Meuse
basin (Sect. 2.2.1 and Fig. 2.2) having a good coverage of ERS SWI, discharge and
ample groundwater head observations. We implemented a brute-force calibration by
running more than three thousand runs with different parameter sets. From these
runs, we evaluated model results and identified the optimal parameter sets that result
in good performance based on two observation types: spaceborne soil moisture-based
ERS SWI time series and in-situ discharge measurements; as well as the combination
of both. We further analyzed the benefits of using each observation in model calibra-
tion by verifying the model results to 4250 point-scale groundwater head observations.

This chapter is organized as follows. The following Sect. 5.2 describes the coupled
groundwater-land surface model used in this study. Subsequently, Sect. 5.3 explains
the brute-force calibration procedure, including the methodology used to evaluate the
model performance and the observation data used. Next, the results are presented
and discussed in Sect. 5.4. Finally, Sect. 5.5 summarizes the findings.

5.2 Model structure: the online coupled groundwater-land
surface model of PCR-GLOBWB-MOD

A detailed description of PCR-GLOBWB-MOD (Sutanudjaja et al., 2011) can be
found in Chapter 4 (and Appendix A). Briefly stated, PCR-GLOBWB-MOD, having
a spatial resolution of 30 arc-second (30′′ × 30′′, approximately equal to 1 km× 1 km
at the equator), is the land surface model PCR-GLOBWB (van Beek and Bierkens,
2009; van Beek et al., 2011) coupled to a MODFLOW (McDonald and Harbaugh,
1988) groundwater model. The land surface model conceptualizes the hydrological
processes above soil surface and in two unsaturated zone soil layers (in which their
storages are symbolized as S1 and S2 [L]), while the groundwater model contains a
groundwater store (S3 [L]) conceptualizing deeper saturated flows (see Fig. 4.1).

This Sect. 5.2 illustrates the main features of the model and reports the modifica-
tions introduced in this Chapter 5. In the previous version of PCR-GLOBWB-MOD
in Chapter 4 — hereafter referred as “PCR-GLOBWB-MODOFF” (with the subscript
OFF indicating ‘offline coupling’), there is still no direct coupling between the land
surface model and groundwater model (since the simulations of both models were
performed separately and sequentially, see Sect. 4.2.1). In PCR-GLOBWB-MODOFF,
there is no interactive coupling between channel/surface water level and groundwater
head dynamics (see Sect 4.5). The water level fluctuations in large lakes are also ig-
nored in PCR-GLOBWB-MODOFF (see Sect. 4.2.3). Moreover, as capillary rise from
the groundwater store is ignored (see Sect. 4.2.2), the groundwater level simulated
in PCR-GLOBWB-MODOFF cannot sustain the soil moisture states of the upper soil
stores and thus cannot fulfill high evaporation demand (during dry condtion). In
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this Chapter 5, we introduce the fully-coupled version of the model — referred as
“PCR-GLOBWB-MODONL” (with the subscript ONL indicating ‘online coupling’)
— described in the following sections.

5.2.1 Activating capillary rises from the groundwater bodies

In the upper stores S1 and S2 (Fig. 4.1), representing the top 30 cm of soil (thickness
Z1 ≤ 30 cm ) and the following 70 cm of soil (Z2 ≤ 70 cm), PCR-GLOBWB-MOD
(hereafter “PCR-GLOBWB-MOD” refers to both “PCR-GLOBWB-MODOFF” and
“PCR-GLOBWB-MODONL”) includes water balance calculation on the daily basis,
a snow module based on the HBV model (Bergström, 1995), an improved sub-grid
saturation variability of the Arno scheme (Todini, 1996; Hagemann and Gates, 2003)
and an interflow module based on Sloan and Moore (1984).

Besides precipitation P [L T−1] and evaporation E [L T−1], important vertical fluxes
in the land surface model are water exchanges between the first and second stores,
Q12 [L T−1], and between the second and groundwater stores, Q23 [L T−1]. Q12 and
Q23 consist of downward percolation fluxes, Q1→2 and Q2→3 [L T−1], and upward
capillary rise fluxes, Q2→1 and Q3→2 [L T−1]. These fluxes are driven by degrees of
saturation of both stores, s [-], calculated either as s1 = S1/SC 1 and s2 = S2/SC 2

(where SC [L] indicates water storage capacities); or s1 = θ1/θsat,1 and s2 = θ2/θsat,2

(where the subscript sat indicates saturation and θ [−] is effective moisture content
defined as θ = S/Z and θsat = SC/Z).

If there is enough water available in S1, percolation rate Q1→2 equals the unsaturated
conductivity, K1(s1) [LT-1]. If s1 is smaller than s2 (s1 < s2), capillary rise occurs
with the amount of Q2→1 = K2(s2)×(1− s1). K(s) is calculated based on (Campbell,
1974): K(s) = Ksat×s2β+3, where β [-] is a parameter in the soil matric suction ψ [L]
function of Clapp and Hornberger (1978): ψ(s) = ψsat × s−β (see Sect. A.4).

In the offline coupled version PCR-GLOBWB-MODOFF, the capillary rise flux from
the groundwater store is neglected (Q3→2 = 0). In this new and online coupled ver-
sion PCR-GLOBWB-MODONL, we activate this flux (Q3→2 ≥ 0). Here, the Gardner-
Eagleson approach (Gardner, 1958; Eagleson, 1978; Soylu et al., 2011) is adopted to
estimate capillary rise as a function of groundwater table position. Given the assump-
tions of a steady state condition with a suction head at the surface is (negatively)
large (i.e. dry soil surface), the maximum capillary rise flux rate, CRmax [LT-1], is
given as:

CRmax = Ksat,2

[
1 +

3

2 + 6/β2

](
|ψsat,2|
Zgw

)2+3/β2

(5.1)

where the index 2 indicates the second soil layer, Zgw [L] is the difference between
surface level (from the digital elevation model) and groundwater head h [L] (calculated
from the MODFLOW groundwater model). Equation 5.1 is used to estimate the

102



maximum Q3→2 and limited by Ksat,2, which is also used if the groundwater is at or
above the surface (Zgw ≤ 0). Moreover, we limit the capillary rise fluxes, Q3→2 and
Q2→1, such that both of them do not result in any of the upper soil storages exceeding
the equilibrium water content, Wequ [L]. The form of this equilibrium soil moisture
profile is given as (Clapp and Hornberger, 1978; Koster et al., 2000):

sequ(z) =

(
ψsat − z
ψsat

)(−1/β)

(5.2)

where sequ [−] is the degree of saturation at a height z above the water table. The
equilibrium soil storage Wequ is determined by integrating sequ(z) from the ground-
water table to the surface level.

5.2.2 Local runoff and surface water routing

The local runoff in each 30 arc-second cell basically consists of three components:
interflow Qsf [LT−1] and direct runoff Qdr [LT−1] (both from the land surface model
part, see Eq. A.13) and A.8), as well as baseflow Qbf [LT−1] (from the groundwater
model part, see Sect. 5.2.3). By multiplying the local runoff with the surface area
of each 30 arc-second cell, the local runoff can be expressed in a water volume per
unit time Qtot [L3T−1] (Eq. A.32). Subsequently, to obtain the channel discharge
Qchn [L3T−1], Qtot from all 30 arc-second cells are first accumulated along the drainage
network. Then, to take account of travel time through channels, the unit hydrograph
method (Soil Conservation Service (SCS), 1972; Sólyom and Tucker, 2004) is used to
route the channel discharge:

Qchn,rt =
N∑
n=0

fn ×Qchn (t− n) (5.3)

where the subscript rt indicates the discharge after routing procedure implemented,
t and (t−n) are the current and previous daily time steps (until N days), and fn [−]
are the weights (

∑
fn = 1) given by considering the time of concentration at the

most distant point of the basin to reach the cell.

For the surface water bodies classified as “large lakes” (see Fig. 1.1 for their locations),
PCR-GLOBWB-MODONL simulates their water level changes. These water level
changes are simulated by assuming fixed surface lake areas and based on water balance
calculation considering not only local precipitation input and open water evaporation
loss, but also water exchange between groundwater bodies and lakes (see Sect. 5.2.3),
incoming inflow from upstream areas of lakes (including from other upstream lakes)
and outflow in lake outlets. The latter is calculated in analogy to a weir formula as
the discharge through a rectangular cross section (Bos, 1989; van Beek and Bierkens,
2009):

QLAK = 1.70× C ×BLAK × [max (0, hLAK − h0)]1.5 ∆t (5.4)
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where QLAK [L3T−1] is the lake outflow, C [L4/3T−1] is a correction factor, hLAK [L]
and h0 [L] are respectively the lake water level and sill elevation of the outlet, and
BLAK [L] is the breadth outlet approximated by the bankfull width formula of Eq. 4.4.
Note that this calculated outlet discharge QLAK is added and routed to the discharge
(Eq. 5.3) of the downstream channels and lakes. Here, for each daily time step,
the routing procedure is performed sequentially and serially — along the drainage
network — from the most upstream pixels and lakes to the most downstream ones.

5.2.3 Groundwater model

The link between the land surface model part of PCR-GLOBWB-MOD — writ-
ten in the PCRaster scripting languange (Wesseling et al., 1996) — and the MOD-
FLOW groundwater model is provided by a PCRaster-MODFLOW extension de-
veloped by Schmitz et al. (2009). Using this extension, a single layer MODFLOW
groundwater model is constructed and forced with the output from the land sur-
face model part of PCR-GLOBWB-MOD, specifically the net groundwater recharge
(Q23 = Q2→3 −Q3→2) and the routed discharge Qchn,rt that is beforehand translated
to surface water levels HRIV [L] (Sect. 4.6). The “recharge” (RCH) package is used to
introduce Q23, while the “river” (RIV) and “drain” (DRN) packages are used to intro-
duce HRIV as the boundary conditions of the MODFLOW model (Eqs. 4.7 and 4.9).
To incorporate the influence of changes of water levels in large lakes (see Fig. 1.1 for
their locations) and quantify water exchange between lakes and groundwater bodies,
the RIV package is used with the assumption of very deep lake bed elevations such
that groundwater heads are always above lake bed levels (h� RBOT, see Eq. 4.7).

The implementation of RIV and DRN packages gives the possibility to quantify flows
between streams and aquifers, symbolized as −(qRIV + qDRN) [LT−1] (with the
negative sign is introduced as MODFLOW uses a positive sign for flows entering the
aquifer). The amount of −(qRIV + qDRN), which depends on the difference between
groundwater head h and surface water level HRIV, is the main component of the
baseflow Qbf , especially for channels in flat sedimentary pockets where groundwater
flow is relatively slow. However, the magnitude of −(qRIV + qDRN) is basically too
small to satisfy the baseflow from mountainous areas, where the main flow sources
often consist of many springs tapping groundwater located higher up in valleys that
are not explicitly resolved at a 30 arc-second resolution. To include this fast baseflow
component, feeding tributaries to main rivers, it is assumed that the groundwater
above the flood plain is drained based on a linear reservoir concept. Hence, the total
baseflow Qbf is expressed as follows:

Qbf = − (qRIV + qDRN) + (J × S3,fpl) (5.5)

where J [T−1] is a recession coefficient based on Kraaijenhoff van de Leur (1958) (see
Eq. A.28). S3,fpl [L] is the groundwater storage above the flood plain calculated as:

S3,fpl = max (0, h−DEMfpl + BUFF)× Sy (5.6)
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where DEMfpl [L] is the assumed flood plain elevation in a cell and BUFF [L] is the
buffer zone (below the flood plain) that can be released as baseflow, while Sy [−] is
the assumed specific yield. The consequence of incorporating this fast-response flow
component — represented by the second term of Eq. 5.6: J × S3,fpl — is that the
water balance of the model must be closed by subtracting this component from the
input of the MODFLOW recharge package, RCHinp [LT−3]:

RCHinp = (Q23 − J × S3,fpl)× Acell (5.7)

where Acell [L2] is the surface area of each 30 arc-second cell.

Note that all states and fluxes are calculated at daily basis, where a time-explicit
scheme is used to solve Eqs. 5.1 to 5.7 with values of h and − (qRIV + qDRN) from
the previous day.

5.3 Brute-force model calibration

5.3.1 General calibration strategy

We implemented a brute-force calibration procedure by first simulating a large num-
ber of runs with different parameter values (explained in Sect. 5.3.2). Using various
observations and objective functions (defined in Sect. 5.3.3), we evaluated and com-
pared the model fits or performances of 3045 runs. The “best fit” or “optimal”
parameter sets were then identified as the “calibrated” parameter sets. As discharge
data are traditionally used to calibrate hydrological models, we first identified the
calibrated parameter sets based on discharge time series. For all 3045 runs, we also
checked the model fits with the remotely-sensed ERS SWI soil moisture time series.
The runs with optimal or calibrated parameter sets based on ERS SWI time series
were thus also identified.

While evaluating the model performance of all 3045 runs, we analyzed how well
unique parameter sets can be identified by inspecting the objective function behav-
iors — based on observed discharge and SWI data — and their parameter spaces. By
combining the analyses based on discharge and soil moisture, we then performed a
step-wise calibration procedure to identify the parameter sets that are able to simul-
taneously reproduce observed discharge and SWI time series (see further explanation
in Sect. 5.4.3).

Subsequently, we compared the runs with the calibrated parameter sets based on ob-
served discharge, SWI and the combination of both of them. To this end, we validated
or verified the modeled groundwater head time series of each calibration scenario to
the observed groundwater head time series. This verification is intended to investi-
gate whether each observation type (i.e. discharge and SWI) and the combination (of
both) could be used to calibrate the groundwater part of the coupled model.
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5.3.2 Model parameters and runs

We performed the brute-force calibration procedure by simulating more than three
thousand model runs with different parameter values of minimum (local) soil wa-
ter capacities Wmin [L], upper soil saturated conductivities Ksat,1 and Ksat,2 [LT−1]
and aquifer transmissivities KD [L2T−1]. The latter is a MODFLOW groundwater
model parameter that also governs the value of the linear recession coefficient J (see
Eqs. 5.5 and A.28). The parameters Ksat,1 and Ksat,2 are defined in the land surface
model part of PCR-GLOBWB and mainly control direct runoff (Qdr) and interflow
(Qsf) magnitudes and water exchange fluxes between the upper soil stores Q12 and
groundwater stores Q23 (see Fig. 4.1, and Sect. 5.2.1 and Appendix A, especially
Sects. A.3 to A.5). The parameter Wmin, which is used in the improved Arno scheme
conceptualization (Todini, 1996; Hagemann and Gates, 2003; van Beek and Bierkens,
2009), controls the partitioning of rainfall into direct runoff and infiltration to the
soil (see Eq. A.8). For Wmin = 0 (assumed in PCR-GLOBWB-MODOFF, see Ta-
bles 4.1 and 4.3), direct runoff always occurs after each rainfall event. If Wmin > 0,
no direct runoff occurs as long as the total upper soil storages do not exceed Wmin.

We started this brute-force calibration procedure by defining the REFERENCE run.
Figures 5.1a, 5.1b and 5.2c respectively show the spatially-distributed values of pa-
rameters Ksat,1, Ksat,2 and KD used in this REFERENCE run, for which Wmin = 0
is uniformly introduced within the study area. The values of Ksat,1, Ksat,2, KD and
Wmin used in the REFERENCE run, as well as the values of the other model param-
eters (i.e. snow module parameters, soil thicknesses, etc.), were generally adopted
from the values used in Chapter 4 (Table 4.1) — except the aquifer transmissivities
KD and specific yields Sy that are given in Table 5.1. The values of KD are adopted
from Gleeson et al. (2011) who attributed the global lithological map of Dürr et al.
(2005) with the geometric mean permeability of each lithology class in the map. The
lithological map used is given in Fig. 2.1c. Note that compared with the original map
of Dürr et al. (2005), we simplified the number of classes into five and performed a
series of corrections to include sedimentary pockets in narrow rivers and to correct
the position of large aquifer bodies (see Sect. 4.2.3). For the values of Sy in Table 5.1,
which are also spatially-distributed and based on the lithological map in Fig. 2.1c,
we refer to Freeze and Cherry (1979).

Table 5.2 lists the pre-factors used to vary KD , Ksat,1 and Ksat,2 and Wmin and defined
in more than three thousand model runs. All pre-factors refer to the REFERENCE
parameter set (i.e. fW = 0, fK = 0 and fKD = 0, used for the REFERENCE run). In
total, there are 3045 parameter sets. Note that to limit the number of runs, we fixed
the other model parameters (i.e. aquifer specific yield Sy , soil thicknesses Z, etc.).
Moreover, to vary the parameter values of one run over the others, we used only three
non-spatially distributed pre-factors (uniformly introduced within the study area),
fW , fK and fKD , listed in Table 5.2.
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Table 5.1 The aquifer parameter values used in the reference run.

Lithology/aquifer class Transmissivity KD [m2/day] Specific yield [−]

Non-consolidated sediments 533.52 0.25
Carbonate sedimentary rocks 67.17 0.10
Volcanic rocks 13.40 0.05
Crystalline rocks 0.50 0.02
Siliciclastic sedimentary rocks 13.40 0.05

Table 5.2 The parameter values used in the brute-foce calibration

Pre-factors Parameter values Number of
discrete

values

fW ∈ {0, 0.25, 0.5, 0.75, 1} Wmin = fW ×Wmax = fW × (SC 1 + SC 2) 5
fKD ∈ {−2.5,−2.25,−2, ..., 0, ..., 2, 2.25, 2.5} log (KD) = fKD + log (KD ref) 21
fK ∈ {−3.5,−3.25,−3, ..., 0, ..., 3, 3.25, 3.5} log (Ksat,1) = fK + log (Ksat,1,ref) 29

log (Ksat,2) = fK + log (Ksat,2,ref)

Total number of scenarios: 3045

The subscript ref indicates the REFERENCE run with the parameters Wmin = 0, KD = KD ref (Fig. 5.2a), and
Ksat,1 = Ksat,1,ref and Ksat,2 = Ksat,2,ref (Figs. 5.1a and b.)

The pre-factor fW is used to vary Wmin based on the following expression:

Wmin = fW ×Wmax = fW × (SC 1 + SC 2) (5.8)

where Wmax is the total storage capacities of both soil layers (SC 1 + SC 2). Because
Wmax is a spatially-variable field, as illustrated in Fig. 5.1c, the field of Wmin in all
3045 parameter sets are always spatially variable, except for fW = 0.

The pre-factor fK is used to vary simultaneously Ksat,1 and Ksat,2 in the following
expressions:

log (Ksat,1) = fK + log (Ksat,1,ref) (5.9)

log (Ksat,2) = fK + log (Ksat,2,ref) (5.10)

with the subscript ref indicating the fields used in reference run (Fig. 5.1). In each
parameter set, Eqs. 5.9 and 5.10 imply that both soil layers have the same fK . How-
ever, because the reference values of Ksat,1,ref and Ksat,2,ref are not the same (see
Figs. 5.1a and b), the resulting fields of Ksat,1 and Ksat,2 are not the same. Given the
spatially variable fields of Ksat,1,ref and Ksat,2,ref , the fields of Ksat,1 and Ksat,2 for all
runs are always spatially variable.
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The pre-factor fKD is used to vary KD :

log (KD) = max [log(KDmin), fKD + log (KD ref)] (5.11)

where KDmin is the minimum aquifer transmissivity (taken as 0.05 m2/day) that
can be defined in a parameter set and assumed such that the convergence in the
MODFLOW calculation is guaranteed. Equation 5.11 implies that, given the spatially
variable field of KD ref , the field of KD for all runs are always spatially variable.

For the study presented in this Chapter 5, the simulations of PCRGLOBWB-MODONL

were performed for the period 1992-2000. This period is much shorter than the
PCRGLOBWB-MODOFF simulation in Chapter 4 (1965-2008, see Sects. 4.2.3), as
PCRGLOBWB-MODONL requires much more expensive computation time. This is
mainly due to the fact that the MODFLOW simulation for PCRGLOBWB-MODONL

is done at a daily basis, while the MODFLOW calculation for the previous version
PCRGLOBWB-MODOFF in Chapter 4 was done at a weekly basis. Using a single PC
with AMD Athlon Dual Core Processor 5200 + 2.71 GHz 2GB RAM, a simulation of
a single run of PCRGLOBWB-MODONL (for the period 1992-2000) takes about 60 h
(apart from the requirement to simulate 3045 runs). To tackle this large computation
time, we used the LISA Compute Cluster from the SARA Computing and Network-
ing Services (http://www.sara.nl/) to simulate all 3045 runs. Note that although the
simulations of PCRGLOBWB-MODONL in this study were performed for the period
1992-2000, we used only the period 1995-2000 to evaluate the simulation results, as
the period 1992-1994 was used as the spin-up period. In the following we describe
the observation data and objective functions used for evaluating the model result of
each of 3045 run.

5.3.3 Model evaluation criteria

Using discharge measurement time series

The modeled discharge time series, Qmod (i.e. the routed channel discharge Qchn,rt

in Eq. 5.3), were evaluated to the observed discharge time series, Qobs, at two down-
stream locations: Lobith (Rhine) and Borgharen (Meuse). In both location, we
determined the Nash and Sutcliffe (1970) efficiency coefficients NSeff :

NSeff = 1−
∑

(Qobs,t −Qmod,t)
2∑(

Qobs,t −Qobs

)2 (5.12)

with Qobs indicating the average of observed time series and t indicating the time
index. The evaluation of discharge performance was performed at a daily resolution.
Because our model simulations did not include water extraction from the river, biases
between simulated and observed discharge time series might be expected (see Sect. 4.4
discussing surface water extraction in Monsin, located about 25 km upstream of
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Borgharen). Hence, we also calculated the discharge efficiency coefficients NSano by
beforehand removing the biases between two times series:

NSano = 1−
∑(

(Qobs,t −Qobs)− (Qmod,t −Qmod)
)2∑(

Qobs,t −Qobs

)2 (5.13)

with Qmod indicating the average of modeled time series.

Using ERS Soil Water Index

The European Remote Sensing Soil Water Index (ERS SWI) fields provide the spatio-
temporal profile soil moisture content in the first meter of soil. Wagner et al. (1999b)
derived the ERS SWI time series from the ERS Surface Soil Moisture (SSM) time
series, which are retrieved 3-4 times per week from the ERS scatterometers (see
Sect. 2.2.2). By employing an exponential low-pass filter to SSM time series, SWI
time series were derived and provided in the relative units (0-100%). SWI time series
are available at 25-50 km and 10 day resolution. For this study, we resampled them
to 30 arc-minute (approximately 50 km at the equator) and monthly resolution. This
resampling is necessary in order to reduce the number of missing SWI values that
usually occur during the winter (see Fig. 2.2c).

For evaluating model performance in terms of soil moisture dynamics, we compared
the time series of the modeled saturation degree of the (entire) upper soil stores of
PCRGLOBWB-MODONL to ERS SWI. The saturation degree from the model, pre-
sented in the relative unit (0-100%), is calculated as s12 = (S1 + S2) / (SC1 + SC2).
Comparisons were done at 30 arc-minute and monthly resolution.

As a measure of model performance, we considered the cross correlation coefficient —
symbolized as ρSM — between the ERS SWI and s12 time series. We also evaluated the
mean absolute error of modeled soil moisture time series. However, due to the uncer-
tainty and discrepancy between the reference values of remotely-sensed SWI (assumed
to vary between wilting level and field capacity conditions based on the documenta-
tion in http://www.ipf.tuwien.ac.at/radar/index.php?go=ascat) and simulated s12

(ranging from zero to full saturation conditions), the cumulative distribution func-
tion (cdf) matching technique (see e.g. Liu et al., 2011) was implemented in order
to rescale s12 against SWI time series. Using this technique, which is also a way to
remove the bias between both time series, we rescaled the actual values s12 to the
scaled (“corrected”) values s

′
12 [−] such that the cdf curves of s

′
12 and SWI match:

cdf
(
s
′

12

)
= cdf (SWI) (5.14)

To implement the principle in Eq. 5.14, we first derived the empirical cumulative dis-
tribution function of s12 time series, ecdf (s12). Next, corresponding to the calculated
probabilities in ecdf (s12), we produced the sample quantiles of SWI time series which
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were further assumed as the scaled or “corrected” time series s
′
12. Subsequently, for

each model run, we evaluated the mean absolute error between s
′
12 and SWI time

series — symbolized as MAESM−CDF. The correlation coefficient between s
′
12 and

SWI time series — symbolized as ρSM−CDF — was also calculated as another metric
of each model run performance.

Using groundwater head measurement time series

The modeled and observed groundwater head time series were compared in 4250 sta-
tions at monthly resolution. We only used and evaluated the time series that consist
of at least 50 monthly values in the period 1995-2000. In each station, we calculated
the correlation coefficient between the monthly modeled and observed time series —
symbolized as ρHEAD. Also, we calculated the mean absolute error of predicted time
series. Note, as discussed in Sect. 4.4, biases between modeled and observed ground-
water head time series are expected, especially due to the discrepancies in resolution
and elevation references of 30 arc-second resolution model results and point-scale
measurement data. Hence, to evaluate the error of predicted groundwater head time
series, we preferred to calculate the mean absolute error MAEano using the anomaly
time series of the modeled and observed groundwater head time series.

Combining ρHEAD and MAEano, we also calculated the following objective function to
evaluate the performance of simulated groundwater head time series, HP:

HP =
MAEano

1 + ρHEAD

(5.15)

Equation 5.15 suggests that a low correlation between simulated and measured ground-
water head time series (ρHEAD) will penalize the prediction error (MAEano). HP will
approach zero (i.e. HP → 0) for a perfect fit between simulated and measured time
series (MAEano → 0) and become very large (HP→∞) for a perfect negative corre-
lation between simulated and measured time series (ρHEAD → −1).

5.4 Results and discussion

This Sect. 5.4 discusses the results of all model runs performed in this study. In
Sect. 5.4.1, the results of 3045 runs are analyzed based on discharge observations.
Sect. 5.4.2 presents the evaluation of the model results based on ERS SWI time
series. Next, based on the analyses in Sects. 5.4.1 and 5.4.2, calibration scenarios are
defined in Sect. 5.4.3. Subsequently, the results of all calibration scenarios are verified
to 4250 observed groundwater head time series and discussed in Sect. 5.4.4.
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Figure 5.3 Pre-factor spaces corresponding to Rhine (Lobith) daily discharge efficient co-
efficients NSeff indicated by areas of circles (see text for more explanation). Note that the
subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW in
h) that gives the highest performance in a pre-factor space of the other two pre-factors (i.e.
fK and fKD in f, fK and fW in g and fW and fKD in h.
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Figure 5.4 Pre-factor spaces corresponding to Meuse (Borgharen) daily discharge efficient
coefficients NSeff indicated by areas of circles (see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that gives the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h.
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5.4.1 Model evaluation using in-situ daily discharge measurement time series

To summarize the results of all 3045 runs, Fig. 5.3 presents the “pre-factor spaces”
(or commonly known as “parameter spaces”) corresponding to daily discharge effi-
cient coefficients NSeff at Lobith (Rhine basin). The magnitudes of NSeff — indicated
by the areas/sizes of the circles — are plotted for all combinations of pre-factors.
Figures 5.3a, b, c, d and e show NSeff for all combinations fK and fKD, with fW = 0
(a), fW = 0.25 (b), fW = 0.5 (c), fW = 0.75 (d) and fW = 1 (e), respectively. Com-
paring those five plots, we observe that good discharge performance can be obtained
only if high values of fW are used (fW ≥ 0.75). Besides high values of fW , from
Fig. 5.3d (fW = 0.75) and Fig. 5.3d (fW = 1), we find that high values of fW and low
values of fKD are needed to provide good discharge performance. Fig. 5.3f presents
the maximum values of NSeff , which are the composite of all combinations of fK and
fKD in Fig. 5.3a to e. Similarly to Fig. 5.3f, we present the pre-factor spaces of fK and
fW in Fig. 5.3g and the pre-factor spaces of fW and fKD in Fig. 5.3h. Note that the
subscript opt in Figs. 5.3f, g and h indicates a pre-factor value (i.e. fW in Fig. 5.3f,
fKD in Fig. 5.3g and fW in Fig. 5.3h) that give the highest NSeff in a pre-factor space
of the other two pre-factors (i.e. fK and fKD in Fig. 5.3f, fK and fW in Fig. 5.3g
and fW and fKD in Fig. 5.3h). From Figs. 5.3f, g and h, it is clear that that the
combinations of high values of fW , high values of fK and low values of fKD provide
good discharge performance.

For the discharge performance at Borgharen (Meuse basin), a similar presentation
(as in Fig. 5.3 and explained in the previous paragraph) is given in Fig. 5.4. From
Fig. 5.4, it is also evident that combinations of high fW , high fK and low fKD again
result in good discharge performance. Therefore, for both Rhine and Meuse basins,
we can conclude that combinations of high local minimum soil capacities Wmin, high
upper soil saturated conductivities Ksat and low aquifer transmissivities KD generally
yield good fits of modeled to observed discharge time series. With a combination of
high Ksat and Wmin, excess precipitation (after interception) tends to first infiltrate
into the soil and the flow to river as sub-surface flow components (i.e. interflow
Qsf and baseflow Qbf), as expected in a humid temperate zones (see e.g. Savenije,
2010), including in our study area. In other words, this suggests the importance of
preferential flow (in the study area), which is not incorporated in PCR-GLOBWB-
MOD and a subject for its future development. As the current PCR-GLOBWB-
MOD model structure only includes soil matrix flow (mainly based on Campbell,
1974; Clapp and Hornberger, 1978), high values of Ksat are needed to simulate such
preferential flow mechanism.

The pre-factor spaces can also be represented by two-dimensional scatter-plots be-
tween pre-factors (given in x-axis) and model performance indicators (y-axis), as
plotted in Fig. 5.5a for the Rhine basin and in Fig. 5.5b for the Meuse basin. In these
scatter-plots, the pre-factors fW , fK and fKD are presented against NSeff (calculated
using original daily discharge time series, see Eq. 5.12) and NSano (calculated using
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Figure 5.5 Scatter-plots of model performance indicators NSeff and NSano (y-axes) based
on the daily discharge observations in Lobith, Rhine basin (a) and Borgharen, Meuse basin
(b) vs. pre-factors fW , fK and fKD (x-axes). Note that colors and dot shapes indicate
different values of fW (see the plot on the right upper corner).
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time series of daily discharge anomalies, see Eq. 5.13). For the Rhine basin (Fig. 5.5a),
we find that the scatter-plots for NSeff are generally similar as the scatter-plots for
NSano. However, for the Meuse basin (Fig. 5.5a), the values of NSano are higher than
the values of NSeff . This confirms the bias (between simulated and observed time
series) that is attributable to surface water extraction (as mentioned in Sect. 5.3.3).

From all scatter-plots in Figs. 5.5a and b, as well as from the parameter spaces
in Figs. 5.3 and 5.4, all pre-factors are identifiable. We can distinguish parameter
ranges leading to better and worse performance, as well as their global optima. For
the Rhine basin, the optimal discharge performance is obtained for the parameter set
fW = 0.75, fK = 1.5 and fKD = −1.5. The run with this parameter set can reproduce
the observed discharge time series reasonably well, as illustrated in Fig. 5.6a (at
monthly resolution: NSeff = 0.76 and NSano = 0.77) and Fig. 5.6b (at daily resolution:
NSeff = 0.62 and NSano = 0.63), except the fact that some extreme peaks cannot
properly be simulated. This lack of fit is most likely due to errors in the input forcing
data and other parameters, such as snow module and soil thickness parameters which
were not calibrated. For the Meuse basin, the optimal parameter set is a combination
of fW = 0.75, fK = 3 and fKD = −0.75. The modeled discharge time series at
Borgharen of this run, illustrated in Fig. 5.6c (monthly resolution, NSeff = 0.72 and
NSano = 0.88) and Fig. 5.6d (daily resolution, NSeff = 0.66 and NSano = 0.77),
indicate a reasonably good performance. As expected, its major drawback is the fact
that the low flow events during summer months cannot be properly simulated as the
model simulation did not incorporate water extraction from the river (see Sect. 5.3.3).

5.4.2 Model evaluation using ERS Soil Water Index time series

Evaluation for pixels located in the Dutch and Flemish lowlands

Figure 5.7 shows the scatter-plots between the pre-factors used (x-axes: fW , fK
and fKD) and soil moisture performance indicators (y-axes: objective functions ρSM,
ρSM−CDF and MAESM−CDF) for pixel 21 (half arc-degree resolution), located in a low
lying area (see Fig. 2.2 for the location). For all objective functions ρSM, ρSM−CDF

and MAESM−CDF in Fig. 5.7, we observe that the pre-factors fW and fKD are not
identifiable. Hence, it is difficult to calibrate the parameters Wmin and KD if we rely
only on ERS SWI time series. In Fig. 5.7, the pre-factor fK is better identifiable. It
indicates the possibilities to use SWI time series to calibrate the upper soil hydraulic
conductivities Ksat and thus indirectly tune groundwater recharge Q23 (see Sect. 5.2).
We can distinguish parameter ranges leading to good and poor performance from the
point of view of their simulated soil moisture dynamics.

However, although fK can be identified somewhat better, it remains weakly identifi-
able because there are two distinct local optima (i.e. maxima for ρSM and ρSM−CDF,
and minima for MAESM−CDF) observed in Fig. 5.7. From all scatter-plots between the
pre-factor fK and objective functions ρSM, ρSM−CDF and MAESM−CDF (in Fig. 5.7),
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we find that there are two local optima: located at around fK = −2 (considered as
“global optimum”) and at around fK = 2.75 (considered as “local optimum”).

Similar to Figs. 5.3 and 5.4 for discharge, Fig. 5.8 shows the pre-factor spaces cor-
responding to the magnitudes of ρSM (indicated by circles areas) for pixel 21. From
Fig. 5.8, it is evident that fW and fKD are not identifiable and there are multiple op-
tima for fK . The occurrence of multiple optima of fK indicates that the estimation
of pre-factor fK is not trivial if we rely only on ERS SWI for model calibration.

The above-mentioned phenomena found for pixel 21 are exemplary for the other pixels
located in low-lying and flat regions, i.e. sedimentary basin areas and having shallow
groundwater tables (see Figs. 2.1b and 2.2a), particularly in the Dutch and Flemish
lowlands). As illustration for other pixels located in this region, Fig. 5.9a and Fig. 5.9b
present the scatter-plots between the objective functions (i.e. ρSM, ρSM−CDF and
MAESM−CDF) and pre-factor fK for pixels 25 and 39, respectively. These scatter-
plots are quite similar with the ones for pixel 21 presented in Fig. 5.7, in which there
are two optima observed. Note that pre-factors fW and fKD are not identifiable for
pixels 25 and 39, as well as for the other pixels in the entire study area (like the case
for pixel 21, illustrated in Figs. 5.7 and 5.8). Therefore, for the sake of simplicity, the
scatter-plots of fW and fKD for the other pixels (besides pixel 21) are not presented.

Evaluation for pixels located in the Upper Rhine Graben

The Upper Rhine Graben is an intermediate sedimentary basin region between the
Dutch lowlands and mountainous areas of Rhine basin (see Sect. 2.2.1 and Fig. 2.1).
For the pixels located in the Upper Rhine Graben, we refer to Fig. 5.9c and Fig. 5.9d,
showing the scatter-plots between the objective functions (i.e. ρSM, ρSM−CDF and
MAESM−CDF) and pre-factor fK for pixels 95 and 112, respectively. These plots show
that the pre-factors fK are somewhat less identifiable compared to the ones for pixels
21, 25 and 39 (Figs. 5.7, 5.9a and 5.9b). This fact is also illustrated in the pre-factor
spaces of pixel 95 in Fig. 5.10 showing that it is difficult to identify the optimal fK .
The difficulty in identifying the optimal fK for such pixels is most likely caused by the
spatial heterogeneity of their landscape properties. As illustrated in the elevation and
groundwater head maps in Figs. 2.1a and b, most of the pixels located in the Upper
Rhine Graben (see Fig. 2.2b for the pixel locations) are mixtures of sedimentary basin
(with shallow groundwater) and mountainous areas (with deep groundwater).

Evaluation for pixels located in mountainous areas

To represent pixels located in mountainous areas (see Fig. 2.1b), we present the pre-
factor spaces (corresponding to the objective function ρSM) for pixel 91 in Fig. 5.11,
pixel 97 in Fig. 5.12 and pixel 117 in Fig. 5.13. Their scatter-plots for pre-factor
fK are presented in Fig. 5.14a (pixel 91), Fig. 5.14b (pixel 97) and Fig. 5.14c (pixel
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Figure 5.7 Scatter-plots of soil moisture performance indicators ρSM, ρSM−CDF and
MAESM−CDF vs. pre-factors fW , fK and fKD for pixel 21 (see Fig. 2.2b for the pixel
location). Note that colors and dot shapes indicate different values of fW (see the plot on
the right upper corner).
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Figure 5.8 Pre-factor spaces corresponding to ρSM — indicated by areas of circles — for
pixel 21 (see Fig. 2.2b for the pixel location and see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that give the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h).
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Figure 5.9 Scatter-plots of soil moisture performance indicators vs. pre-factor fK for pixels
25, 39, 95 and 112 (see Fig. 2.2b for the pixel locations). Note that colors and dot shapes
indicate different values of fW , as indicated in Fig. 5.7.
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Figure 5.10 Pre-factor spaces corresponding to ρSM — indicated by areas of circles — for
pixel 95 (see Fig. 2.2b for the pixel location and see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that give the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h).
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Figure 5.11 Pre-factor spaces corresponding to ρSM — indicated by areas of circles — for
pixel 91 (see Fig. 2.2b for the pixel location and see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that give the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h).
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Figure 5.12 Pre-factor spaces corresponding to ρSM — indicated by areas of circles — for
pixel 97 (see Fig. 2.2b for the pixel location and see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that give the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h).
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Figure 5.13 Pre-factor spaces corresponding to ρSM — indicated by areas of circles — for
pixel 117 (see Fig. 2.2b for the pixel location and see text for more explanation). Note that
the subscript opt in f, g and h indicates a pre-factor value (i.e. fW in f, fKD in g and fW
in h) that give the highest performance in a pre-factor space of the other two pre-factors
(i.e. fK and fKD in f, fK and fW in g and fW and fKD in h).
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Figure 5.14 Scatter-plots of soil moisture performance indicators vs. pre-factor fK for
pixels 91, 97, 117 and 197 (see Fig. 2.2b for the pixel locations). Note that colors and dot
shapes indicate different values of fW , as indicated in Fig. 5.7.
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117). For both pixels 91 and 97, we find that the pre-factors fW and fKD are not
identifiable, as illustrated in Figs. 5.11h and 5.12h . In term of fK , we find that the
pre-factors fK are identifiable for low fW values (fW ≤ 0.5, see Figs. 5.11a to c and
Figs. 5.12a to c). Yet, as pre-factors fW are increased (fW > 0.5), the pre-factors fK
become less identifiable (Figs. 5.11d and e and Figs. 5.12d and e). Based on these
facts, we consider that the pre-factors fK are not identifiable (see also Figs. 5.11f to h
and Figs. 5.12f to h). Note that as indicated in Fig. 5.11g and Fig. 5.12g, we find a
mutual dependence between increasing fK and increasing fW in order to maintain high
ρSM. This suggests that there are multiple solutions leading to an equal performance.
This equifinality is also clear from the scatter-plots in Fig. 5.14a and Fig. 5.14b.

From the pre-factor space of ρSM in Fig. 5.13, the pre-factor fK for pixel 117 is
relatively identifiable, particularly for low fW (fW ≤ 0.5 (see Figs. 5.12a, b and c, and
Figs. 5.13f, g and h). However, the values of ρSM are considerably low (ρSM < 0.65),
indicating the problem in matching simulated soil moisture dynamics to ERS SWI
time series. This low performance is most likely due to errors in the remote sensing
data. It is known that scatterometer signals from mountainous regions often contain
artefacts (Wagner, 1998; Wagner et al., 1999a) and therefore consequently affect the
accuracy of SWI time series. As another example, the scatter-plots of pixel 197 (also
in a mountainous region) in Fig. 5.14d show even worse performance (ρSM < 0.35).

Following all above-mentioned analyses, we conclude that it is difficult to find optimal
pre-factor sets for pixels located in mountainous areas. This indicates the limitation
of using SWI series for the model calibration in mountainous areas.

Study area-averages of soil moisture performance indicators

We also calculated the study area-averages of performance indicators ρSM, ρSM−CDF

and MAESM−CDF. These average values, calculated for all 3045 runs, are given in the
scatter-plots in Fig. 5.15. Note that to calculate these averages, we used the surface
area of each half arc-degree pixel as the weight factor. From Fig. 5.15, it is evident
that that the pre-factors fW and fKD are not identifiable, while the pre-factor fK is
relatively identifiable. Yet, as indicated by the maximum values of ρSM and ρSM−CDF,
we observe relatively weak performance (ρSM < 0.65 and ρSM−CDF < 0.65). This low
performance is not surprising because the study area is dominated by mountainous
areas (see Fig. 2.1), where ERS SWI time series most-likely contain artefacts.

5.4.3 Defining calibration scenarios (developed based on Sects. 5.4.1
and 5.4.2)

As mentioned in Sect. 5.3.3, this study aims to investigate the value of using various
observations types for calibrating the coupled groundwater-land surface model PCR-
GLOBWB-MOD. Using the results discussed in Sects. 5.4.1 and 5.4.2, we define
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Figure 5.15 Scatter-plots of soil moisture performance indicators (ρSM, ρSM−CDF and
MAESM−CDF) calculated using study area-average values vs. pre-factors fW , fK and fKD

(see text for explanation). Note that colors and dot shapes indicate different values of fW
(see the plot on the right upper corner).
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four calibration scenarios namely RM-DISCHARGE, SM-RM-BASIN, SM-PIXEL
and SM-DISCHARGE. In this Sect. 5.4.3, we describe the procedure to describe
each scenario. In Sect. 5.4.4, we further verify the performance of each calibration
scenario with groundwater head observations.

The first one, RM-DISCHARGE, is the scenario for which the coupled model is cali-
brated using daily discharge measurements. For this scenario, we combined two best
runs (selected from 3045 runs) based on measurements in Lobith and Borgharen (see
Sect. 5.4.1). More specifically, we made a new model run in which the combination
of fW = 0.75, fK = 1.5 and fKD = −1.5 (which gives the highest NSeff and NSano in
Fig. 5.5a) was assigned for the area belonging to Rhine basin and the combination of
fW = 0.75, fK = 3 and fKD = −0.75 (which provides the highest NSeff and NSano in
Fig. 5.5b) was assigned for the Meuse basin. Using this combined pre-factor set, we
simulated a new model run RM-DISCHARGE that provides simulated discharge time
series with efficiency coefficients as good as obtained by the two best runs (based on
discharge data) discussed in Sect. 5.4.1 and presented in Fig. 5.6 (NSeff = 0.62 and
NSano = 0.63 for the discharge at Lobith and NSeff = 0.66 and NSano = 0.77 for the
discharge at Borgharen).

The second and third scenarios, SM-RM-BASIN and SM-PIXEL, are the scenarios
calibrated on ERS SWI time series. The procedure of defining the SM-RM-BASIN
and SM-PIXEL scenarios is based on the expectation: a “global optimum” pre-
factor set — identified during model evaluation to ERS SWI time series (discussed
in Sect. 5.4.2) — will lead the model to provide well-simulated groundwater head dy-
namics. Here, we identified one single run (selected from 3045 runs) resulting in the
highest ρSM. Note that we decided to use only ρSM because we observe that there are
significant correlations among the objective functions ρSM, ρSM−CDF and MAESM−CDF,
as illustrated in Fig. 5.16 (see also the similarities observed in the scatter-plots pre-
sented in Figs. 5.7, 5.9, 5.14 and 5.15). Hence, it is sufficient to analyze one of the
objective functions for identifying the “best” run with the best soil moisture fit.

For identifying the SM-RM-BASIN scenario, we used the study area-average value
of ρSM, specifically to identify the “best” run with the highest ρSM from the scatter-
plots in Fig. 5.15. Unfortunately, the SM-RM-BASIN scenario results in low discharge
performance, with NSeff = 0.01 and NSano = 0.04 for the daily discharge simulation
at Lobith and NSeff = 0.13 and NSano = 0.25 for the daily discharge simulation
at Borgharen. This fact indicates that following a global optimum of soil moisture
performance does not necessarily lead to good discharge performance.

For identifying SM-PIXEL, we used the (half arc-degree) pixel values of ρSM. As the
study area covers 136 half-arc degree pixels (see Fig. 2.2b), there are 136 ERS SWI
time series that can be used to identify 136 different pre-factor sets corresponding to
different maximum values of ρSM (at different half-arc degree pixels). For every half
arc-degree pixel, using such a scatter-plot given in Fig. 5.7 (an example for pixel 21),
we identified the “best” run and its pre-factor set (i.e. fW , fK and fKD that leads to
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Figure 5.16 Scatter-plots among soil moisture performance indicators showing their sig-
nificant correlations (all p-values < 0.001), calculated for pixel 21 (a), pixel 38 (b), pixel 39
(c), pixel 97 (d) (see Fig. 2.2b for the pixel locations) and using study area-average objective
functions (e).
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the highest ρSM). As this procedure is repeated for all half arc-degree pixels, the iden-
tified pre-factor sets are spatially-variable and varying among half arc-degree pixels.
Note that SM-PIXEL is not a single run, but a collection of runs representing the
“best results” that we can get from the point of view of matching simulated soil mois-
ture dynamics to SWI time series. To get an overview of the discharge performance
of this scenario, we combined the spatially-variable optimal pre-factor sets identified
previously and performed a new model run using this combined pre-factor set (which
are varying among half arc-degree pixels). Unfortunately, this run results in low dis-
charge performance with negative discharge efficient coefficients, NSeff = −1.17 and
NSano = −0.97 for its daily discharge simulation at Lobith (Rhine) and NSeff = −0.69
and NSano = −0.48 for its daily discharge simulation at Borgharen (Meuse). Based
on this fact, we conclude that pursuing optimal soil moisture performance does not
necessarily lead to good discharge performance.

The fourth calibration scenario, SM-DISCHARGE, is the scenario for which a step-
wise calibration procedure is implemented based on the combination of discharge
and ERS SWI time series. Because the pre-factors fW and fKD are generally not
identifiable from the evaluation to ERS SWI time series (as discussed in Sect. 5.4.2),
we fixed fW and fKD as defined in RM-DISCHARGE, i.e. fW = 0.75 for the entire
study area, fKD = −1.5 for the Rhine basin and fKD = −0.75 for the Meuse basin.
For the pre-factor fK , we assigned different values in distributed half arc-degree pixels
using the following procedure. First, we considered only the pixels that have ρSM ≥
0.75 (from any runs discussed during model evaluation to ERS SWI time series,
Sect. 5.4.2). For the pixels with all runs giving ρSM < 0.75 (mainly in mountainous
areas where SWI time series may contain artefacts, such as pixel 197, Fig. 5.14d), we
fixed fK based on the discharge calibration scenario, RM-DISCHARGE, i.e. fK = 1.5
in the Rhine basin and fK = 3 in the Meuse basin. For the pixels having ρSM ≥ 0.75
(i.e. in low-lying and flat regions with shallow groundwater), we considered only the
local optima that are higher than or equal to the reference value (fK ≥ 0). The latter
constraint is a simplification based on the discharge analysis in Sect. 5.4.1 showing
that high saturated conductivities are required to generate a simulation with good
discharge performance.

As illustrations of implementing the aforementioned procedure, we assigned fK = 2.75
for pixel 21 (see Fig. 5.7); fK = 2.5 for pixel 25, fK = 2.5 for pixel 39, fK = 3.5 for
pixel 95 and fK = 0 for pixel 112 (see Fig. 5.9); and fK = 1 for pixel 91, fK = 1.5
for pixel 97, fK = 1.5 for pixel 117 and fK = 1.5 for pixel 197 (see Fig. 5.14). Note
that, as this procedure repeated for all half arc-degree pixels, the pre-factor fK of this
scenario are basically spatially-variable (among half arc-degree pixels).

The simulated discharge of the SM-DISCHARGE scenario results in a good per-
formance with NSeff = 0.62 and NSano = 0.62 for its daily discharge simulation at
Lobith (Rhine) and NSeff = 0.66 and NSano = 0.77 for its daily simulated discharge at
Borgharen (Meuse). These efficiency coefficients are as good as obtained by the RM-
DISCHARGE scenario and the best runs (based on discharge) discussed in Sect. 5.4.1.
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Figure 5.17 Violin plots summarizing groundwater head performance in measurement sta-
tions located in pixel 21 (a), pixel 38 (b), pixel 39 (c), pixel 97 (d) (see Fig. 2.2b for the
pixel locations) and in the entire study area (e).
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5.4.4 Verification to observed groundwater head time series

To validate the performance of all calibration scenarios defined in Sect. 5.4.3, we evalu-
ated their simulated groundwater head time series at 4250 stations. Figures 5.17a to d
present the groundwater head performance indicators of all calibration scenarios —
measured in ρHEAD, MAEano and HP — for groundwater head stations located in
pixels 21, 38, 39 and 97 — arbitrarily chosen in order to illustrate overall phenomena
found in this study. Figure 5.17e presents ρHEAD, MAEano and HP for all ground-
water head stations used in this study. In these figures, besides the four scenarios
described in Sect. 5.4.3, there are two other scenarios: REFERENCE and HEAD-
BEST. The REFERENCE scenario represents the uncalibrated model run (having
fW = 0, fK = 0 and fKD = 0), while the HEAD-BEST scenario represents the “best
results” based on groundwater head observations (see the following paragraphs). For
each of them, we made the violin plots summarizing the groundwater head perfor-
mance indicators of ρHEAD, MAEano and HP for the head observations in a given pixel
(Figs. 5.17a to d) and for the entire study area (Fig. 5.17e). A violin plot is a modified
box plot with their sides showing the shape of its density trace (or “smoothed his-
togram”) and indicating the distributional characteristics of data (for more detailed
explanation, see Hintze and Nelson, 1998). In the violin plots that we made, the me-
dian is shown as a circle, and 25th and 75th percentiles are indicated as the low and
high ends of bold lines. The whisker (or thin line) extends to the most extreme data
which are no more than 1.5 times the inter-quantile range of the data (see also Tukey,
1977). Hence, the shapes of the distribution curves above and below the whisker ends
represent the outlier distributions.

The first group in the violin plots, REFERENCE, presents the results from the sim-
ulation using the initial estimates of model parameters (without calibration). In
general, we observe that the groundwater head results of the reference run are al-
ready good. In term of ρHEAD, which is an indicator of timing agreement between
simulated and observed groundwater head time series, there are 3034 stations (71%)
having ρHEAD > 0.5 and there are 1897 stations (45%) having ρHEAD > 0.7. In term
of MAEano, which is an indicator of error (unit: m) of simulated groundwater head
time series, there are 2044 stations (48%) having MAEano < 0.25 m. In term of HP,
which is an alternative indicator of prediction error (unit: m) that is penalized if low
ρHEAD occurs (see Eq. 5.15), there are 3109 stations (73%) having HP < 0.25 m.

For defining HEAD-BEST, we identified the best run — selected from 3045 runs that
we simulated — for each groundwater head station, i.e. the highest ρHEAD, as well as
the lowest MAEano and HP, by evaluating the results of 3045 runs to observed head
time series. Note that, as this is done separately for each groundwater head station,
HEAD-BEST is not a single run, but a collection of runs. Hence, the violin plots of
HEAD-BEST represent (“by proxy”) the “best results” that we can get from the point
of view of matching simulated groundwater head time series to observations. In this
group, there are 4060 stations (96%) having ρHEAD > 0.5 and 3706 stations (87%)
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Figure 5.18 Histograms of pre-factors of the scenario HEAD-BEST based on the objective
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38 (b), 39 (c), 97 (d) and in the entire study area (e).
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having ρHEAD > 0.7, and there are 3400 stations (80%) having MAEano < 0.25 m
and 3849 stations (91%) having HP < 0.25 m. Note that such numbers can still be
improved if we also tune or vary other model parameters (e.g. varying aquifer specific
yields Sy).

The second group, RM-DISCHARGE, is the scenario calibrated based on discharge
measurements (located near the basin outlets). From the violin plots in Fig. 5.17d
(pixel 97), we find improvements after the model was calibrated based on the discharge
measurements. However, from Fig. 5.17a (pixel 21), Fig. 5.17b (pixel 38), Fig. 5.17c
(pixel 39) and Fig. 5.17e (for the entire study area), we find that there are hardly
any improvements obtained. For the entire study area, there are 2773 stations (65%)
having ρHEAD > 0.5 and 1770 stations (42%) having ρHEAD > 0.7, and there are
1774 stations (41%) having MAEano < 0.25 m and 2809 stations (67%) having HP <
0.25 m. These numbers are almost the same as the ones of REFERENCE and indicate
both REFERENCE and RM-DISCHARGE perform an equally good performance in
term of simulating groundwater head dynamics. Yet, it should be noted that in term
of discharge, RM-DISCHARGE gives a much better simulation (see Sect. 5.4.3).

The SM-RM-BASIN and SM-PIXEL scenarios were calibrated on (only) ERS SWI
time series using the objective function ρSM, which is the indicator of timing agree-
ment between simulated soil moisture and ERS SWI time series. Given their highest
values of ρSM (from 3045 runs), this scenario may be considered as the “best runs”
in simulating soil moisture dynamics. For SM-RM-BASIN scenario, for which we
used the study-area average of ρSM while analyzing soil moisture performance, there
are hardly any improvements obtained (relatively to REFERENCE), except for pixel
97 (Fig. 5.17d). For this calibration scenario, there are 2743 stations (65%) having
ρHEAD > 0.5 and 1611 stations (38%) having ρHEAD > 0.7, and there are 2170 stations
(51%) having MAEano < 0.25 m and 3219 stations (75%) having HP < 0.25 m. These
numbers are almost the same as the ones of REFERENCE and RM-DISCHARGE
and indicate all of them have an equally good performance in simulating groundwater
head dynamics. However, as discussed previously in Sect. 5.4.3, it should be noted
that only RM-DISCHARGE provides a reasonably well discharge simulation.

For SM-PIXEL scenario, in which we used the half-arc degree value of ρSM while ana-
lyzing and identifying the best soil moisture performance, we find that the groundwa-
ter head performance generally decreases, as indicated in Fig. 5.17 (except for pixel
97, Fig. 5.17d). For the entire study area, there are only 1765 stations (42%) having
ρHEAD > 0.5 and only 870 stations (20%) having ρHEAD > 0.7, and there are only
452 stations (11%) having MAEano < 0.25 m and only 2266 stations (53%) having
HP < 0.25 m. These numbers are much lower than the ones from REFERENCE and
RM-DISCHARGE, as well as SM-RM-BASIN. These facts indicate that pursuing lo-
cally optimal soil moisture performance does not necessarily lead to good groundwater
head performance.
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The SM-DISCHARGE calibration scenario was defined by using the observed dis-
charge and ERS SWI time series for the model calibration. From the violin-plots in
Fig. 5.17d (pixel 97), we observe that the results of the scenario SM-DISCHARGE
is better than the REFERENCE and as equally good as RM-DISCHARGE and SM-
RM-BASIN. Yet, in general, as indicated in Fig. 5.17a (pixel 21), Fig. 5.17b (pixel
38), Fig. 5.17c (pixel 39) and Fig. 5.17e (for the entire study area), we find that
there are limited improvements. However, from the positive side, it should be noted
that the SM-DISCHARGE calibration is the only one that is able to reproduce both
soil moisture and discharge reasonably well (Sect. 5.4.3), while at the same time
producing acceptable head predictions. For SM-DISCHARGE, there are 2709 sta-
tions (64%) having ρHEAD > 0.5 and 1748 stations (41%) having ρHEAD > 0.7, and
there are 1772 stations (42%) having MAEano < 0.25 m and 2852 stations (67%)
having HP < 0.25 m. These numbers are almost the same as the ones from REFER-
ENCE and RM-DISCHARGE. This indicates that all scenarios provide an equally
good performance in simulating groundwater head dynamics. The fact that there
are no improvements gained in SM-DISCHARGE is most likely because we adopted
basin-uniform pre-factors fW and fKD of RM-DISCHARGE. Such calibrations of fW

and fKD can be improved if we use spatially-variable pre-factors, specifically in order
to incorporate local or finer resolution variation. Moreover, the coarse resolution of
ERS SWI products (half arc-degree) limits the possibility to capture finer resolution
of fK values (within a half arc-degree pixel). In Fig. 5.18, we plotted the histograms
of pre-factors of the scenario HEAD-BEST that result in the lowest HP indicators.
Figures 5.18a to d present the distributions of pre-factors of groundwater head sta-
tions located in pixels 21, 38, 39 and 97 — arbitrarily chosen in order to illustrate
overall phenomena found in this study. Figure 5.18e presents the distribution of pre-
factors of all groundwater head stations used in this study. Based on the histograms
in Fig. 5.18, it is shown that there are wide variations (within a pixel) of pre-factors
that cannot be captured by all calibration scenarios.

5.5 Conclusions

The possibility to calibrate a large-scale coupled groundwater-land surface model by
using the soil moisture remote sensing product ERS SWI is explored in this chapter.
It is shown that ERS SWI time series may be used to tune the upper soil saturated
hydraulic conductivities determining the recharge to the deeper groundwater zone.
By comparing the results of different model runs with different upper soil conduc-
tivities, we can distinguish parameter ranges leading to good and poor simulated
soil moisture dynamics. However, it is also shown that it is difficult to fully calibrate
such models by relying on remotely-sensed ERS SWI time series only. When discharge
measurement is included, a more accurate model calibration is obtained because it
resolves multiple optima or equifinality problems that occur while fitting soil mois-
ture dynamics and it better constrains aquifer transmissivities and runoff-infiltration
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partitioning processes. The combined and step-wise calibration approach using both
discharge observations and remotely-sensed soil moisture data yields a model that is
able to fit both discharge and soil moisture reasonably well, as well as predicting the
dynamics of groundwater heads with acceptable accuracy. Yet, groundwater head
measurements, if available, can be used to improve the accuracy, especially to cap-
ture local variation and fine-scale heterogeneity (e.g. of soil moisture and groundwater
head dynamics), which cannot be captured by the current generation of spaceborne
soil moisture product (25-50 km resolution).
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6 Summary and outlook

6.1 Introduction

Predicting the behavior of hydrological systems over large areas requires large num-
bers of data that are often difficult to acquire on the ground. Consequently, satellite-
based remote sensing has become a powerful tool in surface hydrology. However,
groundwater hydrology has yet to realize the benefits of remote sensing although
several scientists have noticed that surface expressions of groundwater can be moni-
tored from space (Jackson, 2002; Becker, 2006). The main objective of this study is to
explore the potential of spaceborne remote sensing applications for large scale ground-
water modeling. The potential for remote sensing of groundwater is explored here in
the context of active microwave-based sensors. In this study, we focus on a half-arc
degree (approximately equal to 50 km at the equator) and monthly soil moisture time
series product called the European Remote Sensing Soil Water Index (ERS SWI) —
representing the first meter profile soil moisture content (Wagner et al., 1999b). As a
test-bed, we used the combined Rhine Meuse basin, located in the humid temperate
zone in Western Europe. This well-documented basin is relatively large, covering
± 200 000 km2 and supported by a good coverage of ERS SWI and thousands of
in-situ groundwater head measurement time series, which makes it suitable for large
scale groundwater hydrology studies.

This study explores the potential of employing ERS SWI time series in two types of
models: an empirical black-box transfer function-noise (TFN) model and a physically-
based, large-scale, coupled groundwater-land surface model called PCR-GLOBWB-
MOD. In exploring the possibility of using ERS SWI time series in both models, the
following research questions were defined in this study and briefly discussed in the
following sections:

1. Is there correlation between ERS Soil Water Index time series and groundwater
head dynamics?

2. If this correlation exists, can ERS Soil Water Index time series be used as the
input of transfer function-noise models for predicting groundwater head in space
and time?

3. Is it possible to build a large-scale, physically-based and coupled land surface-
groundwater model using only global datasets?

4. Can ERS Soil Water Index time series be used to support the calibration of a
large-scale groundwater model?
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6.2 Is there correlation between ERS Soil Water Index time
series and groundwater head dynamics?

In Chapter 2, we investigated whether there is correlation between groundwater head
time series and ERS SWI time series for the Rhine-Meuse basin. We considered areas
with shallow and deep groundwater depth and we studied the correlation between
the ERS SWI and groundwater head time series by accounting for lag time, i.e.
response time of water from the upper unsaturated soil zone to saturated groundwater
bodies. Results show that there is a significant correlation between the ERS SWI and
groundwater head time series. The correlation is apparent especially for areas with
shallow groundwater depth. Moreover, for most areas particularly the ones with deep
groundwater depth, the correlation becomes more apparent if the response time is
taken into account and a time delay is added to the correlation analysis.

The results of this study are promising for spaceborne microwave remote sensing
applications to support large scale groundwater assessment, particularly relevant for
groundwater modeling applications and offers possibilities for making groundwater
head predictions. Due to the correlation between ERS SWI and field-measured shal-
low groundwater head time series predicting shallow groundwater head variations
based on ERS SWI dynamics should be feasible. This possibility is demonstrated in
Chapter 3 and briefly summarized in the following Sect. 6.3.

6.3 Can ERS Soil Water Index time series be used as the input
of transfer function-noise models for predicting groundwater
head in space and time?

Chapter 3 explores the possibility of using ERS SWI time series to predict the ground-
water head. The ERS SWI time series were used as the input of a transfer function-
noise (TFN) model. We performed two modeling exercises. The first was focused
on temporal forecasting of groundwater head dynamics, while the second one was to
make spatio-temporal prediction of groundwater head.

For the first exercise, the parameters of the TFN model were calibrated based on
groundwater head time series in the period 1995-2000 by embedding the model in
a Kalman filter algorithm. TFN models were calibrated separately at all locations
where groundwater head measurement time series are available. Once calibrated,
the TFN forecasts were validated for the period 2004-2007 in order to assess their
forecasting skill. For the second exercise, we selected calibrated TFN model param-
eters — derived in the first exercise — from a subset of locations and used them
to fit regression models with a digital elevation map as input. With these regres-
sion models, TFN model parameters were spatially predicted. Subsequently, using
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these estimated parameters, spatio-temporal prediction of groundwater head was per-
formed (also with the TFN model and ERS SWI time series as the model input) and
evaluated against all available groundwater head observations.

Results of both exercises were promising. The TFN models can reproduce the ob-
served groundwater head fluctuations reasonably well, especially in shallow ground-
water areas where soil moisture dynamics are tightly connected to groundwater head
fluctuations. Our results show that ERS SWI time series should be considered as
an important source of information for the assessment of large scale groundwater
dynamics.

6.4 Is it possible to build a large scale, physically-based and
coupled land surface-groundwater model by using only
global datasets?

In this study, we develop an approach to construct large scale groundwater models
by using global datasets that are readily available. The model proposed is called
PCR-GLOBWB-MOD. Briefly stated, PCR-GLOBWB-MOD, which has a spatial
resolution of 30′′ × 30′′ (approximately equal to 1 km× 1 km at the equator) and
operates based on daily basis water balance, is the modified land surface model of
PCR-GLOBWB (van Beek and Bierkens, 2009; van Beek et al., 2011) coupled to a
MODFLOW (McDonald and Harbaugh, 1988) groundwater model.

In Chapter 4, we started building the model by modifying the PCR-GLOBWB land
surface model and performed the daily simulation of it to estimate groundwater
recharge and river discharge. Subsequently, a single layer MODFLOW transient
groundwater model was created and forced by the recharge and surface water levels
calculated by the land surface model. Results were promising. The simulated river
discharges compare well to the observations. Moreover, based on our sensitivity anal-
ysis, in which we ran several groundwater model runs with various hydro-geological
parameter settings, we observed that the model can reproduce the observed ground-
water head time series reasonably well. It shows that it is possible to build a simple
and reasonably accurate large scale groundwater model by using only readily available
global datasets. It brings a promise for large scale groundwater modeling practices,
including for data-poor environments and at the global scale.

For the model developed in Chapter 4 — referred as PCR-GLOBWB-MODOFF,
we noted that there are still some limitations, specifically because the used offline-
coupling technique simplifies the dynamic feedback between surface water level and
groundwater head, and between soil moisture state and groundwater head. In Chap-
ter 5 (specifically Sect. 5.2), we introduce the online-coupled groundwater-land surface
model PCR-GLOBWB-MODONL. This fully-coupled version incorporates a two-way
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feedback interaction between channel/surface water levels and groundwater head dy-
namics. Moreover, through a two-way coupling between groundwater and soil mois-
ture, the simulated groundwater head can sustain the soil moisture state of the upper
soil stores and thus can fulfill high evaporation demands (during dry seasons and/or
in arid areas). The performance of the PCR-GLOBWB-MODONL is evaluated at
Chapter 5 and summarized in the following Sect. 6.5.

6.5 Can ERS Soil Water Index time series be used to evaluate
the performance of a large scale, physically-based and
coupled land surface-groundwater model?

Chapter 5 explores the suitability of using ERS SWI time series to calibrate the
fully coupled groundwater-land surface model PCR-GLOBWB-MODONL. Contrary
to “black-box” TFN models used in Chapter 3, the PCR-GLOBWB-MODONL model
is a physically-based model, in which model parameters are initially estimated based
on physical properties (e.g. soil physical properties). However, such estimates are
often uncertain and should be tuned by evaluating the model results against available
observations.

In Chapter 5, a brute force calibration procedure was applied for calibrating the cou-
pled groundwater-land surface model PCR-GLOBWB-MODONL. More than three
thousand model runs with varying parameter sets were used. Results of all runs were
evaluated against basin outlet discharge measurements, ERS SWI time series and in-
situ groundwater head observations. From this study, we concluded that ERS SWI
time series can be used in the calibration of upper soil saturated hydraulic conductiv-
ity that determines groundwater recharge. However, we find that it is not possible to
calibrate the complete model using soil moisture time series only. Discharge measure-
ments should be included to acquire a more accurate model calibration, specifically
in order to tackle multiple optima problems when fitting soil moisture dynamics and
to constrain aquifer transmissivities and runoff-infiltration partitioning processes.

6.6 Outlook

In the first part of this study (Chapters 2 and 3), we used soil moisture ERS Soil Water
Index ( SWI) time series to predict the groundwater head in space and time using
an empirical transfer function-noise (TFN) model. In the second part of this study
(Chapters 4 and 5), we developed a large-scale, physically-based groundwater-land
surface model called PCR-GLOBWB-MOD using only global datasets and explored
the possibilities and limitations to constrain the model by using ERS Soil Water Index
time series. Both parts demonstrate the integration of remote sensing products with
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groundwater models and in-situ groundwater head observations. This section serves
as the epilogue of this study by discussing its prospective applications (Sect. 6.6.1)
and exploring future research topics (Sect. 6.6.2).

6.6.1 Possible applications

Chapter 3 demonstrates the use of ERS SWI time series in an empirical transfer
function-noise (TFN) model to predict groundwater head. Using time series of pre-
cipitation (excess), TFN models have been widely used for many applications: not
only to predict groundwater head (Bierkens et al., 2001), but also to fill in gaps
of groundwater head measurement time series (Bierkens et al., 1999), to charac-
terize groundwater regimes (van Geer and Defize, 1987) and to detect structural
changes/interventions and outliers in groundwater head dynamics (Gehrels et al.,
1994; Knotters and Bierkens, 2000). Following the successful results of Chapter 3
in predicting groundwater head, we expect that ERS SWI, offering a better spa-
tial coverage and support than in-situ observations of precipitation, can be used
for the other aforementioned purposes. Note that compared to TFN models using
precipitation excess (i.e. the difference between precipitation and total evaporation
and transpiration) time series as input, TFN models forced with with soil moisture
time series may be considered more accurate since estimation of actual evaporation
and transpiration is unnecessary. Moreover, the global coverage of satellite-based soil
moisture products make the application of TFN models feasible in data-poor areas.

Chapters 4 and 5 demonstrate the possibility to build a simple and reasonably
accurate large-scale groundwater-land surface PCR-GLOBWB-MOD model by us-
ing only global datasets. It suggests a promising prospect for implementing PCR-
GLOBWB-MOD in many areas of the world, including in data-poor regions. The
PCR-GLOBWB-MOD can be applied in several areas with large sedimentary basins,
such as the basins of Nile, Danube, Mekong, Yellow and Ganges-Brahmaputra Rivers.
The inclusion of the well-known MODFLOW (McDonald and Harbaugh, 1988) ground-
water model code in PCR-GLOBWB-MOD also opens an opportunity to improve
existing global hydrological models, such as the original version of PCR-GLOBWB
(van Beek and Bierkens, 2009; van Beek et al., 2011), WASMOD-M (Widén-Nilsson
et al., 2007) and VIC (Liang et al., 1994), which are not yet capable to simu-
late groundwater head dynamics and thus do not incorporate groundwater lateral
flow. Using the methods suggested in Sects. 4.2 (offline coupling) and 5.2 (online
coupling), such global hydrological models can be coupled with a MODFLOW ground-
water model. Although groundwater lateral flow may not be important for current
global hydrological models, which usually have a spatial resolution of 50 km, its
inclusion is relevant for future global hydrological models with finer resolutions down
to 1 km (Wood et al., 2011).
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6.6.2 Further research topics

Analyzing the influence of vegetation, soil and other hydrological factors

It is known that scatterometer signals and their derived products, including ERS SWI
time series, can be influenced by the presence of vegetation (Wagner et al., 1999a,
2003; Wanders et al., 2012). In this study, we did not investigate the influence of
vegetation on ERS SWI time series on the relation between ERS SWI time series
and groundwater dynamics. Moreover, the influence of variations of soil textures
and properties (e.g. porosity and conductivity) were also not explored. In Chap-
ter 2, we limited the correlation analysis between ERS SWI and groundwater head
dynamics by only distinguishing areas with shallow and deep groundwater depths.
More detailed investigations concerning the influence of vegetation, soil and other
hydrological factors should be endeavored in further study. This can best be done by
identifying a smaller size study area (not the entire basin) which is supported by de-
tailed information on surface water and groundwater regimes and supplemented with
high-resolution vegetation maps, soil maps and hydro-geological information, includ-
ing the lithology and stratification. A smaller well-defined study area will allow us
to further investigate the potential and limitation of using ERS SWI for predicting
groundwater head (Chapter 3) and their suitability for calibrating a physically-based
groundwater-land surface model (Chapter 5).

Incorporating human influence

Another obvious thing that was not considered is anthropogenic influence, e.g. water
management, irrigation, surface and groundwater extraction, artificial groundwater
recharge, etc. In this study, we intentionally excluded the downstream areas in the
Netherlands where water management intervention is dominant. Groundwater and
surface-water extraction or pumping activities were also ignored. As only soil mois-
ture time series used as forcing input, TFN models used in this study will work mainly
in shallow groundwater areas where soil moisture dynamics are tightly connected to
groundwater head fluctuations. However, such TFN models can be improved by in-
cluding other forcing time series, including pumping rates and surface water manage-
ment regimes (van Geer and Defize, 1987; Knotters and Bierkens, 2000; Berendrecht
et al., 2003). Similarly, the current physically-based model PCR-GLOBWB-MOD
should be improved by incorporating the above-mentioned forcing time series.

Using other spaceborne products

The ERS SWI product used in this study is only one of many currently available
spaceborne soil moisture time series. For further study, explorations to use other
readily-available soil moisture time series are strongly encouraged. By implementing
the methods described in this study, we should try to use, for example, an improved
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version of ERS SWI proposed by de Lange et al. (2008), who derived SWI using a
one dimensional water flow model and incorporating the influence of soil texture. We
could also explore the possibility to use the Surface Soil Moisture (SSM) product
of ERS and the other products from other spaceborne missions, such as the ones
from the missions of Advanced Microwave Scanning Radiometer-Earth Observation
System (AMSR-E, Njoku et al., 2003; de Jeu and Owe, 2003) and Soil Moisture and
Ocean Salinity (SMOS, Kerr et al., 2001). Moreover, there is a recent project, referred
as Water Cycle Multi-Mission Observation Strategy (WACMOS, http://wacmos.itc.
nl), to set up a solid scientific basis for the creation of coherent long-term datasets
of water relevant geo-information, including a harmonized soil moisture dataset from
all microwave sensors. Within WACMOS, it is foreseen that a multi-decadal (more
than 30 years) soil moisture dataset integrating all microwave observations that are
available since 1978 will be created (see also Liu et al., 2011). If such a dataset is
available, its implementation in similar methods used in this study will be of interest
to groundwater studies.

Besides soil moisture based products, gravity-based missions of Gravity Recovery and
Climate Experiment (GRACE, Tapley et al., 2004) and Gravity Field and Steady-
state Ocean Circulation Explorer (GOCE, Drinkwater et al., 2003, 2007), should also
be explored. Future studies should also anticipate future missions that will results in
better products with better spatial and temporal resolutions.

In-situ observations

Although satellite missions bring many promises, we still have to acknowledge the
importance of in-situ observations for hydrology studies. As shown in Chapter 5, it
is obvious that we need discharge data to calibrate some model parameters. Hence,
it is still important to encourage an initiative as done by Global Runoff Data Centre
(http://www.bafg.de/GRDC) to organize an international archive of discharge data.

We also suggest that field campaigns for soil moisture observations — always needed
for the validation of current and future remote sensing soil moisture products — must
be supported by in-situ groundwater head observations. It is unfortunate that, for
example, hundreds of soil moisture samples were collected during the field campaign of
Soil Moisture Experiments (SMEX, http://www.ars.usda.gov) but groundwater head
was not measured (Becker, 2006). Another example of this schism could be illustrated
from several studies using the REMEDHUS soil moisture station network (e.g. Ce-
ballos et al., 2005; Mart́ınez-Fernández and Ceballos, 2005) where groundwater head
measurements are not mentioned. Also, the project of International Soil Moisture
Network (Dorigo et al., 2011) does not incorporate any groundwater head measure-
ments. If such soil moisture observations are supported by in-situ head measurements,
an extension of the use of remotely sensed soil moisture products for groundwater hy-
drological studies is definitely possible as shown in this study.
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Appendix A The land surface model
of PCR-GLOBWB-MOD

This appendix is adopted from:
Sutanudjaja, E. H., van Beek, L. P. H., de Jong, S. M., van Geer, F. C.,
Bierkens, M. F. P. (2011), Large-scale groundwater modeling using global datasets:
a test case for the Rhine-Meuse basin, Hydrology and Earth System Sciences, 15,
2913-2935, doi:10.5194/hess-15-2913-2011.

This Appendix A briefly describes the main features of the land-surface model of
PCR-GLOBWB-MOD (which has the spatial resolution of 30′′×30′′) and explains the
modifications from its original version PCR-GLOBWB-ORI (30′× 30′), of which van
Beek and Bierkens (2009) and van Beek et al. (2011) provide the detailed description.
Note that as stated in Sect. 4.2.2, the terms “PCR-GLOBWB-ORI” and “PCR-
GLOBWB-MOD” refer to the original and modified versions, while ‘PCR-GLOBWB’
refers to both versions.

A.1 Interception

PCR-GLOBWB includes an interception storage, Si [L], which is subject to evapora-
tion. Precipitation, P [L T−1], which falls either as snow, Sn [L T−1] (if atmospheric
temperature is below the water freezing temperature, Ta < 0◦C), or liquid rainfall,
Prain [L T−1] (if Ta ≥ 0◦C), fills the interception storage up to a certain threshold.
In PCR-GLOBWB-MOD, we use the interception definition as suggested by Savenije
(2004), asserting that interception accounts not only for evaporation fluxes from leaf
interception, but also any fast evaporation fluxes as precipitation may be intercepted
on other places, such as rocks, bare soils, roads, litters, organic top soil layers, etc.
Thus, the interception capacity is parameterized as:

Simax,m = [1 − Cf,m] Inv + Cf,m Iveg LAIm (A.1)

where Simax [L] is the interception capacity of each grid-cell consisting of the fractions
Cf [−] of vegetation cover. Inv and Iveg [L] are parameters defining the interception
capacities per unit surface area in non-vegetated and vegetated areas. LAI [−] is the
leaf area index, defined as the ratio of total upper leaf surface of vegetation divided by
the surface area of the land on which the vegetation grows. Equation (A.1), used in
PCR-GLOBWB-MOD, is slightly different than its original version PCR-GLOBWB-
ORI, which limits the interception capacity only to leaf canopies represented by the
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second term of Eq. (A.1) (Cf,m Iveg LAIm). The first term of Eq. (A.1) ([1 − Cf,m] Inv),
introduced in PCR-GLOBWB-MOD, represents the interception capacity in the non-
vegetated fraction.

The subscript m, which is the monthly index, indicates that Simax,m, Cf,m and LAIm

show monthly or seasonal variations due to vegetation phenology. Their variations
are according to a growth factor fm [−] which is a function of monthly temperature
Tm [Θ]:

fm = 1 −
[
Tmax − Tm

Tmax − Tmin

]2

(A.2)

where Tmax and Tmin are the maximum temperature and minimum temperature
assumed for the growing and dormancy seasons, and the monthly temperature Tm

fields are taken from the 10′ CRU-CL2.0 dataset (New et al., 2002), containing 12
monthly fields representing the average climatology conditions over 1961–1990. Using
fm, the seasonal parameters Cf,m and LAIm are modeled as:

LAIm = LAImin + fm × (LAImax − LAImin) (A.3)

Cf,m = Cf,min + fm × (Cf,max − Cf,min) (A.4)

The maximum and minimum values of LAI and Cf are assigned based on the land
cover map of GLCC 2.0 (http://edc2.usgs.gov/glcc/globe_int.php), the global
ecosystem classification of Olson (1994a,b) and the improved land surface parameter
table of Hagemann (2002).

The fast evaporation flux from the intercepted water, Ei [L T−1], is limited by either
available evaporation energy for wet interception areas Ep,i [L T−1] or available water
in Si :

Ep,i = Ep,0 × Kci (A.5)

Ei ∆t = min (Si , Ep,i ∆t) (A.6)

where Ep,0 [L T−1] is the reference potential evaporation (FAO Penman-Monteith,
Allen et al., 1998), Kci [−] is the “crop factor” for interception areas and ∆t [T] is
the timestep (one day).

A.2 Snow pack

If Ta < 0◦C, the surplus precipitation above Simax falls as snow and feeds the snow
storage, Ss [L], which is modeled with a degree-day-factor (DDF [L Θ−1 T−1]) method
adapted from the HBV model (Bergström, 1995). Snow may melt (if Ta ≥ 0◦C) and
melt water may refreeze (if Ta < 0◦C) with linear rate CFR [T−1] or evaporate
(if enough energy is available). Melt water can also be stored in a liquid water
storage of the snow pack, Sssl [L], up to a certain maximum holding capacity that
is proportionally to Ss and controlled by a factor CWH [−]. Any surplus above this
holding capacity is transferred to the soil.
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A.3 Direct or surface runoff

If Ta ≥ 0◦C, the net input liquid flux transferred to soil, Pn [L T−1], consists of the
surplus precipitation above the interception capacity Simax (falling as liquid rainfall)
and excess melt water from the snow pack. In principle, Pn infiltrates if soil is not
saturated and causes direct runoff if soil is saturated. However, this principle cannot
be straightforwardly implemented because we have to account for the variability of
soil saturation within a 30′′ × 30′′ cell. Here we adopted the Improved Arno Scheme
concept (Hagemann and Gates, 2003), in which the total soil water storage capacity
of a cell consists of the aggregate of many different soil water storage capacities.
Following this concept, van Beek and Bierkens (2009) derived Eq. (A.7) to estimate
the fractional saturation of a PCR-GLOBWB grid-cell, x [−], as a function of grid-
average values W [L]:

x = 1 −
(
Wmax − Wact

Wmax − Wmin

) b
b+1

(A.7)

where Wmin is the grid-(local)-minimum capacity, Wact and Wmax are respectively
the grid-average-actual water storage and water capacity for the entire soil profile
(Wact = S1 + S2 and Wmax = SC 1 + SC 2, where SC [L] is the soil water capacity for
each layer).

Based on Eq. (A.7), the net input flux Pn is divided into direct runoff, Qdr [L T−1],
and infiltration flux into the first soil layer, P01 [L T−1]. The direct runoff is given by:

Qdr∆t =



0 if Pn∆t+Wact ≤ Wmin

Pn∆t−∆Wact+

∆W
[(

∆Wact

∆W

) 1
b+1 − Pn∆t

(b+1)∆W

]b+1

if Wmin < Pn∆t+Wact ≤ Wmax

Pn∆t−∆Wact if Pn∆t+Wact > Wmax

(A.8)
with ∆W = Wmax −Wmin and ∆Wact = Wmax −Wact.

Equation (A.8) states that an event Pn, for a given cell and a given period ∆t,
only generates runoff Qdr if it brings Wact above Wmin. It implies that Wmin is an
important parameter governing runoff generation response time, especially for a large
and highly variable 30′ × 30′ cell of PCR-GLOBWB-ORI consisting of several land
cover, vegetation and soil types. However, Wmin is less important for a relatively small
30′′×30′′ cell of PCR-GLOBWB-MOD, for which we assumed a uniform type of land
cover, a uniform type of vegetation and a uniform type of soil. Here, for the sake

149



of simplicity, we assumed Wmin = 0 for all cells in PCR-GLOBWB-MOD. However,
PCR-GLOBWB-MOD still considers the sub-grid elevation variability in a 30′′× 30′′

cell by the existence of parameter b that accounts for the fact that for a given soil
wetness, we expect that more runoff is produced in mountainous regions than in flat
regions (see e.g. Hagemann and Gates, 2003; van Beek and Bierkens, 2009):

b = max

(
σh − σmin

σh + σmax

, 0.01

)
(A.9)

where σh is the standard deviation of orography within a 30′′ × 30′′ cell calculated
from the 3′′ DEM of HydroSHEDS (Lehner et al., 2008), and σmin and σmax are the
model-area minimum and maximum values of the standard deviations of orography
at the grid resolution.

Through this scheme, the amount of infiltration P01 transferred to the first soil store is
equal to the difference between Pn and Qdr (P01 = Pn−Qdr). However, we also have to
consider that the infiltration rate cannot exceed the saturated hydraulic conductivity
of the first layer, Ksat,1 [L T−1]. In this case, if P01 > Ksat,1, its excess is passed to
the direct runoff Qdr.

A.4 Vertical water exchange between soil and groundwater
stores

Net vertical fluxes between the first and second stores Q12 [L T−1] are driven by de-
grees of saturation of both layers, s [−]. They are calculated either as s1 =S1/SC1

and s2 =S2/SC2; or s1 = θ1/θsat,1 and s2 = θ2/θsat,2, where the subscript sat indi-
cates saturation and θ [−] is the effective moisture content defined as the fraction
of storage over thickness (θ1 =S1/Z1 and θ2 =S2/Z2). In principle, Q12 consists of
a downward percolation Q1→2 [L T−1], and a capillary rise Q2→1 [L T−1]. If there is
enough water in S1, percolation Q1→2 is equal to the first store unsaturated hydraulic
conductivity, K1 (s1) [L T−1]. If s1<s2, capillary rise may occur with the amount
of Q2→1 =K2 (s2)× (1− s1), where K2 (s2) [L T−1] is the second store unsaturated
hydraulic conductivity and (1 − s1) is the moisture deficit in the first store. The
unsaturated hydraulic conductivity of each layer, K(s), which depends on the degree
of saturation s, is calculated based on the relationship suggested by Campbell (1974):

K(s) = Ksat × s2β+3 (A.10)

where β [−] is a soil water retention curve parameter based on the model of Clapp
and Hornberger (1978):

ψ = ψsat × s−β (A.11)

with ψ being the soil matric suction [L]. Equations (A.10) and (A.11), in which the
subscripts 1 and 2 are removed, are used for both soil stores. To assign all soil
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parameters (i.e. β, ksat, ψsat, θsat and Z – see Table 4.1), we used the FAO soil map
(1995) and a soil parameter table derived by van Beek and Bierkens (2009) based on
the database of Global Soil Data Task (2000).

Net vertical fluxes between the second and groundwater stores, Q23 [L T−1], also con-
sist of percolation Q2→3 [L T−1] and capillary rise Q3→2 [L T−1]. Ideally, the flux Q3→2

[L T−1] should exist and its amount is controlled by moisture contents and ground-
water heads. However, in the offline coupling version of PCR-GLOBWB-MOD, to
force one-way coupling of the land surface model to MODFLOW, the capillary rise
from the groundwater store is inactivated (Q3→2 = 0), which is one of the limitations
of offline coupling of the modeling approach.

In Chapter 5, we introduce the online coupling version of PCR-GLOBWB-MOD
enabling the capillary rise from the groundwater store (Q3→2 ≥ 0) to sustain the
soil moisture states of the upper soil stores and thus cannot fulfill high evaporation
demand (during dry condtion). Here, the Gardner-Eagleson approach (Gardner, 1958;
Eagleson, 1978; Soylu et al., 2011) is adopted to estimate capillary rise as a function of
groundwater table position (see especially Sect. 5.2.1 for more detailed explanation).

A.5 Interflow or shallow sub-surface flow

In shallow soil deposits covering bed rocks and in regolith soil developed in mountain-
ous areas, interflow or sub-surface storm flow is an important runoff component as
perched groundwater bodies usually occur during wet periods. In PCR-GLOBWB,
we model the interflow, Qsf [L T−1], as releasing water from the second store based
on a simplified approach of Sloan and Moore (1984):

LQsf(t) =

[
1 − ∆t

TCL

]
LQsf (t − ∆t) + (A.12)

∆t

TCL
L [Q12(t) − Q23(t)]

where (t) and (t−∆t) indicate the actual time and previous time, LQsf(t) [L2 T−1] is
the interflow per unit hillslope width, and L [L] is the average hillslope length, defined
as half the average distance between stream channels. The parameter TCL [T] is a
characteristic response time given by:

TCL =
L × (θsat,2 − θfc,2)

2 × Ksat,2 × tan(α)
(A.13)

where θfc [−] is the moisture content at field capacity and tan(α) [−] is the grid-
average slope for each cell. To derive tan(α) in each cell of PCR-GLOBWB-MOD,
we used the 3′′ DEM of HydroSHEDS. To derive θfc [−], we used Eq. (A.11) and
assumed the matric suction ψfc (at field capacity) equals 1 m. To derive L, we derived
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the channel network map of the Rhine-Meuse basin using the 3′′ DEM and LDD
of HydroSHEDS. First, we calculated a generalized divergence map ∇Sl (a general-
ized curvature) using 3× 3 moving windows as outlined by Zevenbergen and Thorne
(1987). Subsequently, by tracking from the most upstream 3′′ cells, we located “chan-
nel head” cells, which are the inflection points from hillslope landscape cells – that are
dominated by mass wasting and generalized by positive ∇Sl – to valley cells – that
are areas of topographic convergence and generalized by negative ∇Sl (Montgomery
and Foufoula-Georgiou, 1993; Howard, 1994). Then, we assumed every cell located
downstream of these channel head cells to have streams with the total length equals
to its cell diagonal length. Considering errors that may exist in DEM, we added a
condition that cells having drainage contributing area higher than 2500 of 3-arc sec-
ond cells (about 25 km2 at the equator) are channeled. Having derived the channel
network map, we calculated L, which is approximately equal to half the reciprocal of
drainage density, 1/2Dd (see e.g. Rodriguez-Iturbe and Rinaldo, 1997).

A.6 Soil evaporation and plant transpiration

Soil evaporation, Es [L T−1], may originate from two places: (1) from the first store (in
which the storage is S1); and (2) from the melt water store in the snow pack (Sssl). The
flux from Sssl, which is symbolized by Essl [L T−1], is always prioritized over that from
S1, which is symbolized by Es1 [L T−1]. The total of both is limited by the potential
evaporation energy left after interception flux, Ep,s [L T−1] (Essl + Es1≤Ep,s). In
PCR-GLOBWB-MOD, these principles are summarized by:

Ep,s = (Ep,0 − fi Ei) × Kcs × (1 − Cf) (A.14)

Essl ∆t = min (Sssl, Ep,s ∆t) (A.15)

where fi [−] is a parameter for updating Ep,0 after the interception flux Ei (taken as 1)
and Kcs [−] is a “crop factor” coefficient assumed for bare soil areas. In addition, Es1

in the saturated area x is limited by the saturated conductivity Ksat,1, while the one
in the unsaturated area (1− x) is limited by the unsaturated conductivity K1(s1):

Es1 = (1 − x) × min (K1 (s1) , Ep,s − Essl) + (A.16)

x × min (Ksat,1, Ep,s − Essl)

Transpirations occurs due to root abstraction from both first and second soil stores.
Their total flux, T12 [L T−1], is limited to the potential energy left after interception
flux, Ep,T [L T−1] (hereafter called as potential transpiration). Under fully saturation,
roots can experience lack of aeration preventing themselves to uptake water. There-
fore, we consider that transpiration only takes place in unsaturated area (1− x). In
PCR-GLOBWB-MOD, these principles are summarized by:

Ep,T = (Ep,0 − fi Ei) KcT Cf (A.17)

T12 = fT Ep,T (1 − x) (A.18)
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where KcT [−] is the crop factor assumed for each land cover type and fT [−] is a
reducing factor due to lack of soil moisture (water stress) that was derived based on
the Improved Arno Scheme concept by van Beek and Bierkens (2009):

fT =
1

1 + (θE/θ50 %)−3 β50 %
(A.19)

where the parameters θ50 % [−] and β50 % [−] are the degree of saturation at which
the potential transpiration is halved and the corresponding coefficient of its soil water
retention curve, and θE [−] is a state variable representing the average degree of
saturation over the unsaturated fraction (1−x). Note that all θE, θ50 % and β50 % are
the effective values for the entire soil profile (the first and second soil stores):

θE =
Wmax + b∆W

[
1 − b + 1

b

(
∆Wact

∆W

) 1
b+1

]
Wmax + b ∆W

[
1 −

(
∆Wact

∆W

) 1
b+1

] (A.20)

θ50 % =
SC1Rf,1

(
ψ50 %

ψsat,1

)− 1
β

+ SC2Rf,2

(
ψ50 %

ψsat,2

)− 1
β

SC1Rf,1 + SC2Rf,2

(A.21)

β50 % =
SC1 Rf,1 β1 + SC2 Rf,2 β2

SC1Rf,1 + SC2Rf,2

(A.22)

where ψ50 % [L] is the matric suction at which potential transpiration is halved (taken
as 3.33 m), and Rf [−] is the root fractions per soil layer. Here we simplified that
the root fractions are proportionally distributed according to the layer thicknesses,
Rf,1 =Z1/ (Z1 + Z2) and Rf,2 =Z2/ (Z1 + Z2).

The distribution of the total transpiration T12 to the fluxes from both stores, T1 and
T2 [L T−1], is based on the root fractions, Rf,1 and Rf,2, and available S1 and S2:

T1 =
Rf,1 S1

Rf,1 S1 + Rf,2S2

× T12 (A.23)

T2 =
Rf,2 S2

Rf,1S1 + Rf,2S2

× T12 (A.24)

Within a time step, T1 has the same priority as Es1 and Q12, while T2 has the same
priority as Q12 and Qsf . If the available storages are limited to accommodate total
fluxes, all fluxes are reduced proportionally to their sizes.

Crop factors KcT [−] in Eq. (A.17), based on land cover types, are calculated as (Allen
et al., 1998):

KcT,m = Kcmin + [Kcfull − Kcmin]× [1 − exp (−0.7 LAIm)] (A.25)

where Kcmin and Kcfull are crop factors assumed under minimum and full vegetation
cover conditions. The first was taken as 0.2, while the latter was calculated as:

Kcfull = 1.0 + 0.1 × hveg ≤ 1.2 (A.26)

where hveg is the height of vegetation in meter based on the table of van Beek (2008).
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A.7 Baseflow and specific runoff from a land surface cell

In the land surface model part of PCR-GLOBWB-MOD, we still use the groundwater
linear reservoir (in which the storage is S3 [L]) to calculate the baseflow Qbf [L T−1]:

Qbf = S3 J (A.27)

where J [T−1] is the reservoir coefficient based on Kraaijenhoff van de Leur (1958):

J =
π2(KD)

4 Sy L2
(A.28)

with KD [L2 T−1] and Sy [−] being the aquifer transmissivity and specific yield.

The local runoff in a land surface cell, Qloc [L T−1], is given as:

Qloc = Qdr + Qsf + Qbf (A.29)

For the cells with “urban” and “glacier ice” land covers, Qloc consists of only Qdr

because they are considered as impermeable areas where no infiltration can occur.
Equation (A.29) is not valid for a “surface water” cell, which is described in Sect. A.8.

A.8 Surface water bodies and surface water accumulation in the
land surface model

For cells classified as surface water, we assumed that the storage change Qwat [L T−1]
is influenced by the precipitation, P , and open water evaporation, Ewat [L T−1]:

Qwat = P − Ewat (A.30)

Ewat = Ep,0 × Kcwat (A.31)

where Kcwat [−] is the “crop factor” coefficient assumed for surface water bodies.

Knowing the cell areas for all grid-cells, Acell [L2], and combining Qwat and Qloc, we
can express the total local runoff in a water volume per unit time Qtot [L3 T−1]:

Qtot = Acell × [(1 − fwat) Qloc + fwat Qwat] (A.32)

where fwat [−] is either one for surface water cells or zero for non-surface water
cells. To get the fwat field, we integrated the surface water bodies identified in the
GLCC 2.0 land cover map and the levels 1 and 2 of the Global Lakes and Wetlands
Database (Lehner and Döll, 2004).

For the simulation in Chapter 4, we limit the discharge analysis to monthly resolution.
Here, we could neglect water residence time in channels (less than a week) and obtain
monthly discharge time series Qchn [L3 T−1] by simply accumulating the monthly
values of Qtot along the drainage network. However, for the simulation in Chapter 5,
the discharge calculation is expanded to daily resolution and referred to Sect. 5.2.2.
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Appendix B Climatological forcing
data

This appendix is adopted from:
Sutanudjaja, E. H., van Beek, L. P. H., de Jong, S. M., van Geer, F. C.,
Bierkens, M. F. P. (2011), Large-scale groundwater modeling using global datasets:
a test case for the Rhine-Meuse basin, Hydrology and Earth System Sciences, 15,
2913-2935, doi:10.5194/hess-15-2913-2011.

Climate time series maps, consisting of temperature Ta, precipitation P , and refer-
ence potential evaporation Ep,0, are supplied on a daily basis to force the land surface
model. For this study, we used the monthly CRU data (Mitchell and Jones, 2005;
New et al., 2002) in combination with: (1) the EMCWF ERA-40 re-analysis data
(Uppala et al., 2005), for the period 1960–1999 (Sect. B.1); and (2) the EMCWF op-
erational archive (http://www.ecmwf.int/products/data/archive/descriptions/od/
oper/index.html), for 2000–2008 (Sect. B.2).

B.1 Period 1960–1999

For the period 1960–1999, we used the monthly CRU-TS2.1 dataset (Mitchell and
Jones, 2005), covering 1901–2002, and the daily ERA-40 reanalysis dataset (Uppala
et al., 2005), covering 1957–2002. First, we re-sampled ERA-40 maps into half-
degree (30′) resolution, which is the resolution of CRU-TS2.1. These re-sampled
ERA-40 daily time series fields were subsequently used to downscale the monthly
CRU-TS 2.1 into daily resolution. To get finer spatial resolution maps, we used the 10′

CRU-CL2.0 dataset (New et al., 2002), containing 12 monthly fields representing the
average climatology over the period 1961–1990. For precipitation P , this algorithm
is summarized by:

P30′,d =
PERA-40, 30′,d

PERA-40, 30′,m
× PCRU-TS2.1,30′,m (B.1)

Pfn,10′,d =
PCRU-CL2.0,10′,m

PCRU-CL2.0,30′,m
× P30′,d (B.2)

where the subscripts 10′ and 30′ indicate the spatial resolutions, the subscripts m and d
indicate the monthly and daily resolutions, the subscripts CRU-CL2.0, CRU-TS2.1
and ERA-40 indicate the dataset names and the subscript fn stands for the final
derived forcing data supplied to the model.
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Equation (B.1), used for temporal downscaling from monthly to daily fields, and
Eq. (B.2), used for spatial downscaling from 30′ to 10′, were also used to derive
the daily 10′ forcing temperature fields, Ta10′,d. For this temperature downscaling,
the unit must be in Kelvin (K) in order to avoid zero and near zero values in the
denominators. To improve the spatial resolution of the snow coverage (simulated by
the snow pack), the forcing temperature fields were downscaled into 30′′ resolution:

Ta fn,30′′,d = Ta10′,d + TLR × (DEM30′′ −DEM10′) (B.3)

where TLR [Θ L−1] is the temperature lapse rate, DEM30′′ is taken from the 30′′ digital
elevation map of HydroSHEDS (Lehner et al., 2008) and DEM10′ is its aggregated
version at 10′ resolution.

For monthly reference potential evaporation Ep,0, we used the dataset of van Beek
(2008), which is available at 30′, covering 1901–2002 and derived based on the FAO
Penman-Monteith method (Allen et al., 1998). To derive monthly Ep,0 fields, van Beek
used relevant climatological fields of CRU-TS2.1, such as cloud cover, vapour pressure,
and average, minimum and maximum temperature fields. For wind speed fields, the
CRU-CL1.0 (New et al., 1999) dataset, containing average monthly wind speeds over
1961–1990, was used as there are no wind speed fields defined in CRU-TS2.1. For
PCR-GLOBWB-MOD, the 30′ monthly reference potential evaporation fields of van
Beek (2008) – symbolized as Ep,0,∗,30′,m – were downscaled into 10’ resolution fields
using the monthly TaCRU-CL2.0,10′,m (unit: K), and into daily resolution using the daily
Ta10′,d (K):

Ep,0,10′,m =
TaCRU-CL2.0,10′,m

TaCRU-CL2.0,30′,m
× Ep,0,∗,30′,m (B.4)

Ep,0,fn,10′,d =
Ta10′,d

Ta10′,m
× Ep,0,10′,m (B.5)

B.2 Period 2000–2008

For the precipitation and temperature forcing during 2000–2008, we used the ECMWF
operational archive (http://www.ecmwf.int/products/data/archive/descriptions/od/
oper/index.html) that was constrained to the long term averages and trends of the
CRU-TS2.1 data:

1. For each year y, the annual mean of the CRU-TS2.1 forcing data, FCRU-TS2.1,y

(which may be either precipitation or temperature) was calculated. Then, the
1961–1980 long-term mean of FCRU-TS2.1,y – symbolized as F̄CRU-TS2.1,61-80 – was
also calculated.

2. Next, for the period 1981–2002, we calculated the anomaly time series Ay:

Ay = FCRU-TS2.1,y − F̄CRU-TS2.1,61-80 (B.6)
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3. Furthermore, the trend of Ay time series was regressed with a linear model:

Atrend
y = b0 + b1 × y (B.7)

where Atrend
y is the model prediction, while b0 and b1 are the intercept and slope

parameters.

4. Subsequently, the 2000–2008 long-term mean, F̄ trend
CRU-TS2.1,00-08, was estimated

using Eq. (B.7), F̄CRU-TS2.1,61-80 and the year y = 2004, which is taken as the
representative of the period 2000–2008:

F̄ trend
CRU-TS2.1,00-08 = F̄CRU-TS2.1,61-80 (B.8)

+ (b0 + b1 × 2004)

5. As done in the step 1, the long-term average of annual means of the ECMWF
operational archive doatasets (hereafter called as “ECMWF-OA”) for the period
2000–2008 – symbolized as F̄ECMWF-OA,00-08 – was calculated.

6. Next, the bias between F̄ECMWF-OA,00-08 and F̄ trend
CRU-TS2.1,00-08, was identified and

used to correct the ECMWF operational archive datasets:

F corrected
ECMWF-OA,m = FECMWF-OA,m + ∆F̄ (B.9)

∆F̄ = F̄ trend
CRU-TS2.1,00-08 − F̄ECMWF-OA,00-08 (B.10)

where FECMWF-OA,m are the original ECMWF-OA fields and F corrected
ECMWF-OA,m are

their corrected ones that are used to force the land surface model (2000–2008).

7. The aforementioned procedure is done at monthly and half arc-degree resolution,
for both precipitation P and temperature Ta fields. To obtain finer resolutions,
Eqs. (B.1), (B.2) and (B.3) were used.

To obtain monthly reference potential evaporation Ep,0 fields over the period 2000–
2008, for most of which no CRU-TS2.1 datasets are available, we defined a proce-
dure to select the corresponding data from the monthly dataset of van Beek (2008),
Ep,0,∗,30′,m, that covers the period 1901-2002. The procedure – repeated for each
30′ × 30′ cell, and every month m and year y in 2000–2008 – is summarized as:

1. For the month m, we identified the corresponding year y-CRU from the 1901-
2002 CRU-TS2.1 dataset in which the precipitation PCRU-TS2.1,m,y-CRU and tem-
perature TaCRU-TS2.1,m,y-CRU are similar to P corrected

ECMWF-OA,m,y and Tacorrected
ECMWF-OA,m,y.

2. Next, we assumed that the monthly reference potential evaporation Ep,0,30′,m,y

(where y is in the interval [2000, 2008]) is the same as the one of van Beek (2008)
for the month m and year y-CRU, Ep,0,∗,m,y-CRU (where y-CRU is in the interval
[1901, 2002]).

3. To get finer resolutions, Eqs. (B.4) and (B.5) were used.
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Summary

In this thesis, the possibilities of using spaceborne remote sensing for large-scale
groundwater modeling are explored. We focus on a soil moisture product called the
European Remote Sensing Soil Water Index (ERS SWI, Wagner et al., 1999) —
representing the upper profile soil moisture. As a test-bed, we used the Rhine-Meuse
basin, covering about ± 200 000 km2 and having more than four thousand in-situ
groundwater head observations. The thesis explores the potential of using SWI in
an empirical transfer function-noise (TFN) model and in a physically-based model
PCR-GLOBWB-MOD.

We first show that there is correlation between observed groundwater head dynamics
and SWI dynamics, which is apparent mostly for shallow groundwater areas. For deep
groundwater areas, the correlation may become apparent if delay time is considered.
Given such correlation, groundwater head prediction based on SWI time series should
be feasible. Hence, we performed two exercises in which SWI time series were used
as TFN model input. For the first exercise — focusing on temporal forecasting, the
TFN model parameters were calibrated based on head measurements in the period
1995-2000. Subsequently, the forecasts were validated in the period 2004-2007. In the
second exercise — focusing on spatio-temporal prediction, the TFN model parameters
were predicted by using a digital elevation map. Using these estimated parameters,
spatio-temporal groundwater head prediction was created. Both exercises show that
observed groundwater head dynamics can be well simulated, especially for shallow
groundwater where head fluctuations are dominated by meteorological forcing, which
is reflected in SWI soil moisture dynamics.

In this thesis, we also introduce a physically-based and coupled groundwater-land
surface model PCR-GLOBWB-MOD (1 km resolution), built by using only globally
available datasets. We started building it by modifying PCR-GLOBWB land surface
model (van Beek et al., 2011) and then performing its daily simulation to estimate
groundwater recharge and river discharge. Subsequently, a MODFLOW groundwater
model (McDonald and Harbaugh, 1988) was created and forced by the recharge and
water levels calculated by the land surface model. Results are promising despite
the fact that an offline coupling procedure was still used (i.e. both models were
separately and sequentially simulated). The PCR-GLOBWB-MOD model simulation
can reproduce the observed discharge and groundwater head reasonably well.

We also introduce the online-coupled version of PCR-GLOBWB-MOD, including two-
way feedback between surface water and groundwater dynamics and two-way feedback
interaction between groundwater and upper soil stores. The latter enables ground-
water to sustain upper soil moisture states and fulfill evaporation demand (during
dry conditions). For this online coupled PCR-GLOBWB-MOD model, we explored
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the possibility of using the remotely-sensed SWI soil moisture data to calibrate it.
We performed more than three thousand runs with various parameter sets and evalu-
ated their results against discharge, SWI and groundwater head measurements. From
these runs, we conclude that SWI time series can be used for calibrating upper soil
saturated hydraulic conductivities that determine groundwater recharge. However,
discharge measurements should be included to calibrate the complete model, specifi-
cally to resolve equifinality problems of fitting soil moisture dynamics and to constrain
aquifer transmissivities and runoff-infiltration partitioning processes. The combined
calibration approach using both SWI and discharge data yielded a model that was
able to fit both soil moisture and discharge, as well as predicting the dynamics of
groundwater heads with acceptable accuracy.

Although there is room for improvement, the results of this study show that with
the combination of globally available datasets and remote sensing products, large-
extent groundwater modeling is in reach for data-poor environments (e.g. developing
countries) and eventually for the entire globe.
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Samenvatting: Toepassing van bodemvocht remote
sensing in grootschalige grondwatermodellering

In gebieden waar geen metingen op de grond beschikbaar zijn wordt bij het vaststellen
van de hydrologische toestand steeds gebruik gemaakt van remote sensing: data uit
satellieten (aardobservatie). Echter in bij het vaststellen van grondwaterstanden, van
belang voor landbouw en ecosystemen, wordt van remote sensing nauwelijks gebruikt
gemaakt.

In dit proefschrift wordt de mogelijkheid om microgolf remote sensing bodemvochtpro-
ducten te gebruiken voor grootschalige grondwatermodellering onderzocht. Het focust
op het product van de Europese Remote Sensing satellieten, Soil Water Index (SWI,
Wagner et al., 1999) dat het bodemvochtprofiel van de onverzadigde zone beschri-
jft. Als studiegebied is het Rijn-Maas stroomgebied gekozen wat een oppervlak van
± 200 000 km2 beslaat en waar een zeer groot aantal stijghoogtemetingen aanwezig
zijn. We bestuderen het gebruik van SWI door middel van een empirisch transfer/ruis
(TFN) model en een fysisch-gebaseerd hydrologisch model, PCR-GLOBWB-MOD.

Eerst tonen we aan dat er correlatie bestaat tussen SWI-dynamiek en grondwater-
standdynamiek, met name in gebieden met ondiepe grondwater. Voor gebieden met
diep grondwater wordt de correlatie pas zichtbaar als rekening gehouden wordt met
een vertragingstijd tussen de onverzadigde zone en het grondwater. Gezien deze
correlatie, is een voorspelling van grondwaterstanden gebaseerd op SWI mogelijk.
Op grond van deze resultaten zijn twee studies uitgevoerd waarin SWI-tijdreeksen als
TFN-model input worden gebruikt. De eerste studie richt zich op het voorspellen van
de grondwaterstand op een meetlocatie. Hiervoor zijn de parameters gekalibreerd op
de metingen van stijghoogten in de periode van 1995-2000. Daarna zijn de voorspellin-
gen gevalideerd op de metingen in de periode van 2004-2007. In de tweede studie,
die zich op ruimtelijke-temporele voorspelling van grondwaterstanden richt, worden
de parameters van TFN-model geschat met behulp van een digitale hoogtekaart.
Door het gebruik van deze geschatte parameterskunnen wij een ruimtelijke-temporele
stijghoogten voorspelling doen. Beide studies tonen aan dat de stijghoogtemetingen
goed worden gereproduceerd. Dit geldt vooral in het ondiepe grondwater waar grond-
waterdynamiek wordt gedomineerd door weersvariaties, gereflecteerd in bodemvocht-
dynamiek.

In dit proefschrift introduceren we tevens een fysisch-gebaseerd en gekoppeld grond-
water-landoppervlak model PCR-GLOBWB-MOD (met een resolutie van 1 km) dat
mondiaal beschikbare datasets gebruikt. Het bestaat uit het PCR-GLOBWB land-
oppervlakmodel (van Beek et al., 2011) en MODFLOW grondwatermodel (McDonald
en Harbaugh, 1988). Eerst wordt de dagelijkse simulatie van het landoppervlakmodel
aangepast om grondwateraanvullling en rivierafvoer te berekenen. Vervolgens hebben
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wij grondwateraanvullling en oppervlaktewaterstanden uit het landoppervlaktemodel
geconfigureerd als input voor het grondwatermodel. De simulatieresultaten zijn veel-
belovend, ondanks het feit dat we nog steeds een offline koppelingsmethode tussen
beide modellen gebruiken (d.w.z. dat beide modellen opeenvolgend zijn uitgevoerd).
Hieruit blijkt dat het PCR-GLOBWB-MOD model redelijk goed de metingen van de
rivierafvoeren en grondwaterstanden kan reproduceren.

Binnen deze studie is ook een online-gekoppelde versie van PCR-GLOBWB-MOD
ontwikkeld met een koppeling in twee richtingen tussen de oppervlaktewater- en
stijghoogte-dynamiek en tussen het grondwater en bovenste bodemlagen. Hier levert
het grondwater door middel van capillaire naleveringaanvulling voor het bodemvocht
in situaties met hoge verdamping (bijvoorbeeld in de zomer). Met deze online-
gekoppelde versie van PCR-GLOBWB-MOD onderzoeken we de mogelijkheid om
het SWI-bodemvocht te gebruiken voor het kalibreren van PCR-GLOBWB-MOD.
We simuleren meer dan drieduizend scenarios met verschillende parametersets en de
resultaten zijn gevalueerd aan de hand van rivierdebiet-, SWI- en stijghoogteobser-
vaties. Hieruit wordt geconcludeerd dat SWI geschikt is voor het ijken van de toplaag-
doorlatendheid. Het is echter niet mogelijk om het volledige model te kalibreren met
slechts SWI-data. Rivierafvoermetingen zijn noodzakelijk om de equifinaliteit van de
bodemvocht-dynamiek op te lossen en om het doorlaatvermogen van de aquifer en de
overvlakteafvoer-infiltratie partitioneringsprocessen te beperken.

Hoewel er ruimte voor verbetering is, toont deze studie aan dat door gebruik te maken
van mondiaal datasets en remote sensing-producten, grootschalige grondwatermodel-
lering — ook in data-arme ontwikkelingslanden — binnen handbereik ligt.
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Ringkasan: Penggunaan data kelembaban tanah
berdasarkan teknologi penginderaan jauh untuk
pemodelan aliran air tanah skala makro

Untuk daerah-daerah yang jarang atau tidak tersedia data pengukuran lapangan
(seperti di banyak negara berkembang), analisa dan evaluasi kondisi hidrologi dapat
memanfaatkan teknologi penginderaan jauh, termasuk data-data dari satelit. Namun,
studi mengenai kondisi aliran air tanah, yang sangat penting untuk ekosistem alam
dan sektor pertanian, masih sangat jarang memanfaatkan teknologi penginderaan
jauh.

Disertasi ini mengkaji potensi pemanfaatan teknologi penginderaan jauh untuk pe-
modelan dan evaluasi aliran air tanah. Dalam thesis ini, kami menggunakan data
Soil Water Index (SWI) dari Universitas Teknologi Wina, Austria, yang berasal dari
pengamatan satelit European Remote Sensing. Data SWI yang disajikan dalam deret
waktu ini berupa nilai-nilai fluktuasi kelembaban tanah atau kadar air dalam tanah
pada lapisan tanah atas (sampai dengan sekitar satu meter di bawah permukaan
tanah). Untuk penelitian ini, kami menggunakan daerah aliran sungai Rhine dan
sungai Meuse (total luas area: ± 200 000 km2) di Eropa Barat.

Pada bagian pertama dari disertasi ini, kami menggunakan metode statistik untuk
memprediksi tinggi muka air tanah berdasarkan data fluktuasi SWI. Metode ini
bekerja dengan baik terutama di lokasi-lokasi yang memiliki permukaan air tanah
dangkal dan didominasi oleh variasi cuaca. Prediksi tinggi muka air tanah pada
daerah tersebut cukup akurat karena terdapat hubungan (korelasi) antara fluktuasi
muka air tanah berdasarkan data pengukuran lapangan dan fluktuasi kelembaban
tanah berdasarkan data SWI.

Bagian kedua dari penelitian ini mengkaji mengenai kemungkinan penggunaan data
SWI untuk mengkalibrasi model hidrologi aliran air tanah. Di dalam proses pembu-
atan model ini, kami hanya menggunakan data-data yang tersedia di seluruh dunia
(contoh: peta tutupan lahan dunia, peta tanah dunia, peta lithologi dunia dan lain
sebagainya) sehingga metoda pembuatan model ini dapat diterapkan di mana saja.
Hasil dari model ini ternyata sangat menjanjikan. Model ini mampu memberikan hasil
simulasi debit sungai dan tinggi muka air tanah yang sesuai dengan data penguku-
ran lapangan. Dan meskipun data SWI tidak dapat digunakan untuk mengkalibrasi
parameter lapisan air tanah (akuifer), data SWI bisa dimanfaatkan dalam proses kali-
brasi konduktivitas hidraulik lapisan tanah atas yang menentukan jumlah resapan air
tanah.
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Berdasarkan hasil penelitian ini, kami berharap pemodelan dan evaluasi kondisi ali-
ran air tanah skala makro bisa dilakukan di mana saja (termasuk di negara-negara
berkembang) dengan mengkombinasikan data-data yang tersedia di seluruh dunia dan
data-data yang berasal dari satelit.
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