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1. Introduction 

In a recent paper, Bykat [4] presented an algorithm 
for computing the convex hull of a set of n points in 
the plane 2nd claimed a worst case complexity of 
O(n log n) steps for it. Soon after, Fournier [S] noted 
that the analysis was wrong and irrdicated how the 
algorithm could be forced to make s2(n2) steps. The 
same observation was made recently in a short note 
by Devai and Szendrenyi [6 1. 

The prime objective of this paper is to point out 
that Bykat’s algorithm is identical to Eddy’s j7 ] pub- 
lished one year earlier (as noticed independently by 
Andrew [l] also) and that the comments of Fournier 
and of Dbvai and Szendrbnyi, however appropriate, 
are completely subsumed by the analysis Eddy already 
provided for the algorithm. The essential idea of the 
algorithm is reported to have: been developed indepen- 
dently by R.W. Floyd before, also for sets of points in 
higher dimensions (cf. [2j). Eddy [7] proved that the 
algorithm’s runtime on arbitrary sets of n points in 
the plane is bounded by O(n h), where h is the actual 
number of extreme points on the convex hull, and 
reported useful facts about the implementation of his 
routine and its observed performance in practice. Al- 
though the worst case can be bad, experimental evi- 
dence supplied by Eddy [7] suggests that the algo- 
rithm will do much better on the average. 

It appears that the distributions of points on which 
the Bykat-Eddy algorithm will do bgdly are very 
special and unlikely to occur, and a better runtime is 
to be expected w en some assumptions about the dis- 
tributions to arise in practice are made. After pre- 
senting a slightly modified and recursive description 

of the algorithm, we shall prove that the expected 
runtime of the Bykat-Eddy algorithm is linear when 
points are chosen randomly from a uniform distribu- 
tion within some bounded convex region. Within the 
framework set up by D&ai and Szendrenyi [6] it is 
easy to show that, in fact, the expected runtime of 
the algorithm is bounded by (cc + 4cr)n, where CO 
and cl are implementation dependent constants [5]. 
It follows that the Bykat-Eddy algorithm is provably 
as good as any other algorithm for convex hull deter- 
mination in the plane (provided the same assumption 
on the distribution of points is in effect), including 
the divide-and-conquer algoritllm suggested in [3]. 

2. Expected time complexity of the Bykat- 
algorithm 

Let B = {pr, . ..) pn ) be a set of points in the plane 
for which the convex hull must be determined. 
assume that each point is given by means of its 
Cartesian coordinates. The Bykat-Eddy algorithm is 
based on the following elementary result: 

Lemma 1. Given two distinct points L and 
point pi LlraL .ias greatest distance from the line 
must be an extreme point of P’s convex hull. 

assunAing unit cost for s 

a brief account of 
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see (41 or [7]. We describe the initial phase 

the points L and R in P which have 
Iet and largest x-coordinate, respectively (see 

long to the convex hull of P. 
2: Determine the points T and B in P which are 

“above’ and ‘below’ the line CR, 
.2). T and B again belong to the 

or clarity we omit the minor modi- 
y in degenerated cases. 
the parallelogram G whose vertical 

R run parallel to the y-axis and 
ides through T and B run parallel 

to m(see Pig. 3). Note that all elements of P lie 
within G. Compute the subsets S’, S*, S3 and S4 of 
P which are contained in the (usually) 4 triangular ..- 

of GUTRB, respectively. 
f initialization) 

It is clear that the ‘contour’ of the convex hull 
runs from L to T through S’, continues on to R 
through S” and so on. We shall determine the parts of 
the contour by subdividing each triangular region into 
smaller pieces (which will be triangles again) through 
which the contour must run, until we get to single 
points. The procedure BE for it is most easily 
described recursively (although prlzvious authors did 
not do so). 
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procedure BE(S, L, Q, R). 
{BE is called when we have separated off a non-empty 
set of points S and a triangle LQR containing S, and 
we know that the contour of the convex hull must 
run from L to R through m (see Fig. 4)) 
begin 
Step I: Find the point M in S at greatest distance 
from LR, M must belong to the convex huli. Imagiue 
a line Qr Q2 through M parallel to m (see Fig. 4). 

s2 

S1 

----------- 

S 

Fig. 1. Fig. 3. 
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Fig. 4. 

JYote that all elements of S lie within LQr Q2R. Com- 
pute the subsets Sr and S2 of S contained in LQr M 
and MQ2 R, respectively. 
Lctep 2: If Sr = Q then output(L) else call 
BE(S’, L, Qr, M). If S2 = Q then output(M) else call 
BE(S2, M, Q2, R)- 
(One easily verifies that, by the time the recursive 
calls have ‘returned’, the desired part of the convex 
hull is presented with its points listed in clockwise 
order) 
end 
{End of BE} 

After initializing, the Bykat-Eddy algorithm sim- 
ply makes the appropriate calls of procedure BE to 
fill in the parts of the convex hull. 

The expected run-time of a convex hull algorithm 
depends heavily on the probability distribution 
assumed for points in the plane. In fact one must 
begin by delineating a region of bounded Lebesgue 
measure to which the distribution is applied, in order 
that the problem be meaningful at all jee [3]). Our 
main result is the following: 

eorem 1. If n points are chosen independently at 
vn,.ndom from a uniform distribution in a bounded 
convex region F, then the expected time complexity 
of the Bykat-1Eddy algorithm is O(n). 

oof. The initialization only 
readily verifies. Note that LT 
convexity. An elementary geometric argument shows 

that 

5 area _-_ 
1 

=: ‘?re&(LTRB) = 1 area(G), 

where G was the enclosing parallellogram. While the 
assumed distribution only applies to F, we know that 
all points must lie within G and can conclude that the 
expected number of points in S’ u l . . u S4 is (at 
most) in. 

Next consider the procedure BE, operating on 
each of the S’. Imagine that the recursions are 
expanded in parallel. Step 1 of BE takes only linear 
time. The subfriangles that are split off at any level 
of recursion have a joint area less than 1 the area of 
the triangles that are being split, as one car easily 
verify by inspecting each triangle separatel,y (szc 
Fig. 4). Note for each triangle that Lm.E F by con- 
vexity and that the subtriangles split off actually 
have a joint area at most equal to the area 43f m. 
Hence the expected number of points contained in 
the joint subtriangles considered at the next level of 
recursion is at most i the number of points contained 
in the triangles at the current level. It follows that 
the expected number of steps BE performs, when 
summed over the levels of recursion, must be propor- 
tional to at most 

int$nt*** 

which is O(n). 

Referring to the general expected time analysis of 
the Bykat-Eddy algorithm as given by D&ai and 
SzendrCnyi [6], the above argument shows that 
max (a t p) < 4, i.e., the assumption that max(or +P) < 
1 which D&i and Szendr&ryi had to make in their 
analysis is indeed valid for a uniform Distribution of 
points. It follows from [6] (also [5]) that the 
expected time complexity of the Bykat-Eddy algo- 
rithm can be estimated more prec%sely at (ce + 4cr)n, 
where ce and cl are implementation dependent con- 
stants. Ir wucrld be interesting to try and extend 
Theorem 1 to other probability distributions as we 
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