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transport may affect the observed hemispheric growth rates. A
statistically significant divergence of the northern and southern
hemispheric growth rates occurred during the period of the El
Nifo-Southern Oscillation (ENSO) event of 1986-87. This
ENSO had a much stronger correlation with the growth rates of
both CFCs than did the event of 1982-83. ENSO events, occur-
ring every 4-7 years®’, are known to affect the interhemispheric
transport of trace gases and have been correlated with lower
than average mixing ratios of CH;CCl; at Samoa™. Suppression
of the westerly winds at 200 millibar (mb) in the upper tropo-
spherec which occurs during ENSOs™ reduces the interhemi-
spheric transport™. The variations observed in the hemispheric
growth rates for both CFCs correlate well with hemispheric vari-
ations recently noted for methane™ during 1986-89. A reason
that the ENSO of 1986-87 had such a strong effect on the growth
rates may be the coincidences of a quasi-biennial oscillation
event (QBO), typically occurring every 26 months™, followed by
the strongest cold event in 15 years, the La Nifia®” of 1988-89.
Also, there is a good correlation between the maximum of east-
erly winds of the equatorial stratosphere®' (QBOs) and the drop
in the southern hemispheric growth rate for both CFCs (Fig. 3).
Although there is considerable evidence of tropospheric QBOs™,
dynamic models also show that strong easterly winds in the
stratosphere can enhance vertical transport upward from the
troposphere® and concurrently decrease the north to south tro-
pospheric exchange™. As the mixing ratios of the CFCs have
always been higher in the northern than southern hemisphere,
any process that inhibits interhemispheric exchange or enhances
tropospheric-stratosphere exchange will slow the growth rates
in the southern hemisphere.

These decreased overall growth rates are encouraging in light
of voluntary national and international efforts to limit emissions
of ozone-depleting substances. Note that a recent report'
also observed decreased atmospheric growth rates for the two
dominant atmospheric halons, which are used primarily in fire
extinguishers, and pose a significant threat to stratospheric
ozone, although less than that posed by the CFCs considered
here. Furthermore, continuous monitoring of CFCs, together
with accurate tracking of emissions, will help to define the
chemical lifetimes of these species and may provide a more
complete understanding of the transport properties of the
atmosphere. J
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Evaluating the role of climate
cooling in iceberg production
and the Heinrich events
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BOND et al.' recently presented evidence for the frequent occur-
rence, in the Pleistocene epoch, of periods of massive iceberg dis-
charge into the North Atlantic ocean (‘Heinrich events’), each
lasting a few thousand years. The cause of these events is uncertain,
but one possibility' is repeated advances of the Laurentide ice sheet
during episodes of cooler climate. Here I examine this idea, using
a model of the Laurentide ice sheet driven by orbitally forced
variations in insolation, with and without three additional 3,000-
yr-long cooling episodes, imposed just before the occurrence of the
three most recent Heinrich events (H1, H2 and H3). In the model,
the cooling event preceding H1 (when the climate was relatively
warm and deglaciation was about to begin) led to increased
calving, but those preceding H2 and H3 (which occurred during
the last ice age, when the climate was very cold) led to reduced
iceberg calving. It thus seems unlikely that the Heinrich events
generally reflect a direct response of the Laurentide ice sheet to
climate cooling.

The ice sheet model 1 use treats the Laurentide ice sheet in a
simplified geometry. It calculates the evolution of the ice sheet
along four flow lines that merge in Hudson Bay. Each flowline
represents a sector (Fig. 1). Topography is schematically
included. This means that when cooling occurs, two ice sheets
start to grow on the high ground in sector | (Ellesmere/Baffin
Land) and sector 2 (Labrador). These sheets grow towards the
coast and in the direction of Hudson Bay, and eventually start
to feed into sectors 3 and 4. Free mass exchange between the
sectors is achieved by setting the ice thicknesses equal at the
Hudson Bay centre. Although this approach implies a poorer
resolution than obtained with two-dimensional models™, 1
believe that it is adequate for a calculation where the main inter-
est is in ice budgets, calving rates and runoff of melt water (here
melt water is understood to be surficial melt water generated on
the ice sheet—not from icebergs melting in the ocean).

Ice flow is treated in a vertically integrated formulation, as
has been done in many studies of glacial cycles*”®. There is no
explicit calculation of ice temperature. Both sliding and internal
deformation contribute to the ice flow. Sliding is allowed when
melt water is produced at the surface. The grid-point spacing
along each flowline is 50 km. The response of the bed simply
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FIG. 1 Four sectors of the Laurentide ice sheet, for which mass-balance
and ice-flow calculations are done separately. All sectors have runoff of
melt water. Calving of icebergs occurs in sectors 1 and 2 only, when
the ice edge reaches deep water. The Cordilleran Ilce Complex (CIC} and
the Greenland Ice Sheet (GIS), which may have interacted with the
Laurentide ice sheet to some extent, are not treated in the model.
Outline of ice extent is for the Late Pleistocene maximum*®,

follows damped return to local isostatic equilibrium with a 5 kyr
decay time.

The ice-flow model is coupled to a numerical mass-balance
model'®'". It calculates the mass balance from an integration of
the surface energy budget through an annual cycle, given climatic
input including precipitation. Dependence of the energy balance
on height results from a constant atmospheric temperature lapse
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rate and different radiative properties of atmosphere and cloud.
The mass-balance model has been tested against observations
from glaciers in widely differing climates'?. The climatic input is
a function of height and distance along the flow lines, and is
perturbed with series of deviations of insolation, §Q(z), and
temperature, 8 7(z). Single series of these quantities are assumed
to characterize the entire Laurentide ice-sheet region. §7(¢) is
the departure of temperature for the summer half year. It is
obtained from:

ST(1) = fareen(ad Q(1) + ficeA) M

Here a relates the changes of temperature to the change in insola-
tion, including all feedbacks except those associated with atmos-
pheric greenhouse gas concentration and ice albedo. These
appear separately in equation (1). The most important feedbacks
assumed to be contained in a are the water-vapour feedback and
seasonal snow-cover feedback. The strength of the greenhouse
feedback'®'* is denoted by fyreen. The ice-albedo feedback (actu-
ally related to total land ice cover on the globe but in the present
case assumed to be related only to the size of the Laurentide ice
sheet) has strength fi... It is set proportional to a normalized
measure of the land surface covered by glacier ice in North
America (A4) as calculated by the model.

I used values of fyeen and a of 2 and 0.11 KW ™' m®. This
implies that the varying concentration of greenhouse gases dur-
ing glacial cycles doubles climate sensitivity. In the calculation
of the mass-balance fields, it has been assumed that precipitation
at each location varies in proportion to the saturation vapour
pressure of the local air temperature. This is a first-order estimate
of changes in precipitation, which finds some support from ice-
core analysis'> and modelling studies'®"”.

Tuning was done by varying the strength of the albedo feed-
back (Fig. 2a). All integrations started at 125,000 years ago (zero
ice volume). The best result for ice volume was obtained with
fice=2.3. Significantly smaller values do not produce maximum
ice cover around 20,000 years ago. Larger values do not simulate
the last termination (the ice sheet does not decay entirely at the
beginning of the Holocene epoch). Although this model could
be criticized for its simplicity in representing the Laurentide
geometry, I believe that it simulates the last glacial cycle well. No
strong additional destabilizing mechanisms, like extreme calving
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FIG. 2 a, The dependence of simulated Laurentide ice volume through
the last glacial cycle on the ice feedback parameter fi.. A value of 2.3
gives the best result, which is thus taken as the reference case. Ice
volume in the four sectors for the reference case are shown in b. ¢, The
forcing (summer insolation) and summer temperature, which depend
on insolation and ice-sheet size. Calving rates and runoff of surficial
melt water for the reference case are shown in d and e.

NATURE - VOL 364 - 26 AUGUST 1993

© 1993 Nature Publishing Group



LETTERS TO NATURE

a | | b
Sector 2

1000 F
750+ » : -
500

250

Calving (km3 yr-1)

Ret. exp. —2 1

0 i | I LA R
-40 -35 -30 -25 -20 ~-15 ~-10 -5 0

4000 b T T T T T
Sector 2 I3
3000} §

Perturbed

2000 ; :A/ forcing

T
3
@
-
@©
X

©

1000

0\/\/\6\4 i

-40 -35 -30 -25 -20 ~-15 -10 -5 0

Runoff (km3 yr-1)

FIG. 3 Comparison of calving (a) and runoff (b) rates for the reference
case and the run with imposed cooling events (labelled ‘perturbed for-
cing’). The imposed cooling events are indicated by horizontal bars in
a. Arrows mark the Heinrich layers®. The first two cooling events lead
to a reduction of calving rate, the third one to a significant increase,
essentially reflecting a delay of the termination.

rates or dramatic drops in ice albedo, have to be included to
make the ice sheet disappear. The rapid decay rate is the result
of the realistic treatment of the mass balance, leading to melt
rates much higher than would be obtained by using, for instance,
the equilibrium-line concept with a fixed balance gradient. Also,
the inclusion of sliding when melt water is produced helps
because it makes the ice-sheet somewhat flatter and lower in the
ablation zone.

A further diagnosis of the run with f,..= 2.3, referred to as the
reference case, is given in Fig. 2b-e. During full glacial condi-
tions, sectors 2 and 3 have the largest volume (Fig. 2b), which
is a consequence of the higher snow accumulation rates as com-
pared to sectors 1 and 4. Calculated Laurentide ice volume dur-
ing the last glacial maximum is about 23 x 10° km®. This is
significantly less than values given in early reconstructions'®'®
but in agreement with later studies®® (note that the Cordilleran
ice complex is not included in the present model).
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FIG. 4 The surface mass balance (m of water equivalent) of an ice sheet
as a function of the change in atmospheric temperature. The calculation
is for the Greenland ice sheet in its present state™, but the qualitative
shape of the curve is valid for any ice sheet. C is the equivalent amount
of calving required for the ice sheet to be in balance. The effect of a
cooling on the surface balance, and thus on the calving rate, depends
strongly on the climatic regime present.
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Orbital parameters are changed every 1,000 yr and the result-
ing deviation of summer radiation is shown in Fig. 2¢, together
with the departure of summer temperature. It can be seen that
sharp temperature peaks occur shortly after ice-sheet decay, in
agreement with the palaeoclimatic record® .

Calving and runoff of melt water can be considered separately.
The calving rates shown (Fig. 2d) are simply the flux of ice at
the edge of the continent, when the ice sheet has reached this.
Only sectors 1 and 2 have iceberg discharge. A typical maximum
total calving rate is 700 km® yr ™', which is in very good agree-
ment with estimates from ice-sheet reconstruction'®. For sector
1 the calving rate is approximately constant, whereas more pro-
nounced variations occur in sector 2. Runoff (Fig. 2e) consists
of melt water produced on the ice-sheet surface. It is out of phase
with iceberg calving. Calving is largest when the ice sheet attains
its maximum extent. When decay starts, the runoff becomes
larger and larger while calving drops to zero within a few
thousand years. It should be noted that typical calving rates are
much smaller than typical runoff rates.

Results from the experiment with cooling events can now be
compared to the reference case (Fig. 3). Anticipating on an ice-
sheet response time of several kyr for this type of limited cooling,
a temperature perturbation of —4 °C was imposed for 3,000 yr,
starting about 3,000 yr before the '“C-age of the Heinrich layers
(Fig. 3¢). I considered only the last three Heinrich layers, as
these are well dated' (H1, 14.3 kyr sp; H2, 21 kyr 8p; H3: 28 kyr
BP—nO correction was made to the '*C-age).

The effect on ice volume (not shown) is small. Changes in
calving rate for sector 2 are small and negative for H3 and H2,
and large and positive for H1. The reason for lower calving rates
during the first two cooling events is decreasing accumulation.
As can be seen in Fig. 2b, the ice volume in sector 2 is fairly
constant between 35,000 and 15,000 yr ago, and so is the calving
rate. The imposed cooling events lead to a small perturbation
only. For the cooling event starting at 11,300 yr ago the situation
is totally different. The ice sheet is in a stage of rapid decay, but
the cooling makes the ice sheet stay significantly longer. This
then leads to a calving peak at about 15,000 yr ago.

I have run experiments with stronger and longer cooling
events imposed. This requires a different tuning to keep the
termination in the simulated ice-volume curve. The longer and
stronger the cooling, the more the value of f,.. has to be reduced.
Although stronger cooling events lead to larger changes in calv-
ing rates, the picture does not change in a qualitative way.

The results of this study suggest that the Heinrich layers do
not result directly from the effect of cooling events on ice-sheet
evolution. The effect of cooling depends on the state of the ice
sheet and can have either sign. For a large ice sheet in cold
conditions, additional cooling brings very little change of iceberg
calving rate: it just reduces the accumulation rates slightly (H3
and H2). For a large ice sheet in warm conditions (a situation
that cannot last very long), additional cooling reduces the melt
rates very strongly (H1). This point is best understood by look-
ing at a detailed mass-balance calculation for an ice sheet of
given geometry (Fig. 4). When calculating the mass balance aver-
aged over the entire ice sheet (in this case the Greenland ice
sheet'"), it becomes clear that the change of mass balance per
degree temperature change becomes smaller in colder regimes
(and even changes sign). d
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Past sedimentary organic
matter accumulation and
degradation controlled

by productivity
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CHANGES in bottom-water oxygen concentration are commonly
invoked to account for past changes in sedimentary organic carbon
accumulation, as organic matter is more readily preserved in
anoxic conditions' ~>. On the other hand, upper-water productivity
has been shown to be the main controlling factor for accumulation
of organic matter in modern sediments®’. It is therefore important
to understand whether productivity significantly influenced accu-
mulation patterns in the past, for example during the formation of
petroleum source rocks. Here we present a study of a 150-Myr-
old sequence containing short-term cycles in organic carbon con-
tent from the Kimmeridge Clay formation in Northern England.
The lack of bioturbation and the fine-scale laminations throughout
this section demonstrate that the sequence was deposited under
continuously anoxic bottom-water conditions, so that oxic excur-
sions cannot account for the cyclic accumulation pattern. We show
that in this cycle, increased planktonic productivity appears to
have caused both increased sedimentary accumulation of refrac-
tory organic material, and increased anaerobic degradation of
metobolizable organic material. Thus, upper-water productivity
should be considered as an important factor in controlling past as
well as present accumulation patterns.

The Kimmeridge Clay formation is well known as a lateral
equivalent of the major oil source rock unit of the North Sea,
outcropping in the Cleveland basin near Marton (England). It
consists of alternating organic-rich shales and marls deposited
in marginal shallow water under low energy conditions, and
reveals a short-term cyclic distribution of the organic content®.
These cycles (1 m thick on average) have been found to represent
30,000 years®, which was evaluated by dividing the duration of
an ammonite zone by the number of the cycles within it. One
of these microcycles has been investigated by high-resolution
sampling (90 samples distributed along an 120-cm-long core
section). The total organic carbon content (TOC) values range
between 1.8 and 9.5 weight % with the lowest values at the
beginning of the cycle and the highest ones in the middle part
(Fig. 1).

The TOC variations cannot be explained by a varying dilution
by detrital (clay and quartz) and biogenic (mainly coccoliths,
occasional diatoms) minerals’. Indeed, except for the biogenic
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carbonate content, the mineralogical and geochemical composi-
tion of the inorganic fraction of the sediment is fairly constant
throughout the section, suggesting that variations of the detrital
input were weak during the cycle. The carbonate content varia-
tions are not strong enough to explain TOC variations and,
moreover, are not in phase with them. A diagenetic removal of
minerals is also unlikely because no traces of dissolution have
been observed. The sediment is fine-grained, stratified with fine-
scale laminations, contains abundant sulphides, and does not
exhibit any bioturbation. This last character indicates clearly
that not only the sediment but also the bottom water has always
been anoxic during the cycle. Indeed, in such marginal shallow
waters with a high input of organic matter, the absence of hetero-
trophic and oxygen-dependent benthic life can be explained only
by the occurrence of totally anoxic bottom waters over a signifi-
cant time period. On the other hand, the fine-grained and strati-
fied character of the sediment indicates low energy conditions
which permit the development of anoxic bottom conditions when
oxygen is totally consumed. The constancy of anoxic condi-
tions are additionally indicated by inorganic markers such as
the high vanadium content’. Molecular and petrographic
investigations'® "' have revealed that the origin of the organic
matter is mainly phytoplanktonic. Therefore, as the TOC varia-
tions cannot be explained by dilution or by changes in redox
conditions, they are most plausibly related to varying productiv-
ity-related organic fluxes. Moreover, the productivity variations
are probably mainly due to mineral-free phytoplankton because
TOC and carbonate contents (from coccoliths) variations appear
to be independent.

As a consequence of bacterial sulphate reduction, reduced
sulphur is often concentrated in organic-rich marine sediments.
In our cyclic sequence, most of the sulphur is diagenetically
trapped (both as iron sulphides and as organic sulphur com-
pounds) and can therefore be used to estimate the fraction of
organic carbon that was oxidized by sulphate reduction. In order

TOC (weight %)
©
Sulphate reduction index

—

— T T T
128.4 128.6 128.8 129.0 128.2 129.4

Depthin core (m)

] T
128.0 128.2

FIG. 1 Variations of total organic carbon content (TOC, in weight %) and
sulphate reduction index (SRI) in the deposition cycle. SRI represents
the intensity of sulphate reduction relative to the TOC. It is defined as
the ratio of (organic carbon preserved +mineralized by sulphate reduc-
tion) to preserved organic carbon. Mineralized organic carbon is calcu-
lated by using the measured sulphur content and assuming the mean
stoichiometry for sulphate reduction™ 2CH,0+S02 —H,S + 2HCO3.
We can write C,,>0.75 S where C,, and S denote masses of organic
carbon oxidized by sulphate reduction, and reduced sulphur trapped in
the sediment respectively. C,,=0.75 S if sulphur was trapped with per-
fect efficiency (100%), Co= 7.5 S if it was trapped with a low efficiency
(10%)"". Some simple mathematical considerations show that the SRI,
which is normally a mass or a flux ratio, can reasonably be approached
by using the organic carbon and sulphur contents in the same manner.
In this study, a mean of 30% of the sulphur (as H,S produced by sulph-
ate reduction) was assumed to be trapped in the sediment, according
to §*'S investigations. Comments about SR variations are given in the
text as well as the Fig. 2 legend.
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