Nonconforming finite elements and the cascade iteration
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Abstract. We derive sufficient conditions under which the Cascade iteration applied to nonconforming finite element discretizations yields an optimal solver. Key ingredients are optimal error estimates of such discretizations, which we therefore study in detail. We derive a new, efficient modified Morley finite element method. Optimal Cascade iterations are obtained for problems of second, and using a new smoother, of fourth order as well as for the Stokes problem.

1. Introduction

The Cascade multi-level iteration has been defined and analyzed for solving symmetric elliptic scalar problems of second order discretized on conforming finite element spaces by Bornemann and Deuflhard [BD96] and Shaidurov [Sha96]. As the full multi-grid method cf. e.g. [Hac85],[5] the Cascade iteration is based on the use of a hierarchy of corresponding auxiliary discretizations on coarser meshes. Going from the lowest level to the highest one on each level the obtained approximate solution from the previous level is used as a starting value of a number of iterations of a simple iterative solver (a smoother) like Conjugate Gradients. However, since in contrast to multi-grid, his smoother is not capable to significantly reduce the (smooth) algebraic error from the previous level, this error should already be strictly less than the final error that one permits. This is achieved by applying an increasing number of smoothing iterations on lower levels. On the other hand, since the problems on lower levels have a smaller dimension, the complete algorithm can be shown to be optimal, i.e., using a number of operations proportional to the number of unknowns, on the finest level an approximate solution is obtained with an algebraic error that in energy norm is of the same order as the discretization error.

In a recent paper [BD99] Braess and Dahmen analyzed the Cascade iteration applied to the discretized Stokes equations. The velocity component of the solution can be characterized as the solution of a symmetric elliptic variational problem on the space of discretely divergence-free velocities. Such spaces are non-nested, which means that explicit prolongations had to be introduced in the Cascade iteration. A difficulty is that these prolongations have an energy-norm that is larger than one. Yet, since only oscillating parts of the prolongated function are responsible for an increase in energy norm and these oscillating
parts are reduced by subsequent smoothing iterations. It could be shown that the Cascade iteration yields an approximate velocity vector having an algebraic error that is in energy norm of the same order as the discretization error.

In the present paper we use the idea behind the analysis from [BD99] to analyze the Cascade iteration in an abstract setting of general nonconforming finite element discretizations of symmetric elliptic problems. As applications we construct optimal Cascade iterations in the following three situations:

(a). Laplace equation and nonconforming $P_1$ elements
(b). Biharmonic equation and Morley finite elements
(c). Stokes equations and nonconforming $P_1$ elements for the velocity and $P_0$ elements for the pressure.

Key ingredients to the analysis of the Cascade iteration are optimal discretization error estimates. In one framework we derive such estimates for less regular problems and for fully regular problems where in the latter case a reduced set of conditions suffices. Our analysis for less regular problems follows the one from Brenner in [Bre99] quite closely. For less regular problems it may be necessary to apply the nonconforming finite element discretization with a modified right-hand side in order to make the discrete system well-defined. We show how cheap modifications can be constructed that yield optimal error estimates without needing additional regularity conditions. In particular we construct a new efficient modified Morley method.

Standard smoothers for problems (b) and (c) yield a Cascade iteration that is only suboptimal. To obtain an iteration that is optimal we construct more powerful smoothers that involve a call of simple conforming multi-grid method applied to a scalar problem of second order.

The paper is organized as follows: In §2 we state the abstract variational problem and its discretization. In §3 we formulate the Cascade iteration and give sufficient conditions under which it is (sub)optimal. The smoothing property of (preconditioned) Conjugate Gradients is studied in §4. In Section 5 we derive error estimates for nonconforming finite elements. Finally in §6 we discuss aforementioned applications.

2. Basic Assumptions

Let $V$ be a closed subspace of a Hilbert space $H^1$ over $\mathbb{R}$ and let $a(\cdot, \cdot)$ be a symmetric bilinear form on $V$ satisfying

\[(A) \quad a(v, v) \asymp \|v\|_{H^1}^2 \quad (v \in V).\]

In order to avoid the repeated use of generic but unspecified constants here by $C \lesssim D$ we mean that $C$ can be bounded by a multiple of $D$ independently of parameters which $C$ and $D$ may depend on. Obviously $C \gtrsim D$ is defined as $D \lesssim CT$ and $C \gtrsim D$ when both $C \lesssim D$ and $C \gtrsim D$. We consider the following symmetric and elliptic variational problem: Given $f \in VT$ search $u \in V$ such that

\[a(u, v) = f(v) \quad (v \in V).\]
Let $\mathcal{H}^0$ be a Hilbert space such that
\[ \mathcal{H}^1 \hookrightarrow \mathcal{H}^0 \]
with dense embedding. For $s \in [0,1]$ we define $\mathcal{H}^s = [\mathcal{H}^0, \mathcal{H}^1]$, being the interpolation space obtained from $\mathcal{H}^0$ and $\mathcal{H}^1$ by the method of complex interpolation. We assume the existence of an $\alpha \in (0,1]$ and another Hilbert space that we denote by $\mathcal{H}^{1+\alpha}$ for which
\[ \mathcal{H}^{1+\alpha} \hookrightarrow \mathcal{H}^1 \]
with dense embedding such that for $f \in (\mathcal{H}^{1-\alpha})'$ the solution $u$ of (2.1) is in $\mathcal{H}^{1+\alpha}$ and satisfies
\[ \| u \|_{\mathcal{H}^{1+\alpha}} \lesssim \| f \|_{(\mathcal{H}^{1-\alpha})'}, \quad \text{(regularity)}. \]

**Example 2.1.** A typical application is characterized by $\mathcal{H}^0 = L^2(\Omega)$ for some domain $\Omega \subset \mathbb{R}^d \cap \mathcal{H}^1 = H^\alpha(\Omega)$ or $\mathcal{H}^0 = H^0(\Omega)$ in which case (2.1) is a problem of order $2r+1$ and $\mathcal{H}^{1+\alpha} = \mathcal{H}^1 \cap H^{(1+\alpha)}(\Omega)$ for products of these spaces. We will consider applications where $\mathcal{V} = \mathcal{H}^1 \Gamma$ as well as an application concerning the Stokes problem where $\mathcal{V}$ is a proper subspace of $\mathcal{H}^1$.

Let $(\mathcal{V}_k)_{k \geq 0}$ be a sequence of finite dimensional subspaces of $\mathcal{H}^0 \Gamma$ which are not necessarily nested or contained in $\mathcal{V}$. Let $\mathcal{V}_{-1} = \{0\}$. For each $k \geq 0$ we assume that we have a scalar product $a_k(\cdot, \cdot)$ on $\mathcal{V} + \mathcal{V}_{k-1} + \mathcal{V}_k$ that coincides with $a(t, \cdot)$ on $\mathcal{V} \Gamma$ and for $k \geq 1$ with $a_{k-1}(\cdot, \cdot)$ on $\mathcal{V}_{k-1}$. We put
\[ \| a_k \| := a_k(\cdot, \cdot)_{1/2}. \]

For $s \in [0,1]$ we equip $\mathcal{V}_k$ with norms $\| \cdot \|_{s,k}$ defined by interpolation between $\| \cdot \|_{1,k} := \| a_k \|$ and $\| \cdot \|_{0,k} := \| a^{0} \|$. We define $\beta_k := \inf_{0 \neq \psi_k \in \mathcal{V}_k} \| \psi_k \|_{1,k} / \| \psi_k \|_{0,k}$. Note that $\beta_k^{-1}$ is the smallest constant such that
\[ \| \cdot \|_{1,k} \leq \beta_k^{-1} \| \cdot \|_{0,k} \quad \text{(inverse inequality)}. \]

We assume that
\[ \beta_{k-1} / \beta_k \lesssim 1. \]

**Example 2.2.** In the situation from Example 2.1 $\Gamma$ and for $\mathcal{V}_k$ being a standard (non-conforming) finite element space with respect to a shape-regular quasi-uniform mesh with meshsize $h_k$ on $\Gamma$ and for $a_k(\cdot, \cdot)$ being uniformly equivalent to the sum of the squared $H^s$-norms on the elements $\Gamma$ we have $\beta_k \lesssim h_k^s$.

For some $f_k \in \mathcal{V}_k \Gamma$ we approximate the solution $u \in (2.1)$ by the solution $u_k \in \mathcal{V}_k$ of
\[ a_k(u_k, v_k) = f_k(v_k) \quad (v_k \in \mathcal{V}_k). \]

As we will demonstrate in §5 $\Gamma$ for suitable choices of $f_k$ error estimates of the following type are valid: For some $s \in [0, 1-\alpha] \Gamma$
\[ \| u - u_k \|_{a_k} \lesssim \beta_k^s \| f \|_{(\mathcal{H}^0 \Gamma)} + \beta_k^{1-s} \| f \|_{(\mathcal{H}^1 \Gamma)}, \quad (f \in (\mathcal{H}^s \Gamma)'). \]
Remark 2.3. Compared to the $s = 1 - \alpha$ case (2.4) for $s < 1 - \alpha$ requires additional smoothness of $f$ without yielding a qualitatively better error estimate as function of $\beta_k$. On the other hand, taking $f \in (H^s)'$ for $s < 1 - \alpha$ generally allows for simpler constructions of $f_k$. Note that taking $f_k = f|_{V_k}$ is only possible if $V_k \subset H^s$.

Remark 2.4. If $V = H^l \Gamma$ then (2.1) defines a homeomorphism between $f \in (H^l)'$ and $u \in H^l$. In addition

$$(2.5) \quad |a(u, v)| \lesssim \|u\|_{H^{l+\alpha}} \|v\|_{H^l - \alpha} \quad (u \in H^{l+\alpha}, \; v \in H^l),$$

then from the fact that $H^l \leftarrow H^{l-\alpha}$ is dense it follows that for $u \in H^{l+\alpha}$ the mapping $v \mapsto a(u, v)$ on $H^l$ has a unique extension to a bounded linear functional on $H^{l-\alpha}\Gamma$ with norm that can be bounded on some multiple of $\|u\|_{H^{l+\alpha}}$. Together with (B) this means that $f \mapsto u$ defines a homeomorphism between $(H^{l-\alpha})'$ and $H^{l+\alpha}$. So when $s = 1 - \alpha \Gamma$ the meaning of the error estimate (2.4) does not change if we replace (both terms) $\beta_k^\alpha \|f\|_{(H^{l-\alpha})'}$ by $\beta_k^\alpha \|u\|_{H^{l+\alpha}}$ and quantify over $u \in H^{l+\alpha}$ instead of over $f \in (H^{l-\alpha})'$. A similar remark applies to other error estimates that we are going to derive (e.g. (3.4) (3.5) and (5.13)).

Similarly for $s \in [0, 1 - \alpha)\Gamma$ if $|a(u, v)| \lesssim \|u\|_{H^{2-\alpha}} \|v\|_{H^l} \quad (u \in H^{2-\alpha}, \; v \in H^l)\Gamma$ then $f(v) := a(u, v)$ satisfies $\|f\|_{(H^s)'} \lesssim \|u\|_{H^{2-\alpha}}$. However since $f \in (H^s)'$ does not imply that $u \in H^{2-\alpha}\Gamma$ (2.4) for $s \in [0, 1 - \alpha)\Gamma$ cannot be written in terms of $u$ only.

For comparison if $V$ is a proper subspace of $H^l \Gamma$ then the mapping $(H^l)' \rightarrow H^l : f \mapsto u$ defined by (2.1) is not injective. If moreover $V \hookrightarrow H^{l-\alpha}$ is not dense then even $f \mapsto u$ restricted to $(H^{l-\alpha})'$ is not injective. Normally $f_k$ will be a function of $f$ and so will be $u_k$. Yet if $f \mapsto u$ is not invertible it cannot be concluded that $u_k$ is a function of $u$. Indeed in our application concerning the Stokes problem it will turn out that this is not the case which means that $\|u - u_k\|_{\alpha_k}$ cannot be bounded in terms of $u$ only.

Assuming an error estimate of type (2.4) in the next section we derive sufficient conditions under which the Cascade iteration solves (2.3) with an algebraic error in the $\|\cdot\|_{1, k}$-norm which $\Gamma$ as function of $\beta_k \Gamma$ has the same order as (this bound on) the discretization error while taking a number of operations that is proportional or almost proportional to the number of unknowns.

3. The Cascade Iteration

To solve the discrete system (2.3) on some level $j$ we assume the availability of some basic (semi-)iterative method (a “smoother”) on all levels $1 \leq k \leq j$. The (algebraic) error after $m$ iterations of this method on level $k$ starting with an initial error $v_k$ will be denoted by $S_{k,m}(v_k)$. As in [BD96] we assume that there exists a $\gamma > 0\Gamma$ and linear operators $\hat{S}_{k,m} : V_k \rightarrow V_k$ such that

$$\|S_{k,m}(v_k)\|_{1,k} \leq \|\hat{S}_{k,m}v_k\|_{1,k} \quad (v_k \in V_k),$$

$$\left\|\hat{S}_{k,m}\right\|_{1,k-1,k} \leq 1,$$
From Following, we write and by Proof.

Furthermore since the spaces $\mathcal{V}_k$ are generally non-nested we need an explicit prolongation

$$I_{k-1}^k : \mathcal{V}_{k-1} \to \mathcal{V}_k.$$ 

The Cascade iteration now reads as follows:

- Compute the exact solution $u_0$ of (2.3) on level 0. Put $u_0^* = u_0$.
- For $k = 1, \ldots, j$: on level $k$ apply $m_k^{(j)}$ iterations of the smoother to the equations (2.3) using $I_{k-1}^k u_{k-1}^*$ as starting value. Denote the result as $u_k^*$.

Below we analyze $u_j - u_j^*$ in the $\| \cdot \|_{1,j}$-norm.

**Lemma 3.1.** Let $I_{k-1}^k : \mathcal{V}_{k-1} \to \mathcal{V}_k$ be defined by

$$a_k(I_{k-1}^k w_{k-1}, v_k) = a_k(w_{k-1}, v_k) \quad (w_{k-1} \in \mathcal{V}_{k-1}, v_k \in \mathcal{V}_k).$$

Assume (D), (E), (F),

$$\sum_{i=0}^{j-1} (m_{j-i}^{(j)})^{-\gamma_0} \lesssim 1,$$

and that for some $s \in [0, 1 - \alpha]$ the exact solutions of (2.3) satisfy

$$\| u_k - I_{k-1}^k u_{k-1} \|_{1-\alpha, k-1, k-1} \lesssim \beta_k^2 \| f \|_{(H^{1-\alpha})'} + \beta_k^{1+\alpha-s} \| f \|_{(H^s)'} \quad (f \in (H^s)').$$

Then

$$\| u_j - u_j^* \|_{1,j} \lesssim \sum_{i=0}^{j-1} \left( \beta_j^{-i} (m_{j-i}^{(j)})^{-\gamma_0} \| f \|_{(H^{1-\alpha})'} + \beta_k^{1+s-i} (m_{j-i}^{(j)})^{-\gamma_0} \| f \|_{(H^s)'} \right) \quad (f \in (H^s)').$$

**Proof.** For $1 \leq k \leq j$ there holds

$$u_k - u_k^* = S_{k,m_k^{(j)}}(u_k - I_{k-1}^k u_{k-1}^*),$$

and so by (D) and

$$\| u_k - u_k^* \|_{1,k} \leq \| S_{k,m_k^{(j)}}(u_k - I_{k-1}^k u_{k-1}^*) \|_{1,k}.$$

Following [BD99] we write

$$u_k - I_{k-1}^k u_{k-1}^* = u_k - I_{k-1}^k u_{k-1} + \hat{I}_{k-1}^k (u_{k-1} - u_{k-1}^*) + (I_{k-1}^k - \hat{I}_{k-1}^k)(u_{k-1} - u_{k-1}^*).$$

From

$$\| S_{k,m_k^{(j)}}(u_k - I_{k-1}^k u_{k-1}^*) \|_{1,k} \lesssim \beta_k^2 (m_k^{(j)})^{-\gamma_0} \| f \|_{(H^{1-\alpha})'} + \beta_k^{1+s} (m_k^{(j)})^{-\gamma_0} \| f \|_{(H^s)'},$$
by (F) and (3.4):
\[
\| \tilde{S}_{k,m_k}(I_{k-1}^k - \hat{I}_{k-1}^k) (u_{k-1}^* - u_{k-1}^*) \|_{1,k} \leq \| u_{k-1} - u_{k-1}^* \|_{1,k}
\]
by (E) and (3.1); and
\[
\| \tilde{S}_{k,m_k}(I_{k-1}^k - \hat{I}_{k-1}^k) (u_{k-1}^* - u_{k-1}^*) \|_{1,k} \leq (m_k^{(i)})^{-\gamma_s} \| u_{k-1} - u_{k-1}^* \|_{1,k}
\]
by (F) and (3.3) we conclude that there exists a constant \( \tilde{c} \) such that
\[
\| u_k - u_k^* \|_{1,k} \leq \tilde{c} \gamma_s (m_k^{(i)})^{-\gamma_s} \| f \|_{(V^i)^s} + \tilde{c} \gamma_s (m_k^{(i)})^{-\gamma_s} \| f \|_{(V^i)^s} + (1 + \tilde{c} (m_k^{(i)})^{-\gamma_s}) \| u_{k-1} - u_{k-1}^* \|_{1,k}.
\]
Assumption (3.2) shows that
\[
\prod_{i=0}^{j-1} (1 + \tilde{c} (m_j^{(i)})^{-\gamma_s}) \leq e^j \sum_{i=0}^{j-1} (m_j^{(i)})^{-\gamma_s} \lesssim 1,
\]
and so (3.5) follows from a recursive application of (3.6).

**Theorem 3.2.** (cf. ([BD96, TBD99])) Assume (D), (E), (F), (3.3) and (3.4). Let
\[
\beta_k \lesssim \rho^{-r_k} \quad \text{and} \quad \dim V_k \lesssim \rho^{d_k}
\]
where one may think of \( \rho > 1 \) as the mesh refinement factor, \( 2r > 0 \) as the order of the equation, and \( d \) as the space dimension. Assume that the computational work involved in performing the prolongation \( I_{k-1}^k \) and \( m \) iterations of the smoother on level \( k \) is proportional to \( \dim V_k \) and \( m \dim V_k \) respectively.

(a). Let \( r < d \gamma \). Choose \( m_j^{(i)} \approx \tilde{m}_i \) for some \( c \in (\rho^{r/s}, \rho^d) \). Then the approximate solution \( u_j^* \) from the Cascade iteration satisfies
\[
\| u_j - u_j^* \|_{1,j} \lesssim (\tilde{m}_i \tilde{m}^{-\gamma_s}) \| f \|_{(V^i)^{1/s}} + (\tilde{m}_i \tilde{m}^{-\gamma_s}) \| f \|_{(V^i)^{1/s}} \times \begin{cases} 
\beta_j^{1-s} & \text{if } c > \rho^{(1-s)/\gamma_s} \\
\beta_j^{1-s} \gamma_s & \text{if } c = \rho^{(1-s)/\gamma_s} \\
(\beta_j \tilde{m}^{-\gamma_s})^{1/\gamma_s} & \text{if } c < \rho^{(1-s)/\gamma_s}
\end{cases},
\]
requiring a number of arithmetic operations that is proportional to \( \tilde{m} \dim V_j \) (optimal complexity).

(b). Let \( r = d \gamma \). Choose \( m_j^{(i)} \approx \tilde{m} \rho^{d} j^{1/\gamma_s} \). Then
\[
\| u_j - u_j^* \|_{1,j} \lesssim \begin{cases} 
(\tilde{m}_i \tilde{m}^{-\gamma_s}) \| f \|_{(V^i)^{1/s}} & \text{if } s = 1 - \alpha \\
(\tilde{m}_i \tilde{m}^{-\gamma_s})^{1/\gamma_s} (\| f \|_{(V^i)^{1/s}} + 1/2) | f \|_{(V^i)^{1/s}} & \text{if } s < 1 - \alpha
\end{cases},
\]
whereas the required number of arithmetic operations is proportional to \( \tilde{m} \dim V_j (1 + \log(\dim V_j))^{1+d/(r \gamma_s)} \) (suboptimal complexity).

**Proof.** Apart from a straightforward counting of the number of operations the proof follows by applying Lemma 3.1 where the appearing geometrical sums should be estimated in an obvious way. Note that (3.2) follows from the fact that \( i \mapsto m_j^{(i)} \) is an exponentially increasing function. \( \square \)
4. Preconditioned Conjugate Gradients as a Smoother

Since with the Cascade iteration on lower levels many smoothing iterations are applied it pays off to accelerate a basic iterative method by conjugate gradients (CG) in which case the basic iterative method is viewed as a preconditioner. As we will see in common situations the resulting iteration satisfies the smoothing property (F) with \( \gamma = 1 \) instead of \( \gamma = \frac{1}{2} \), that one would get without this acceleration. As shown in Theorem 3.2 having a sufficiently large value of \( \gamma \) is essential for getting an optimal method.

We assume that for each \( k \) some scalar product \( \langle \cdot, \cdot \rangle_k \) on \( V_k \) is given which as explained at the end of this section in applications will incorporate the choice of the preconditioner.

We put \( \max_{t} \) where \( T \) it pays off to accelerate a basic iterative method by conjugate gradients (CG) in which and \( v \) starting with \( v \) and in the following we will verify the assumptions (D) and (F).

Since \( A_k \) is SPD with respect to \( \langle \cdot, \cdot \rangle_k \) we can apply CG to (4.2) as our smoothing iteration and in the following we will verify the assumptions (D) and (F).

Using \( \| \cdot \|_{1,k} = \| A_k^{\frac{1}{2}} \cdot \|_{1} \) it is well-known that the error \( S_{k,m}(v_k) \) after \( m \) CG-iterations starting with \( v_k \) satisfies

\[
(4.3) \quad \| S_{k,m}(v_k) \|_{1,k} = \min_{p \in P_m : p(0) = 1} \| p(A_k)v_k \|_{1,k}.
\]

Following [Sha96] we define

\[
\phi_{\lambda, m}(x) = (-1)^m+1 (2m+1)^{-1} \sqrt{x} T_{2m+1}(\sqrt{x}),
\]

where \( T_{2m+1} \) is the Chebychev polynomial of order \( 2m+1 \). The polynomial \( \phi_{\lambda, m} \) minimizes \( \max_{x \in [0, \lambda]} |\sqrt{x} \phi_{\lambda, m}(x)| \) over \( \{ p \in P_m : p(0) = 1 \} \). There holds

\[
(4.4) \quad \max_{x \in [0, \lambda]} |\sqrt{x} \phi_{\lambda, m}(x)| = (2m+1)^{-1} \sqrt{\lambda}
\]

and

\[
(4.5) \quad \max_{x \in [0, \lambda]} |\phi_{\lambda, m}(x)| = 1.
\]

Defining \( \hat{S}_{\lambda, m} = \phi_{\rho(A_k), m}(A_k) \) assumptions (D) and (E) follow from (4.3) and (4.5) respectively. From (4.4) and

\[
(4.6) \quad \| \hat{S}_{\lambda, m} v_k \|_{1,k} \leq (2m+1)^{-1} \rho(A_k)^{\frac{1}{2}} \| v_k \|_{1,k} \leq (2m+1)^{-1} c_k \beta_k^{-1} \| v_k \|_{1,k},
\]

we find that
where
\begin{equation}
(4.7) \quad c_k := \sup_{0 \neq v \in V_k} \frac{\|v\|^2_{\mathcal{H}^0}}{\|v\|^2_k} \sup_{0 \neq v \in V_k} \frac{\|v\|^2_k}{\|v\|^2_{\mathcal{H}^0}}.
\end{equation}

By applying interpolation to (E) and (4.6) we conclude that a sufficient condition for the CG-iteration to satisfy (F) with \( \gamma = 1 \) is that \( (\cdot, \cdot)_k \) is selected such that
\begin{equation}
(4.8) \quad c_k \leq 1.
\end{equation}

Now we come to the selection of \((\cdot, \cdot)_k\) and the discussion of the implementation of above CG-iteration.

Let \( \{\varphi_{k,i} : i \in K_k\} \) be a basis of \( \mathcal{V}_k \Gamma \) and let
\[
\Phi_k : H_k^{\dim V_k} \to \mathcal{V}_k : v_k \mapsto \sum_{i \in K_k} v_{k,i} \varphi_{k,i},
\]
denote the corresponding bijection between the coordinates of an element and the element in \( \mathcal{V}_k \) itself. Define the mass- and stiffness-matrices \( M_k, A_k \in H_k^{\dim V_k \times \dim V_k} \) and the vector \( f_k \in H_k^{\dim V_k} \) by
\[
\langle M_k w_k, v_k \rangle = (\Phi_k w_k, \Phi_k v_k)_{\mathcal{H}^0}, \quad \langle A_k w_k, v_k \rangle = a_k(\Phi_k w_k, \Phi_k v_k) \quad \text{and} \quad \langle f_k, v_k \rangle = f_k(\Phi_k v_k),
\]
where \( \langle \cdot, \cdot \rangle \) denotes an Euclidean scalar product.

Having the basis on \( \mathcal{V}_k \) fixed there is clearly an one-to-one correspondence between SPD matrices \( W_k \in H_k^{\dim V_k \times \dim V_k} \) and scalar products \((\cdot, \cdot)_k\) on \( \mathcal{V}_k \) via the relation
\[
\langle W_k \cdot, \cdot \rangle = (\Phi_k \cdot, \Phi_k \cdot)_k.
\]
Using this correspondence \( c_k \) defined in (4.7) can be rewritten as
\[
c_k = \kappa(W_k^{-1} M_k),
\]
and so (4.8) means that \( W_k \) should be spectrally equivalent to some multiple of \( M_k \Gamma \) uniformly in \( k \).

From the definitions of \( \tilde{A}_k \) and \( \tilde{f}_k \) in (4.1) it easily follows that
\[
\tilde{A}_k = \Phi_k W_k^{-1} A_k \Phi_k^{-1} \quad \text{and} \quad \tilde{f}_k = \Phi_k W_k^{-1} f_k.
\]
We conclude that the result \( \hat{u}_k \) of the application of \( m \) CG-iterations to (4.2) using the scalar product \((\cdot, \cdot)_k\) and initial value \( \hat{u}_0^k \) satisfies \( \hat{u}_k = \Phi_k \hat{u}_k \Gamma \) where \( \hat{u}_k \) is the result of the application \( \Gamma \) with initial value \( \Phi_k^{-1} \hat{u}_0^k \Gamma \) of \( m \) CG-iterations to \( W_k^{-1} A_k u_k = W_k^{-1} f_k \) using the scalar product \( \langle W_k \cdot, \cdot \rangle \). For equivalently \( \Gamma \) \( m \) preconditioned CG-iterations to \( A_k u_k = f_k \) using the Euclidean scalar product \( \langle \cdot, \cdot \rangle \) and preconditioner \( W_k \).
5. Error estimates for nonconforming discretizations

Making use of the assumptions from §2 throughout this section we will derive sufficient conditions for (3.3) and (3.4). Our analysis will follow the lines from [Bre99] quite closely in particular Lemma 3.4,Theorem 3.5, Lemma 3.7 and Theorem 3.8 from that paper. Differences are that we end up with simpler constructions of the discrete right-hand sides \( f_k \Gamma \) and that within the same framework we derive a reduced set of conditions for the fully regular case \( \alpha = 1 \). Furthermore we allow that \( \mathcal{V} \to \mathcal{H}^{1-\alpha} \) is not dense (cf. Remark 2.4).

We start by considering \( f \in (\mathcal{H}^{1-\alpha})' \) i.e. \( s = 1 - \alpha \Gamma \) and
\[
(5.1) \quad f_k = f \circ I_k \quad \text{for some} \quad I_k : \mathcal{V}_k \to \mathcal{H}^{1-\alpha}.
\]
Since for applying duality arguments we will consider solutions corresponding to different right-hand sides simultaneously in this section we will use the notations \( u^{(f)} \) and \( u_k^{(f)} \) to denote the solutions of \( a(u,v) = f(v) \ (v \in \mathcal{V}) \ ((2.1)) \) and \( a_k(u_k,v_k) = f(I_k v_k) \ (v_k \in \mathcal{V}_k) \ ((2.3)) \) respectively.

**Remark 5.1.** In [Bre99] it is assumed that \( I_k \) maps into \( \mathcal{V} \) instead of only into \( \mathcal{H}^{1-\alpha} \). The present approach will give rise to a reduced set of conditions for the case \( \alpha = 1 \).

**Theorem 5.2.** (a) Assume
\[
(5.2) \quad \inf_{v_k \in \mathcal{V}_k} \| u - v_k \|_{a_k} \leq \beta_k^n \| u \|_{\mathcal{H}^{1+\alpha}} \quad (u \in \mathcal{H}^{1+\alpha}) \quad \text{(approximation)},
\]
\[
(5.3) \quad |a_k(u^{(f)}, v_k) - f(I_k v_k)| \leq \beta_k^\alpha \| f \|_{(\mathcal{H}^{1-\alpha})'} \| v_k \|_{1,k} \quad (f \in (\mathcal{H}^{1-\alpha})', v_k \in \mathcal{V}_k) \quad \text{(consistency)}.
\]

Then
\[
(5.4) \quad \| u^{(f)} - u_k^{(f)} \|_{a_k} \leq \beta_k^\alpha \| f \|_{(\mathcal{H}^{1-\alpha})'} \quad (f \in (\mathcal{H}^{1-\alpha})'),
\]
i.e., with \( f_k = f \circ I_k \), the error estimate (2.4) is valid for \( s = 1 - \alpha \).

(b) If, in addition,
\[
(5.5) \quad |a_k(u^{(f)}, v_k) - f(I_k v_k)| \leq \beta_k^\alpha \| f \|_{(\mathcal{H}^{1-\alpha})'} \| g \|_{(\mathcal{H}^{1-\alpha})'} \quad (f, g \in (\mathcal{H}^{1-\alpha})'),
\]
then
\[
(5.6) \quad \| u^{(f)} - I_k u_k^{(f)} \|_{\mathcal{H}^{1-\alpha}} \leq \beta_k^\alpha \| f \|_{(\mathcal{H}^{1-\alpha})'} \quad (f \in (\mathcal{H}^{1-\alpha})').
\]

**Proof.** (a). Given \( f \in (\mathcal{H}^{1-\alpha})' \) let \( \tilde{u}_k \in \mathcal{V}_k \) satisfy \( a_k(\tilde{u}_k, v_k) = a_k(u^{(f)}, v_k) \ (v_k \in \mathcal{V}_k) \). Then
\[
\| u^{(f)} - \tilde{u}_k \|_{a_k} = \inf_{v_k \in \mathcal{V}_k} \| u^{(f)} - v_k \|_{a_k}.
\]
On the other hand there holds
\[
\| \tilde{u}_k - u_k^{(f)} \|_{1,k} = \sup_{v_k \in \mathcal{V}_k} \frac{|a_k(\tilde{u}_k - u_k^{(f)}, v_k)|}{\| v_k \|_{1,k}} \leq \sup_{v_k \in \mathcal{V}_k} \frac{|a_k(u^{(f)}), v_k) - f(I_k v_k)|}{\| v_k \|_{1,k}}.
\]
The proof of (5.2) follows from (G) \( \| u^{(f)} \|_{\mathcal{H}^{1+\alpha}} \leq \| f \|_{(\mathcal{H}^{1-\alpha})'} \) (i.e. (B)) and (H).
(b). Let \( f \in (\mathcal{H}^{1-\alpha})' \). There holds \( \|u^{(f)} - I_k u_k^{(f)}\|_{\mathcal{H}^{1-\alpha}} = \sup_{0 \neq g \in (\mathcal{H}^{1-\alpha})'} \frac{|g(u^{(f)} - I_k u_k^{(f)})|}{\|g\|_{(\mathcal{H}^{1-\alpha})'}} \). For arbitrary \( g \in (\mathcal{H}^{1-\alpha})' \) we write

\[
|g(u^{(f)} - I_k u_k^{(f)})| = |a(u^{(g)}, u^{(f)}) - a_k(u_k^{(g)}, u_k^{(f)})| \\
= |a_k(u^{(g)} - u_k^{(g)}, u_k^{(f)}) + a_k(u^{(g)} - u_k^{(g)}, u^{(f)} - u_k^{(f)}) + a_k(u_k^{(g)}, u^{(f)} - u_k^{(f)})| \\
\lesssim \beta_k^2 \|g\|_{(\mathcal{H}^{1-\alpha})'} \|f\|_{(\mathcal{H}^{1-\alpha})'},
\]

by (5.3) and (5.2) which completes the proof.

We discuss the non-standard condition (5.3). We first consider a special case:

**Proposition 5.3.** If for all \( k \), \( I_k \) is the trivial injection (necessary is \( V_k \subset \mathcal{H}^{1-\alpha} \)), then (5.3) follows from (5.2) and

(1) \[ |a_k(u^{(f)}, v_k) - f(v_k)| \lesssim \beta_k^2 \|f\|_{(\mathcal{H}^{1-\alpha})'} \|v_k\|_{\mathcal{H}^{1-\alpha}} \quad (f \in (\mathcal{H}^{1-\alpha})', v_k \in V_k + V), \]

which is a slightly stronger assumption than (II) for this \( I_k \).

**Proof.** Given \( f, g \in (\mathcal{H}^{1-\alpha})' \) by (I) and (5.2) we have

\[
a_k(u^{(f)} - u_k^{(f)}, u_k^{(g)}) = |a_k(u^{(f)}, u_k^{(g)} - u_k^{(g)}) + a(u^{(f)}, u^{(g)})| - a_k(u_k^{(f)}, u_k^{(g)})| \\
= |a_k(u^{(f)}, u_k^{(g)} - u_k^{(g)}) - f(u_k^{(g)} - u_k^{(g)})| \\
\lesssim \beta_k^2 \|f\|_{(\mathcal{H}^{1-\alpha})'} \|u_k^{(g)} - u_k^{(f)}\|_{\mathcal{H}^{1-\alpha}} \lesssim \beta_k^2 \|f\|_{(\mathcal{H}^{1-\alpha})'} \|g\|_{(\mathcal{H}^{1-\alpha})'},
\]

which is (5.3). \( \square \)

The following proposition shows that in the general case (5.3) can be deduced from an extra consistency assumption.

**Proposition 5.4.** Assume (5.2), and let \( \Pi^k : \mathcal{H}^{1+\alpha} \to V_k \) be such that

(1) \[ \|(I - \Pi^k)u\|_{\mathcal{H}^{1+\alpha}} \lesssim \beta_k^2 \|u\|_{\mathcal{H}^{1+\alpha}} \quad (u \in \mathcal{H}^{1+\alpha}) \]

and

(2) \[ |a_k(u^{(f)}, \Pi^k v) - f(I_k \Pi^k v)| \lesssim \beta_k^2 \|f\|_{(\mathcal{H}^{1-\alpha})'} \|v\|_{\mathcal{H}^{1+\alpha}} \quad (f \in (\mathcal{H}^{1-\alpha})', v \in \mathcal{H}^{1+\alpha}). \]

Then (5.3) is valid.

**Proof.** The proof follows from the assumptions and (B) by writing for \( f, g \in (\mathcal{H}^{1-\alpha})' \) \( \Gamma \)

\[
a_k(u^{(f)} - u_k^{(f)}, u_k^{(g)}) = a_k(u^{(f)} - u_k^{(f)}, \Pi^k u^{(g)}) + a_k(u^{(f)} - u_k^{(f)}, u_k^{(g)} - \Pi^k u^{(g)}) = a_k(u^{(f)}, \Pi^k u^{(g)}) - f(I_k \Pi^k u^{(g)}) + a_k(u^{(f)} - u_k^{(f)}, u_k^{(g)} - u^{(g)} + (I - \Pi^k) u^{(g)}) \]

It will turn out that (5.4) can be used to prove (3.4):
Proposition 5.5. (a) Assume (5.4) and
\[\|v_k\|_{1-\alpha,k} \approx \|I_kv_k\|_{\mathcal{H}^{1+\alpha}} \quad (v_k \in V_k).\]
Let \(\Pi^k : \mathcal{H}^{1+\alpha} \to V_k\) be a mapping such that
\[(L) \quad \|I - I_k\Pi^k\|_{\mathcal{H}^{1-\alpha} \to \mathcal{H}^{1+\alpha}} \leq \beta_k^{2\alpha}.\]
Then
\[(5.6) \quad \|\Pi^k u^{(f)} - u_k^{(f)}\|_{1-\alpha,k} \lesssim \beta_k^{2\alpha} \|f\|_{(\mathcal{H}^{1-\alpha})'} \quad (f \in (\mathcal{H}^{1-\alpha})').\]
(b) If, in addition, the prolongation \(I^k_{k-1}\) satisfies
\[(M) \quad \|(\Pi^k - I^k_{k-1}\Pi^{k-1})u\|_{1-\alpha,k} \lesssim \beta_k^{2\alpha} \|u\|_{\mathcal{H}^{1+\alpha}} \quad (u \in \mathcal{H}^{1+\alpha})\]
and
\[(N) \quad \|I^k_{k-1}\|_{1-\alpha,k-1 \to 1-\alpha,k-1} \lesssim 1,\]
then
\[(5.7) \quad \|u_k^{(f)} - I^k_{k-1}u_k^{(f)}\|_{1-\alpha,k} \lesssim \beta_k^{2\alpha} \|f\|_{(\mathcal{H}^{1-\alpha})'} \quad (f \in (\mathcal{H}^{1-\alpha})').\]
i.e., with \(f_k = f \circ I_k\), (3.4) is valid for \(s = 1 - \alpha\).

Proof. (a) By (5.5)\(\Gamma(L)\Gamma(B)\) and (5.4)\(\Gamma\) for \(f \in (\mathcal{H}^{1-\alpha})'\) it holds that
\[
\|\Pi^k u^{(f)} - u_k^{(f)}\|_{1-\alpha,k} \approx \|I_k(\Pi^k u^{(f)} - u_k^{(f)})\|_{\mathcal{H}^{1-\alpha}} \leq \|(I_k \Pi^k - I)u^{(f)}\|_{\mathcal{H}^{1-\alpha}} + \|u^{(f)} - I_k u_k^{(f)}\|_{\mathcal{H}^{1-\alpha}} \lesssim \beta_k^{2\alpha} \|f\|_{(\mathcal{H}^{1-\alpha})'}.\]
(b) By writing
\[u_k^{(f)} - I^k_{k-1}u_k^{(f)} = u_k^{(f)} - \Pi^k u_k^{(f)} + (\Pi^k - I^k_{k-1}\Pi^{k-1})u_k^{(f)} + I^k_{k-1}(\Pi^{k-1}u^{(f)} - u_k^{(f)}),\]
the proof follows from (5.6)\(\Gamma(M)\Gamma(N)\Gamma(B)\) and (C).

In a special case (5.7) follows already from (5.4) and a condition slightly stronger than (N):
For $\alpha < 1$ estimate (5.5) allows us to switch between discrete and continuous fractional norms. It can be verified using the following proposition.

**Proposition 5.7.** Assume $\text{Im} I_k \subset \mathcal{H}^1$ and

1. $\|I_k v_k\|_{\mathcal{H}^0} \leq \|v_k\|_{0,k}$ (for $v_k \in \mathcal{V}_k$),

2. $\|I_k v_k\|_{\mathcal{H}^1} \leq \|v_k\|_{1,k}$ (for $v_k \in \mathcal{V}_k$).

Let $\Pi^k : \mathcal{H}^1 \to \mathcal{V}_k$ be some mapping satisfying

3. $\|\Pi^k v\|_{1,k} \leq \|v\|_{\mathcal{H}^1}$ (for $v \in \mathcal{H}^1$),

4. $\|I - I_k \Pi^k\|_{\mathcal{H}_0 + \mathcal{H}^1} \leq \beta_k$.

Then $\|I_k v_k\|_{\mathcal{H}^t} \leq \|v_k\|_{t,k}$ (for $t \in [0,1]$, $v_k \in \mathcal{V}_k$), i.e., (5.5) is valid.

**Proof.** Using $\|I_k v_k\|_{\mathcal{H}^0} \leq \|v_k\|_{0,k}$ and (Q) interpolation shows that $\|I_k v_k\|_{\mathcal{H}^t} \leq \|v_k\|_{t,k}$ (for $t \in [0,1], v_k \in \mathcal{V}_k$).

The estimate $\|I_k v_k\|_{\mathcal{H}^0} \leq \|v_k\|_{0,k}$ implies that there exists an $F^k : \text{Im} I_k \to \mathcal{V}_k$ with $F^k I_k = I$ and $\|F^k\|_{0,k} \leq \|\cdot\|_{\mathcal{H}^0}$ on $\text{Im} I_k$. Let $Q^k : \mathcal{H}^0 \to \text{Im} I_k$ denote the $\mathcal{H}^0$-orthogonal projector onto $\text{Im} I_k$. Then for $F^k Q^k : \mathcal{H}^0 \to \mathcal{V}_k$ we have

$$\|F^k Q^k v\|_{0,k} \leq \|Q^k v\|_{\mathcal{H}^0} \leq \|v\|_{\mathcal{H}^0} \quad (v \in \mathcal{H}^0),$$

and

$$\|I_k v_k\|_{1,k} \leq \beta_k^{-1}\|F^k Q^k (I - I_k \Pi^k) v\|_{0,k} + \|\Pi^k v\|_{1,k} \leq \|v\|_{\mathcal{H}^1} \quad (v \in \mathcal{H}^1)$$

by (2.2)Γ (R) and (S). Interpolation shows that $\|v_k\|_{t,k} = \|F^k Q^k I_k v_k\|_{t,k} \leq \|I_k v_k\|_{\mathcal{H}^t}$ (for $t \in [0,1], v_k \in \mathcal{V}_k$).

**Remark 5.8.** From Remark 2.4 we learn that if $\mathcal{V} = \mathcal{H}^1 \Gamma$ and

$$|a(u,v)| \lesssim \|u\|_{\mathcal{H}^{1+\alpha}} \|v\|_{\mathcal{H}^{1-\alpha}} \quad (u \in \mathcal{H}^{1+\alpha}, v \in \mathcal{H}^1) \quad (2.5),$$

then (H) and (K) can be rewritten as

1. $|a(u,v)| \lesssim \|u\|_{\mathcal{H}^{1+\alpha}} \|v\|_{\mathcal{H}^{1-\alpha}} \quad (u \in \mathcal{H}^{1+\alpha}, v \in \mathcal{V}_k)$,

2. $\|\Pi^k v\| \leq \beta_2\|u\|_{\mathcal{H}^{1+\alpha}} \|v\|_{\mathcal{H}^{1-\alpha}} \quad (u \in \mathcal{H}^{1+\alpha}, v \in \mathcal{V}_k)$.

where $a(u,v)$ here is the extended form on $\mathcal{H}^{1+\alpha} \times \mathcal{H}^{1-\alpha}$.

This reformulation of the consistency assumptions has the following advantage: Suppose there is some $\delta \geq \alpha$ and a Hilbert space that we denote by $\mathcal{H}^{1+\delta} \Gamma$ such that $\mathcal{H}^{1+\alpha} = [\mathcal{H}^1, \mathcal{H}^{1+\delta}]_{1+\alpha} \Gamma$ and for which we are able to verify (2.5)Γ(5.8) and (5.9) with $\alpha$ replaced by $\delta$. Then since assuming (Q) and (R) the estimates (2.5)Γ(5.8) and (5.9) are also valid for $\alpha$ replaced by zero the method of complex interpolation shows that they are valid for the original $\alpha$ and so (H) and (K) hold.

We note that it is generally not possible to apply interpolation arguments to (H) and (K) directly because of the regularity limitation.
In our application concerning the Stokes problem $\mathcal{V}$ is a proper subspace of $\mathcal{H}^1$. For this application we will verify (H) but it can be shown that (5.8) is not valid.

Now we have derived sufficient conditions for (3.4) with $f_k = f \circ I_k \Gamma$ we come to the verification of (3.3). We start with a lemma.

**Lemma 5.9.** Assume (5.4), (5.5) and (5.7). Then for $P_k^{k-1} : \mathcal{V}_k \rightarrow \mathcal{V}_{k-1}$ defined by

$$a_{k-1}(P_k^{k-1} u_k, v_{k-1}) = a_k(u_k, I_{k-1}^{k-1} u_{k-1}) \quad (u_k \in \mathcal{V}_k, v_{k-1} \in \mathcal{V}_{k-1}),$$

it holds that

$$\|P_k^{k-1} u_k^{(f)} - u_{k-1}^{(f)}\|_{1-\alpha, k-1} \lesssim \beta_k^{2\alpha} \|f\|_{(\mathcal{H}^{1-\alpha})'}, \quad (f \in (\mathcal{H}^{1-\alpha})').$$

**Proof.** By (5.5) and duality we have to prove that

$$|g(I_{k-1}(P_k^{k-1} u_k^{(f)} - u_{k-1}^{(f)}))| \lesssim \beta_k^{2\alpha} \|g\|_{(\mathcal{H}^{1-\alpha})'} \|f\|_{(\mathcal{H}^{1-\alpha})'}, \quad (g, f \in (\mathcal{H}^{1-\alpha})').$$

We write

$$g(I_{k-1}(P_k^{k-1} u_k^{(f)} - u_{k-1}^{(f)})) = a_{k-1}(u_k^{(g)}, P_k^{k-1} u_k^{(f)} - u_{k-1}^{(f)}) = a_k(I_{k-1}^{k} u_k^{(g)}, u_k^{(f)} - u_{k-1}^{(f)}) = f((I_k I_{k-1} - I_{k-1}) u_k^{(g)}),$$

and

$$(I_k I_{k-1} - I_{k-1}) u_k^{(g)} = I_k(I_{k-1}^{k} u_k^{(g)} - u_k^{(g)}) + I_k u_k^{(g)} - u_k^{(g)} - I_{k-1} u_{k-1}^{(g)}.$$

From (5.5)\Gamma(5.7)\Gamma(5.4) and (C)\Gamma we conclude that

$$|f((I_k I_{k-1} - I_{k-1}) u_k^{(g)})| \lesssim \|f\|_{(\mathcal{H}^{1-\alpha})'} \beta_k^{2\alpha} \|g\|_{(\mathcal{H}^{1-\alpha})'},$$

which completes the proof. \qed

**Remark 5.10.** In relation to multi-grid convergence theory we note here that (5.5)\Gamma(5.7) and (5.10) imply that $\|I - I_k^{k-1} P_k^{k-1} u_{k-1}^{(f)}\|_{1-\alpha, k-1} \lesssim \beta_k^{2\alpha}$ which is the so-called ‘approximation property’ (cf. [Hac85]). One may consult [Bre99\Gamma proof of Lemma 4.2] to verify this statement.

**Proposition 5.11.** Assume (5.2), (5.5) and (5.10), then

$$\|I_k^{k-1} - \hat{I}_k^{k-1}\|_{1-\alpha, k-1, k-1} \lesssim \beta_k^{\alpha},$$

i.e., (3.3) is valid.

**Proof.** By (5.5) and duality we have to prove that

$$|g(I_k(I_k^{k-1} - \hat{I}_k^{k-1}) u_k^{(g)}))| \lesssim \beta_k^{\alpha} \|g\|_{(\mathcal{H}^{1-\alpha})'} \|u_k^{(g)}\|_{1-\alpha, k-1} \quad (g \in (\mathcal{H}^{1-\alpha})', u_k^{(g)} \in \mathcal{V}_{k-1}).$$

By the definition of $\hat{I}_k^{k-1}$ given in (3.1) we have

$$g(I_k(I_k^{k-1} - \hat{I}_k^{k-1}) u_k^{(g)})) = a_k(u_k^{(g)}, (I_k^{k-1} - \hat{I}_k^{k-1}) u_k^{(g)}) = a_k(u_k^{(g)}, (I_k^{k-1} - I) u_k^{(g)}) = a_{k-1}(P_k^{k-1} u_k^{(g)} - u_k^{(g)}, u_{k-1}^{(g)}) + a_k(u_k^{(g)} - u_k^{(g)}, u_k^{(g)}).$$
By (5.2) and (C) there holds

$$|a_k(u_k^{(j)} - u_k^{(g)}, u_{k-1})| \lesssim \beta_k^\alpha \|g\|_{\mathcal{H}^{1-\alpha}} \|u_{k-1}\|_{1,k-1}.$$  

The inverse inequality (2.2) and (5.10) show that

$$|a_{k-1}(P_k u_k^{(j)} - u_k^{(g)}, u_{k-1})| \lesssim \beta_k^{1-\alpha} \|P_k u_k^{(j)} - u_k^{(g)}\|_{1-\alpha,k-1} \|u_{k-1}\|_{1,k-1}$$

$$\lesssim \beta_k^\alpha \|g\|_{\mathcal{H}^{1-\alpha}} \|u_{k-1}\|_{1,k-1},$$

which completes the proof. \hfill \Box

Finally in this section we return to the verification of (2.4) and (3.4). So far we assumed that $f_k = f \circ I_k \Gamma$ where $\Gamma$ besides other conditions $\Pi_k$ satisfied (5.5). Let $\Gamma \| \cdot \|_{1-\alpha,k} \lesssim \| I_k \cdot \mathcal{H}^{1-\alpha}$. For $\alpha = 1 \Gamma$ this condition is easily fulfilled but for $\alpha < 1$ the verification will be difficult without assuming that $I_k$ maps into $\mathcal{H}^1$. On the other hand to ensure that for $f \in (\mathcal{H}^{1-\alpha})^\prime$ $f_k = f \circ I_k$ is well-defined it is already sufficient that $I_k$ maps into $\mathcal{H}^{1-\alpha}$.

In view of this observation in the following we relax the conditions on the construction of $f_k$. Yet if $\forall \kappa \not\in \mathcal{H}^{1-\alpha}$ it will not be possible to take $f_k = f \mid_{\forall \kappa}$. In that case it may make sense to consider only right-hand sides $f \in (\mathcal{H}^\prime)^\prime$ for some $s < 1 - \alpha \Gamma$ which then allows for a further simplification of the construction of $f_k$. However due to the regularity restriction imposing stronger conditions on $f$ will not lead to qualitatively better error estimates as function of $\beta_k$.

**Theorem 5.12.** Let $s \in [0, 1 - \alpha]$, and let $G_k$ be a mapping from $V_k$ into $\mathcal{H}^s$. For $f \in (\mathcal{H}^\prime)^\prime$, let $u_k^{(j)}$ now denote the solution of $a_k(u_k, v_k) = f(G_k v_k)$ ($v_k \in V_k$), which is the system (2.3) with $f_k = f \circ G_k$.

(a). Assume (5.2) and

$$\| (I_k - G_k)v_k \|_{\mathcal{H}^s} \lesssim \beta_k^1 \|v_k\|_{1,k} \quad (v_k \in V_k).$$

Then

$$\|u^{(j)} - u_k^{(j)}\|_{a_k} \lesssim \beta_k^\alpha \|f\|_{\mathcal{H}^{1-\alpha}} + \beta_k^{1-s} \|f\|_{\mathcal{H}^s} \quad (f \in (\mathcal{H}^\prime)^\prime),$$

i.e., (2.4) is valid.

(b). In addition, assume (5.5), and

$$\| (I_k - G_k)\Pi_k \|_{\mathcal{H}^{1-\alpha} \rightarrow \mathcal{H}^{1+\alpha}} \lesssim \beta_k^{1+\alpha-s}$$

for some mapping $\Pi_k : \mathcal{H}^{1+\alpha} \rightarrow V_k$ satisfying

$$\| (I - \Pi_k)v \|_{a_k} \lesssim \beta_k^\alpha \|v\|_{\mathcal{H}^{1+\alpha}} \quad (v \in \mathcal{H}^{1+\alpha}).$$

Then (5.6) gives

$$\| \Pi_k u^{(j)} - u_k^{(j)} \|_{1-\alpha,k} \lesssim \beta_k^\alpha \|f\|_{\mathcal{H}^{1-\alpha}} + \beta_k^{1+\alpha-s} \|f\|_{\mathcal{H}^s} \quad (f \in (\mathcal{H}^\prime)^\prime),$$

and (N) and (5.7) give

$$\| u_k^{(j)} - I_k^{(j)} u_k^{(j)} \|_{1-\alpha,k} \lesssim \beta_k^\alpha \|f\|_{\mathcal{H}^{1-\alpha}} + \beta_k^{1+\alpha-s} \|f\|_{\mathcal{H}^s} \quad (f \in (\mathcal{H}^\prime)^\prime),$$

i.e., (3.4) is valid.
Proof. In this proof let \( \hat{u}_k^{(f)} \) denote the solution of \( a_k(u_k, v_k) = f(I_k v_k) \) \((v_k \in V_k)\).

(a) By (T) we have
\[
\left| a_k(\hat{u}_k^{(f)} - u_k^{(f)}, v_k) \right| = \left| f((I_k - G_k)v_k) \right| \lesssim \beta_k^{1-s} \| f \|_{(\mathcal{H}^s)^*} \| v_k \|_{1,k} \quad (v_k \in V_k),
\]
or
\[
\left\| \hat{u}_k^{(f)} - u_k^{(f)} \right\|_{a_k} \lesssim \beta_k^{1-s} \| f \|_{(\mathcal{H}^s)^*}.
\]

The proof now follows from (5.2).

(b) By (6.6) or (N) and (C) it is sufficient to show that
\[
\left\| \hat{u}_k^{(f)} - u_k^{(f)} \right\|_{1-\alpha,k} \lesssim \beta_k^{1+\alpha-s} \| f \|_{(\mathcal{H}^{1-\alpha})^*},
\]
which by (5.5) and duality is equivalent to
\[
\left| g(I_k(\hat{u}_k^{(f)} - u_k^{(f)})) \right| \lesssim \beta_k^{1+\alpha-s} \| g \|_{(\mathcal{H}^{1-\alpha})^*} \| f \|_{(\mathcal{H}^s)^*} \quad (g \in (\mathcal{H}^{1-\alpha})^*, f \in (\mathcal{H}^s)^*).
\]

By writing
\[
g(I_k(\hat{u}_k^{(f)} - u_k^{(f)})) = a_k(\hat{u}_k^{(f)}, \hat{u}_k^{(f)} - u_k^{(f)}) = a_k(I_k^k \hat{u}_k^{(f)}, \hat{u}_k^{(f)} - u_k^{(f)}) + a_k(I_k^k \hat{u}_k^{(f)} - \hat{u}_k^{(f)}, \hat{u}_k^{(f)} - u_k^{(f)}),
\]
(5.14) follows from
\[
\left| a_k(I_k^k \hat{u}_k^{(f)} - \hat{u}_k^{(f)}, \hat{u}_k^{(f)} - u_k^{(f)}) \right| = \left| f((I_k - G_k)I_k^k \hat{u}_k^{(f)}) \right| \lesssim \| f \|_{(\mathcal{H}^s)^*} \beta_k^{1+\alpha-s} \| g \|_{(\mathcal{H}^{1-\alpha})^*},
\]
by (U) and (B) and
\[
\left| a_k(\hat{u}_k^{(f)} - \hat{u}_k^{(f)} + \hat{u}_k^{(f)} - \hat{u}_k^{(f)} + \hat{u}_k^{(f)} - u_k^{(f)}) \right| \lesssim \beta_k^{1+\alpha-s} \| g \|_{(\mathcal{H}^{1-\alpha})^*} \beta_k^{1-s} \| f \|_{(\mathcal{H}^s)^*},
\]
by (5.2) and (B) and (5.13). \( \square \)

As we will see in the applications in §6 the conditions above theorem can be satisfied for \( G_k \) mapping only into \( \mathcal{H}^s \). Properties of the generally more complicated \( I_k \) are still used to obtain relevant estimates but \( I_k \) will not enter the practical computations. In particular for \( s = 1 - \alpha \Gamma \) this approach will give rise to new cheaper nonconforming discretizations.

6. Applications

6.1. Nonconforming \( P_1 \). Let \( \Omega \subseteq \mathbb{R}^2 \) be a bounded polygonal domain without slits. We consider the Poisson equation with homogeneous Dirichlet boundary conditions \( \Gamma \), i.e. \( \Gamma \) we take
\[
\mathcal{H}^0 = L^2(\Omega), \quad \mathcal{H}^t = H^1_0(\Omega) \cap H^t(\Omega) \quad (t \geq 1), \quad \mathcal{V} = \mathcal{H}^1
\]
and \( a(u, v) = \int_{\Omega} \nabla u \cdot \nabla v \, dx \). Then (A) holds and elliptic regularity theory shows that there exists an \( \alpha \in (\frac{1}{2}, 1] \) such that for \( f \in H^{-1+\alpha}(\Omega) \) the solution \( u \) of (2.1) satisfies
\[
\| u \|_{H^{1+\alpha}} \lesssim \| f \|_{H^{-1+\alpha}} \quad (B)).
\]

Let \( \tau_0, \tau_1, \ldots \) be a sequence of conforming triangulations of \( \Omega \) such that \( \tau_{k+1} \) is generated from \( \tau_k \) by refinement \( \sup_{\tau \in \tau_k} \text{diam}(T) \approx 2^{-k} \) and the triangles satisfy a shape regularity condition uniformly over the levels. We define \( \overline{E}_k \) as the set of all edges and vertices
of $\tau_k \Gamma$ and $E_k \Gamma \nu_k$ as the set of internal edges and vertices of $\tau_k$. For $e \in \overline{E}_k \Gamma m_e$ will denote the midpoint of $e \Gamma$ and $n_e$ is a unit vector normal to $e$.

We consider the nonconforming $P_1$ finite element space i.e. we take $\mathcal{V}_k = N_k$ where

$$N_k = \{ v \in \prod_{T \in \tau_k} P_1(T) : v \text{ is continuous at } m_e \text{ for } e \in E_k \Gamma \}
$$

and it vanishes at $m_e$ for $e \in \overline{E}_k \setminus E_k \Gamma$.

We define

$$a_k(u_k, v_k) = \sum_{T \in \tau_k} \int_T \nabla u_k \cdot \nabla v_k \, dx. $$

It holds that $\beta_k \equiv h_k := 2^{-k}$ and so (C) is valid.

We equip the spaces $N_k$ with nodal bases $\{ \eta_{k, e} : e \in E_k \} \Gamma$ defined by

$$\eta_{k, e}(m_e) = \delta_{e, e} \quad (e, \tilde{e} \in E_k). $$

From $(\eta_{k, e}, \eta_{k, \tilde{e}})_{L^2} \propto \delta_{e, \tilde{e}} h_k^2 \Gamma$ it follows that the mass matrices are uniformly well-conditioned (diagonal) matrices. The analysis from §4 shows that CG-smoothing with any preconditioning matrices that are uniformly well-conditioned satisfies (D) $\Gamma(E)$ and (F) with $\gamma = 1$. Since the values of the other parameters appearing in Theorem 3.2 are given by $r = 1 \Gamma$ $\rho = 2$ and $d = 2 \Gamma$ this theorem shows that for any $\epsilon \in (2, 4)$ the Cascade iteration with $m^{(j)} \equiv \tilde{m} \epsilon$ yields an optimal solver in case (3.3) and (3.4) are valid.

We define the prolongation in the usual way $\Gamma$ that is $\Gamma$

$$ (I_{k-1}^k v_{k-1})(m_k) = \text{average of } v_{k-1}|_{\tilde{T}}(m_e) \quad (e \in E_k), $$

where $\tau_{k-1} \ni T \ni e$.

It is clear that $I_{k-1}^k$ extends to a projector $I_{k-1}^k : N_{k-1} + N_k \rightarrow N_k$ that is $L^2$-bounded. This means that if we had confined ourselves to the $\alpha = 1$ case which corresponds to $\Omega$ being convex $\Gamma$ then by Theorem 5.2 $\Gamma$ Proposition 5.3 $\Gamma$ Proposition 5.6 $\Gamma$ Lemma 5.9 and Proposition 5.12 $\Gamma$ it would have been sufficient to verify only (G) and (I) to conclude (3.3) and (3.4) (with $s = 1 - \alpha = 0$ and $f_k = f_{|N_k}$). It is well-known that (G) and (H) (with $I_k$ being the trivial injection) are valid $\Gamma$ see for example [BS94 §8.3]. Exactly the same technique that yields (H) shows the slightly stronger (I) as well.

In the general case $\Gamma$ we have to verify a larger set of conditions from §5. For convenience of the reader $\Gamma$ we give arguments for all these conditions $\Gamma$ however $\Gamma$ since most of them have been discussed earlier in the literature $\Gamma$ our treatment will be concise. The reader who prefers more details is referred to [Bre99] and the references cited there.

Following [Bre99] $\Gamma$ we define an auxiliary space

$$\tilde{N}_k = \prod_{T \in \tau_k} P_1(T) \cap C(\Omega) \cap H^1_0(\Omega),$$

i.e. $\Gamma \tilde{N}_k$ is the space of continuous piecewise quadratics with respect to $\tau_k \Gamma$ which are zero on $\partial \Omega$. We define $I_k : N_k \rightarrow \tilde{N}_k \subset H^1_0(\Omega)$ by

$$(I_k v_k)(m_e) = v_k(m_e) \quad (e \in E_k), \quad (I_k v_k)(p) = v_k|_T(p) \quad (p \in V_k),$$
where $T \in \tau_k$ is some triangle that contains $p$.

By the $L^2$-stability of the properly scaled canonical bases of $N_k$ and $\hat{N}_k\Gamma$-estimate (P) follows easily.

By the continuity in the midpoints of the edges if $v_k \in N_k$ is constant on a $T_0 \in \tau_k$ as well as on each of its direct neighbors $T_1, \ldots, T_q \in \tau_k\Gamma$ it is constant on $\cup_{i=0}^q T_i\Gamma$ and so $(I - I_k)v_k = 0$ on $T_0$. Using a homogeneity argument one can now conclude that for arbitrary $v_k \in N_k$ there holds

\[ \| (I - I_k)v_k \|_{L^2(T_0)} \lesssim h_k \| v_k \|_{H^1(T_0)}, \]

and so

(6.3) \[ \| (I - I_k)v_k \|_{L^2} \lesssim h_k \| v_k \|_{1,k} \quad (v_k \in N_k), \]

which using an inverse inequality gives (Q).

The mapping $\Pi^k : H^1_0(\Omega) \to N_k$ that we will use on all places in §5 is defined by

\[ (\Pi^k v)(m) = \int_{e} v d\sigma \quad (e \in E_k). \]

Since $\Pi^k$ locally reproduces linear polynomials the application of the Bramble-Hilbert lemma's homogeneity argument and interpolation show that

(6.4) \[ \| (I - \Pi^k)v \|_{L^2} + h_k \| (I - \Pi^k)v \|_{a_2} \lesssim h_k \| v \|_{H^s} \quad (t \in [1,2], v \in H^1_0(\Omega) \cap H^t(\Omega)), \]

which gives (J) and thus (G) as well as (R) and (V).

Since also $I_k\Pi^k : H^1_0(\Omega) \to H^1_0(\Omega)$ locally reproduces linear polynomials the same arguments show that

(6.5) \[ \| (I - I_k\Pi^k)v \|_{H^t} \lesssim h_k^{t-\frac{s}{2}} \| v \|_{H^s} \quad (q \in [0,1], t \in [1,2], v \in H^1_0(\Omega) \cap H^t(\Omega)), \]

giving (L) and (S).

Similar arguments that gave (6.3) show that

(6.6) \[ \| (I - I_{k-1}^k)v_{k-1} \|_{L^2} \lesssim h_k \| v_{k-1} \|_{1,k-1} \quad (v_{k-1} \in N_{k-1}), \]

which by applying inverse inequalities gives (N).

Since both $\Pi^k$ and $I_{k-1}^k \Pi^{k-1}$ locally reproduce linear polynomials the Bramble-Hilbert lemma gives

\[ \| (\Pi^k - I_{k-1}^k \Pi^{k-1})v \|_{L^2} \lesssim h_k^2 \| v \|_{H^2} \quad (v \in H^1_0(\Omega) \cap H^2(\Omega)). \]

Since furthermore by \[ \| \Pi^k v \|_{1,k} \lesssim \| v \|_{H^s} \] \((R)\), $(\Pi^k - I_{k-1}^k \Pi^{k-1})v_{k-1} \lesssim \| v_{k-1} \|_{1,k-1} \Gamma$ which follows from (6.6) there holds \[ \| (\Pi^k - I_{k-1}^k \Pi^{k-1})v \|_{1,k} \lesssim \| v \|_{H^s} \Gamma \] interpolation gives (M).

For $u \in H^1_0(\Omega) \cap H^2(\Omega)\Gamma v \in H^1_0(\Omega)$ integration by parts shows that

(6.7) \[ \int_{\Omega} \nabla u : \nabla v dx = \int_{\Omega} \Delta u \ v dx \lesssim \| u \|_{H^s} \| v \|_{L^2}, \]

where $(u,v) \mapsto -\int_{\Omega} \nabla u \cdot \nabla v dx$ is the unique extension of $a(\ ,\ )$ to a bounded bilinear form on $(H^1_0(\Omega) \cap H^2(\Omega)) \times L^2(\Omega)$. For $u \in H^1_0(\Omega) \cap H^2(\Omega)\Gamma v_k \in N_k\Gamma$ integration by parts on each
\[ T \in \tau_k \text{ shows that } \]
\[
(6.8) \quad a_k(u, v_k) + \int_{\Omega} \triangle u \, I_k v_k \, dx = \int_{\Omega} \triangle u \, (I_k - I) v_k \, dx - \sum_{e \in \mathcal{E}_k} \int_{e} (\partial_{n_e} u)[v_k] \, ds,
\]
\[
\text{where } [v_k] \text{ denotes the jump of } v_k \text{ across } e \text{ in the direction of } n_e. \text{ By (6.3)} G| \int \triangle u \, (I_k - I) v_k \, dx | \lesssim h_k \| u \|_{H^2} \| v_k \|_{1,k}. \text{ Since } [v_k] \text{ is linear on } \Gamma \text{ and zero in its midpoint } \Gamma \text{ it holds that } \int_{\Gamma} [v_k] \, ds = 0. \text{ An application of [CR73] Lemma 3 now shows that } | \sum_{e} \int_{e} (\partial_{n_e} u)[v_k] \, ds | \lesssim h_k \| u \|_{H^2} \| v_k \|_{1,k} \text{ and so}
\]
\[
(6.9) \quad |a_k(u, v_k) + \int_{\Omega} \triangle u \, I_k v_k \, dx | \lesssim h_k \| u \|_{H^2} \| v_k \|_{1,k}.
\]

We now substitute \( v_k = \Pi^k v \) in (6.8) \( \Gamma \) where \( v \in H_0^1(\Omega) \cap H^2(\Omega) \). Using (6.4) and (6.5) we find that \( | \int \triangle u \, (I_k - I) \Pi^k v \, dx | \lesssim h_k \| u \|_{H^2} \| v \|_{H^2}. \) Since \( \int_{\Gamma} [(\Pi^k v - v)] \, ds = 0 \| \) [CR73] Lemma 3 and (6.4) give
\[
| \sum_{e} \int_{e} (\partial_{n_e} u)[\Pi^k v] \, ds | = | \sum_{e} \int_{e} (\partial_{n_e} u)[\Pi^k v - v] \, ds | \lesssim h_k \| u \|_{H^2} \| (\Pi^k - I) v \|_{a_k} \lesssim h_k \| u \|_{H^2} \| v \|_{H^2},
\]
and so
\[
(6.10) \quad |a_k(u, \Pi^k v) + \int_{\Omega} \triangle u \, I_k \Pi^k v \, dx | \lesssim h_k^2 \| u \|_{H^2} \| v \|_{H^2}.
\]

Because of (6.7) \( \Gamma(6.9) \Gamma(6.10) \Gamma \) Remark 5.8 with \( \delta = 1 \) shows (H) and (K).

From Theorem 5.2 \( \Gamma \) Propositions 5.4 \( \Gamma \) 5.5 and 5.7 \( \Gamma \) Lemma 5.9 and Proposition 5.11 \( \Gamma \) we now conclude (3.3) and (3.4) with \( s = 1 - \alpha \) and \( f_k = f \circ I_k \).

Finally we will simplify the construction of \( f_k \). Since \( 1 - \alpha < \frac{1}{2} \Gamma \) it is known \( \Gamma \) see [Osw94] \( \Gamma \) that \( N_k \subset H^{1-\alpha}(\Omega) \) and furthermore that the following inverse inequality is valid:
\[
(6.11) \quad \| v_k \|_{H^{1-\alpha}} \lesssim h_k^{1-\alpha} \| v_k \|_{L^2} \quad (v_k \in N_k).
\]

This means that with \( G_k \) being the trivial injection \( \Gamma(T) \) and (U) with \( s = 1 - \alpha \) follow from (6.3) and (6.5) respectively. Theorem 5.13 now shows that (3.4) with \( s = 1 - \alpha \) is also valid when \( f_k = f|_{N_k} \). From Theorem 3.2 we conclude the optimality of the resulting Cascade iteration \( \Gamma \) that is \( \Gamma \)
\[
\| u_j - u_j^* \|_{1,j} \lesssim h_j^{\alpha} \| f \|_{H^{-1+\alpha}} \quad (f \in H^{-1+\alpha}(\Omega))
\]
taking \( \mathcal{O}(\text{dim} V_j) \) operations.

Moreover we note that by (5.11) we have the optimal error estimate
\[
\| \Pi^k u - u_k \|_{1-\alpha,k} \lesssim h_k^{2\alpha} \| f \|_{H^{-1+\alpha}} \quad (f \in H^{-1+\alpha}(\Omega)),
\]
which seems new for \( f_k = f|_{N_k} \) and \( \alpha \in \left( \frac{1}{2}, 1 \right) \).
6.2. **Morley element.** Let $\Omega \subset \mathbb{R}^2$ be a bounded polygonal domain without slits. We consider the biharmonic equation with homogeneous Dirichlet boundary conditions $\Gamma$ i.e. $\Gamma$ we take

$$\mathcal{H}^0 = L^2(\Omega), \quad \mathcal{H}^t = H^2_t(\Omega) \cap H^4_t(\Omega) \quad (t \geq 1), \quad \mathcal{V} = \mathcal{H}^1,$$

and $a(u, v) = \int_\Omega \sum_{i,j=1}^2 \frac{\partial^2 u}{\partial x_i \partial x_j} \frac{\partial^2 v}{\partial x_i \partial x_j} \, dx$. Then (A) holds for $\Gamma$ and elliptic regularity theory shows that there exists an $\alpha \in \left(\frac{1}{4}, \frac{1}{2}\right)$ where $\alpha = \frac{1}{4}$ corresponds to the case of $\Omega$ being convex $\Gamma$ such that for $f \in H^{-2+2\alpha}(\Omega)\Gamma$ the solution $u \in H^{-2+2\alpha}(\Omega)\Gamma$ satisfies $\|u\|_{H^{-2+2\alpha}(\Omega)\Gamma} \lesssim \|f\|_{H^{-2+2\alpha}(\Omega)\Gamma}$ (B).

Let $\tau_0, \tau_1, \ldots$ be a sequence of conforming triangulations of $\Omega\Gamma$ such that $\tau_{k+1}$ is generated from $\tau_k$ by refinement $\sup_{T \in \tau_k} \text{diam}(T) \lesssim 2^{-k} \Gamma$ and the triangles satisfy a shape regularity condition uniformly over the levels. We define $\mathcal{H}_k = V_k \Gamma$ as in §6.1.

We consider the Morley finite element space $\Gamma$ e.g. we take $V_k = \mathcal{H}_k$ where

$$M_k = \{ v \in \prod_{T \in \tau_k} P_2(T) : v \text{ is continuous at } p \in V_k \Gamma \text{ and it vanishes at } p \in \overline{V}_k \setminus V_k; \quad \partial_{n_e} v \text{ is continuous at } m_e \text{ for } e \in E_k \Gamma \text{ and it vanishes at } m_e \text{ for } e \in \overline{V}_k \setminus E_k \},$$

and define

$$a_k(u_k, v_k) = \sum_{T \in \tau_k} \int_\tau \sum_{i,j=1}^2 \frac{\partial^2 u_k}{\partial x_i \partial x_j} \frac{\partial^2 v_k}{\partial x_i \partial x_j} \, dx.$$

With $h_k := 2^{-k} \Gamma$ it holds that $\beta_k \equiv h_k^2$ and so (C) is valid.

We equip $M_k$ with the properly scaled canonical basis

$$(6.12) \quad \{ \zeta_{k,e} : e \in E_k \} \cup \{ \theta_{k,p} : p \in V_k \}$$

defined by

$$\zeta_{k,e}(p) = 0 \quad (p \in V_k), \quad \theta_{k,e}(\hat{p}) = \delta_{p,\hat{p}} \quad (\hat{p} \in V_k),$$

$$\partial_{n_e} \zeta_{k,e}(m_e) = |\varepsilon|^{-1} \delta_{e,\hat{e}} \quad (\hat{e} \in E_k), \quad \partial_{n_e} \theta_{k,p}(m_e) = 0 \quad (e \in E_k),$$

The resulting mass-matrix is uniformly well-conditioned as function of $k\Gamma$ and so the analysis from §4 shows that CG-smoothing without $\Gamma$ or with any preconditioners that are uniformly well-conditioned satisfies (D) $\Gamma$ (E) and (F) with $\gamma = 1$. Since the values of the other parameters appearing in Theorem 3.2 are given by $r = 2\Gamma p = 2$ and $d = 2\Gamma$ this theorem shows that with $m_{j-1}^{(j)} \equiv \hat{m}^{(j)}$ the Cascade iteration yields a suboptimal solver in case (3.3) and (3.4) are valid. Later in §6.4 we will return to this point $\Gamma$ where we will introduce an even more powerful smoother resulting in an optimal Cascade iteration.

We take the prolongation $I_{k-1}^k$ commonly used in connection with the Morley finite element space defined by

$$(6.13) \quad (I_{k-1}^k v_{k-1})(p) = \text{average of } v_{k-1} |_{\tau_p} (p) \quad (p \in V_k),$$

$$\partial_{n_e} (I_{k-1}^k v_{k-1})(m_e) = \text{average of } \partial_{n_e} (v_{k-1} |_{\tau_p}) (m_e) \quad (e \in E_k),$$

where $\tau_{k-1} \ni T \ni p$ or $\tau_{k-1} \ni T \ni e$.

Let $\hat{M}_k$ be the so-called Hsieh-Clough-Tocher macro finite element space corresponding to $\tau_k$ (see e.g. [Cia91]) $\Gamma$ where the degrees of freedom corresponding to boundary points
are set to zero. Following \cite{Bre99} we define $I_k : M_k \to \tilde{M}_k \subset H^3_0(\Omega)$ by
\begin{align*}
(I_kv_k)(p) &= v_k(p) \quad (p \in V_k), \\
\partial_n(I_kv_k)(m_e) &= \partial_n v_k(m_e) \quad (e \in E_k), \\
\partial_{z_j}(I_kv_k)(p) &= \text{average}_i \partial_{z_j}(v_k|_{l_i})(p) \quad (p \in V_k, j \in \{1, 2\}),
\end{align*}
where $\tau_k \supset T_i \supset p$. By the $L^2$-stability of the properly scaled canonical bases of $M_k$ and $\tilde{M}_k$ estimate (P) follows easily. The mapping $\Pi^k : H^3_0(\Omega) \to M_k$ that will be used on all places in \S 5 is defined by
\begin{equation}
(\Pi^kv)(p) = v(p) \quad (p \in V_k), \quad \partial_n(\Pi^kv)(m_e) = \frac{1}{|e|} \int_{\partial e} \partial_n v ds \quad (e \in E_k).
\end{equation}

Analogously as in \S 6.1.1 the following estimates can be shown. For details we refer to \cite{Bre99} and the references cited there.
\begin{equation}
\|I_k - I_k^0\|_{L^2} \lesssim h_k^2 \|v_k\|_{1,k} \quad (v_k \in M_k),
\end{equation}
\begin{equation}
\|(I - \Pi^k)v\|_{L^2} + h_k^2 \|(I - \Pi^k)v\|_{H^1} \lesssim h_k^2 \|v\|_{H^1} \quad (t \in [2,3], v \in H^3_0(\Omega) \cap H^1(\Omega)),
\end{equation}
\begin{equation}
\|(I - I_k^0\Pi^k)v\|_{H^1} \lesssim h_k\|v\|_{H^1} \quad (q \in [0,2], t \in [2,3], v \in H^3_0(\Omega) \cap H^1(\Omega)),
\end{equation}
\begin{equation}
\|(I - I_{k-1}^k)v_{k-1}\|_{L^2} \lesssim h_k^2 \|v_{k-1}\|_{1,k-1} \quad (v_{k-1} \in M_{k-1}),
\end{equation}
\begin{equation}
\|(\Pi^k - I_{k-1}^k\Pi^{k-1})v\|_{L^2} \lesssim h_k^2 \|v\|_{H^3} \quad (v \in H^3_0(\Omega) \cap H^3(\Omega)).
\end{equation}

Similarly as in \S 6.1.1 these estimates imply (G)\Gamma(J)\Gamma(L)\Gamma(M)\Gamma(N)\Gamma(Q)\Gamma(S) and (V).

For $u \in H^3(\Omega) \cap H^3(\Omega) \Gamma v \in H^3_0(\Omega)$ integration by parts shows that
\begin{equation}
|a(u,v)| = \left| - \int_{\Omega} \nabla(\Delta u) \cdot \nabla v dx \right| \lesssim \|u\|_{H^3} \|v\|_{H^1},
\end{equation}
where $(u,v) \mapsto - \int_{\Omega} \nabla(\Delta u) \cdot \nabla v dx$ is the unique extension of $a(\cdot, \cdot)$ to a bounded bilinear form on $(H^3_0(\Omega) \cap H^3(\Omega)) \times H^3_0(\Omega)$. For $u \in H^3_0(\Omega) \cap H^3(\Omega) \Gamma v \in M_k \Gamma$ integration by parts on each $T \in \mathcal{T}_h$ shows that
\begin{equation}
a_k(u,v_k) + \int_{\Omega} \nabla(\Delta u) \cdot \nabla(I_k v_k) dx =
\sum_{T \in \mathcal{T}_h} \int_{T} \nabla(\Delta u) \cdot \nabla((I_k - I)v_k) dx - \sum_{j=1}^2 \sum_{e \in E_k} \int_{\partial e} \left[ \partial_{n_e} \partial_{z_j} u \right] \left[ \partial_{z_j} v_k \right] ds,
\end{equation}
where $[\partial_{z_j} v_k]$ denotes the jump of $\partial_{z_j} v_k$ across $e$ in the direction of $n_e$. By an inverse inequality on $M_k + \tilde{M}_k$ and (6.14) there holds
\begin{equation}
\left| \sum_{T \in \mathcal{T}_h} \int_{T} \nabla(\Delta u) \cdot \nabla((I_k - I)v_k) dx \right| \lesssim \|u\|_{H^3} h_k^{-1} \|(I - I_k)v_k\|_{L^2} \lesssim h_k \|u\|_{H^3} \|v_k\|_{1,k}.
\end{equation}

Using the continuity of $v_k \in M_k$ in the vertices it is easily verified that in $m_e$ for $e \in E_k$ not only the normal $\Gamma$ but also the tangential derivative of $v_k$ is continuous $\Gamma$ and that it
vanishes in $m_e$ for $e \in \mathcal{E}_k \setminus E_k$. Since furthermore $[\partial_{x_j} v_k]$ is linear $\Gamma \int [\partial_{x_j} v_k] ds = 0$ which by [CR73I Lemma 3] gives $|\sum_j \sum e \int_{\Omega} (\partial_n, \partial_{x_j} u) [\partial_{x_j} v_k] ds | \lesssim h_k \|u\|_{H^3} \|v_k\|_{1,k}$ and so
\begin{equation}
|a_k(u, v_k) + \int_{\Omega} \nabla (\triangle u) \cdot \nabla (I_k v_k) dx | \lesssim h_k \|u\|_{H^3} \|v_k\|_{1,k}.
\end{equation}

Analogously as in §6.1 by substituting $v_k = \Pi^k v$ in (6.20) where $v \in H^3_0(\Omega) \cap H_0^3(\Omega) \Gamma$ (6.22)
\begin{equation}
|a_k(u, \Pi^k v) + \int_{\Omega} \nabla (\triangle u) \cdot \nabla (I_k \Pi^k v) dx | \lesssim h_k^2 \|u\|_{H^3} \|v\|_{H^3}
\end{equation}
follows using $\|(I_k - I)\Pi^k v\|_{L^2} \lesssim h_k^3 \|v\|_{H^3}$ by (6.15) and (6.16). Because of (6.19)\Gamma (6.21) and (6.22) Remark 5.8 with $\delta = \frac{1}{3}$ shows (H) and (K).

From Theorem 5.2\Gamma Propositions 5.4\Gamma 5.5 and 5.7\Gamma Lemma 5.9 and Proposition 5.11\Gamma we now conclude (3.3) and (3.4) with $s = 1 - \alpha$ and $f_k = f \circ I_k$.

Finally we will simplify the construction of $f_k$. We start by considering in Theorem 5.13 the $s = 1 - \alpha$ case\Gamma i.e. $\Gamma f \in H^{2\alpha-1}(\Omega)$. Let
\[ \tilde{N}_k = \bigcap_{T \in \tau_k} P_2(T) \cap C(\Omega) \cap H^1_0(\Omega), \]
which is the same space as in (6.2). Since $\alpha \in (\frac{1}{2}, \frac{3}{2})$ and thus $2 - 2\alpha \in [1, \frac{3}{2}]$ it is known that $\tilde{N}_k \subset H^{2\alpha-2}(\Omega) \Gamma$ and furthermore that the following inverse inequality is valid:
\begin{equation}
\|\tilde{v}_k\|_{H^{2-2\alpha}} \lesssim h_k^{2\alpha-2} \|\tilde{v}_k\|_{L^2} \quad (\tilde{v}_k \in \tilde{N}_k).
\end{equation}

We define $G_k : M_k \to \tilde{N}_k$ by
\[ (G_k v_k)(p) = v_k(p) \quad (p \in V_k), \quad (G_k v_k)(m_e) = \text{ average of } v_k|_{P_1}(m_e) \quad (e \in E_k), \]
where $\tau_k \ni T_i \supset e$.

Using the local reproduction of linear polynomials\Gamma similar arguments that were used for (6.3) show that
\begin{equation}
\|(I - G_k) v_k\|_{L^2} \lesssim h_k^2 \|v_k\|_{1,k} \quad (v_k \in M_k).
\end{equation}
Since $G_k$ even locally reproduces quadratic polynomials\Gamma the Bramble-Hilbert lemma gives
\begin{equation}
\|(I - G_k) \Pi^k v\|_{L^2} \lesssim h_k^3 \|v\|_{H^3} \quad (v \in H^3_0(\Omega) \cap H_0^3(\Omega)).
\end{equation}

From (6.23)\Gamma (6.24) and (6.25)\Gamma and concerning $I_k \Gamma$ the estimates (6.14) and (6.16) and the inverse inequality $\| \| H^{2-2\alpha} \|_{L^2} \lesssim \tilde{h}^{2\alpha-2} \|v_k\|_{1,k}$ on $\tilde{M}_k \ni \text{Im } I_k \Gamma$ we conclude that
\[ \|(I_k - G_k) v_k\|_{H^{2-2\alpha}} \lesssim h_k^{2\alpha} \|v_k\|_{1,k} \quad (v_k \in M_k), \]
\[ \|(I_k - G_k) \Pi^k v\|_{H^{2-2\alpha}} \lesssim h_k^{4\alpha} \|v\|_{H^{2+2\alpha}} \quad (v \in H^3_0(\Omega) \cap H^{2+2\alpha}(\Omega)), \]
which are the conditions (T) and (U) respectively for $s = 1 - \alpha$. 

Theorem 5.13 now shows that (3.4) with $s = 1 - \alpha$ is also valid when $f_k = f \circ G_k$. From Theorem 3.2 we conclude the suboptimality of the resulting Cascade iteration $\Gamma$ that is$\Gamma$ 
\[ \| u_j - u_j^\ast \|_{1,j} \lesssim h_k^{2\alpha} \| f \|_{H^{2+2\alpha}} \quad (f \in H^0 \cap H^{2+2\alpha} (\Omega)), \]

taking $O(\dim M_j(1 + \log(\dim M_j))^{1+1/\alpha})$ operations.

By imposing stronger conditions on $f$ the construction of $f_k$ can be simplified further. For $s < \frac{1}{2}$ there holds $M_k \subset H^{2s} (\Omega)$ and the following inverse inequality is valid:
\[ \| v_k \|_{H^{2s}} \lesssim h^{-2s} \| v_k \|_{L^2} \quad (v_k \in M_k). \]
From (6.14) and (6.16) we conclude
\[ \|(I_k - I)v_k\|_{H^{2s}} \lesssim h^{2-2s} \| v_k \|_{1,k} \quad (v_k \in M_k) \]
and
\[ \|(I_k - I)\Pi^k v\|_{H^{2s}} \lesssim h^{2+2\alpha - 2s} \| v \|_{H^{2+2\alpha}} \quad (v \in H_0^2 (\Omega) \cap H^{2+2\alpha} (\Omega)), \]
which are (T) and (U) with $G_k$ replaced by the trivial injection. Theorems 5.13 and 3.2 now show that for such $s \in [0, \frac{1}{2})$ and $f_k = f|_{M_k}$ there holds
\[ \| u_j - u_j^\ast \|_{1,j} \lesssim h_k^{2\alpha} (\| f \|_{H^0 \cap H^{2+2\alpha}} + \| f \|_{H^{-2s}}) \quad (f \in H^{-2s} (\Omega)), \]
requiring $O(\dim M_j(1 + \log(\dim M_j))^{1+1/\alpha})$ operations.

It is interesting to compare error estimates for the following constructions of $f_k$:
(a). $f_k = f|_{M_k}$ which is the standard Morley method;
(b). $f_k = f \circ I_k \Gamma$ which was analyzed first by Brenner in [Bre99];
(c). $f_k = f \circ \tilde{G}_k \Gamma$ where $\tilde{G}_k : M_k \to \tilde{N}_k := \prod_{T \in E} P_1 (T) \cap C (\Omega) \cap H_0^1 (\Omega)$ is the linear interpolator. This modified Morley method was proposed by Arnold and Brezzi in [ABS85];
(d). $f_k = f \circ G_k \Gamma$ introduced in this paper.

As for $\tilde{N}_k \Gamma$ there holds $\tilde{N}_k \subset H_0^{2-2\alpha} (\Omega) \Gamma$ and so also (c) is well-defined for any $f \in H^{-2+2\alpha} (\Omega)$. Furthermore the following inverse inequality is valid:
\[ \| \hat{v}_k \|_{H^{2-2\alpha}} \lesssim h^{2\alpha - 2} \| \hat{v}_k \|_{L^2} \quad (\hat{v}_k \in \tilde{N}_k). \]

By this inverse inequality and the local reproduction by $\tilde{G}_k$ of linear polynomials $\Gamma$ there holds $\|(I_k - \tilde{G}_k)v_k\|_{H^{2-2\alpha}} \lesssim h_k^{2\alpha} \| v_k \|_{1,k} \quad (v_k \in M_k) \Gamma$ which is (T) with $s = 1 - \alpha$ and $G_k$ replaced by $\tilde{G}_k$. Theorem 5.13(a) or (5.2) show that
\[ \| u - u^\ast \|_{a_k} \lesssim h_k^{2\alpha} \| f \|_{H^{-2+2\alpha}} \quad (f \in H^{-2+2\alpha} (\Omega)), \]
for (b) and (c) and (d); and for any $s \in [0, \frac{1}{2}) \Gamma$
\[ \| u - u^\ast \|_{a_k} \lesssim h_k^{2\alpha} \| f \|_{H^{-2+2\alpha}} + h_k^{2-2s} \| f \|_{H^{-2s}} \quad (f \in H^{-2s} (\Omega)), \]
for (a). So with respect to the energy-norm $\Gamma(b) \Gamma(c)$ and (d) give optimal results in terms of smoothness of $f$ that is required $\Gamma$ where (c) is the cheapest of these.
The estimate \((5.11)\) shows that the errors in the \(\| \cdot \|_{1-\alpha,k}\)-norm satisfy
\[
\| \Pi^k u - u_k \|_{1-\alpha,k} \lesssim h_k^{4\alpha} \| f \|_{H^{-2+2\alpha}} \quad (f \in H^{-2+2\alpha}(\Omega)),
\]
for (b) and (d) and
\[
\| \Pi^k u - u_k \|_{1-\alpha,k} \lesssim h_k^{4\alpha} \| f \|_{H^{-2+2\alpha}} + h_k^{2+2\alpha-2s} \| f \|_{H^{-2s}} \quad (f \in H^{-2s}(\Omega), s \in [0, \frac{1}{4}]),
\]
for (a).

Since \(\hat{G}_k \Pi^k\) does not reproduce quadratics \(\Gamma(U)\) with \(G_k\) replaced by \(\hat{G}_k\) is not valid for any \(s \in [0, 1 - \alpha]\). Instead \(\Gamma\) for \(s \in [0, 1 - \alpha]\) there holds
\[
\| (I_k - \hat{G}_k) \Pi^k v \|_{H^2} \lesssim h_k^{2-2s} \| v \|_{H^2} \leq h_k^{2-2s} \| v \|_{H^{2+2\alpha}} \quad (v \in H^2_0(\Omega) \cap H^{2+2\alpha}(\Omega)),
\]
from which \(\Gamma\) using a minor modification of Theorem 5.13(b) \(\Gamma\) we infer that for (c) there holds
\[
\| \Pi^k u - u_k \|_{1-\alpha,k} \lesssim h_k^{4\alpha} \| f \|_{H^{-2+2\alpha}} + h_k^{2+2\alpha-2s} \| f \|_{H^{-2s}} \quad (f \in H^{-2s}(\Omega), s \in [0, 1 - \alpha]).
\]
This bound is of order \(h_k^{2\alpha}\) only if \(s \leq 1 - 2\alpha\) which means that (d) requires smoother \(f\) than (b) and (d) to give a bound of the same quality. Since \(1 - 2\alpha = \frac{3}{4}\) for \(\alpha = \frac{3}{8}\) for \(\alpha = \frac{3}{8}\) the basis of these bounds \(\Gamma(c)\) should be preferred to (a) for \(\alpha \leq \frac{3}{8}\) but for \(\frac{3}{8} < \alpha \leq \frac{1}{4}\) the situation is even reversed.

We conclude that at least with respect to the \(\| \cdot \|_{1-\alpha,k}\)-norm the best method is (d). In our situation of having nested triangulations \(\Gamma\) we may even replace \(G_k\) by the quadratic interpolator with respect to the coarse mesh \(\tau_{k-1}\) which has the advantage that with respect to the canonical bases on \(M_k\) and \(\tilde{N}_{k-1}\) this mapping is represented by a (non-square) diagonal matrix. Numerical experiments should indicate whether or not this modification has a quantitatively adverse effect on the resulting discretization error.

6.3. A nonconforming finite element discretization of the Stokes equation. On some bounded convex polygonal domain \(\Omega \subset \mathbb{R}^2\) we consider the stationary Stokes equations written in variational form: For \(f \in H^{-1}(\Omega)^2\) find \(u \in H^1_0(\Omega)^2\) and \(p \in L^2_0(\Omega) := \{ q \in L^2(\Omega) : \int_{\Omega} q dx = 0 \}\) such that
\[
\begin{align*}
(a, &\mathbf{v}, \mathbf{w}) + b(\mathbf{v}, p) = f(\mathbf{v}) \\
b(u, q) &= 0
\end{align*} \quad (\mathbf{v} \in H^1_0(\Omega)^2) \quad (q \in L^2_0(\Omega)),
\]
where \(a(u, \mathbf{v}) = \int_{\Omega} \sum_{j=1}^2 \nabla u_j \cdot \nabla v_j \, dx\) and \(b(\mathbf{v}, q) = -\int_{\Omega} q \, \text{div} \mathbf{v} \, dx\). It is known that \(f \in (L^2(\Omega))^2\) implies \(u \in H^2(\Omega)^2\) and \(p \in H^1(\Omega)\) with
\[
\| u \|_{H^2} + \| p \|_{H^1} \lesssim \| f \|_{(L^2)^2}.
\]

Let \(\tau_0, \tau_1, \ldots\) be a sequence of conforming triangulations of \(\Omega\) such that \(\tau_{k+1}\) is generated from \(\tau_k\) by refinement \(\sup_{T \in \tau_k} \text{diam}(T) \lesssim 2^{-k}\Gamma\) and the triangles satisfy a shape regularity condition uniformly over the levels. We define \(E_k \Gamma \tilde{V}_k \Gamma E_k \Gamma V_k \Gamma m_c \Gamma n_c\) as in §6.1.
For \( f \in (L^2(\Omega'))^2 \Gamma \) and with \( Q_k = \prod_{T \in \mathcal{T}_h} P_0(T) \cap L^2(\Omega) \) and \( N_k \) being the nonconforming \( P_1 \) finite element space with respect to \( \tau_k \) from §6.3, we consider the following discretization: Find \( u_k \in N_k^2 \) and \( p_k \in Q_k \) such that

\[
\begin{align*}
    a_k(u_k, v_k) + b_k(v_k, p_k) &= f(v_k) \quad (v_k \in N_k^2) \\
    b_k(u_k, q_k) &= 0 \quad (q_k \in Q_k),
\end{align*}
\]

where \( a_k(u_k, v_k) = \sum_{T \in \mathcal{T}_h} \int_T \sum_{j=1}^2 \nabla (u_k)_j \cdot \nabla (v_k)_j \, dx \) and \( b_k(v_k, q_k) = -\sum_{T \in \mathcal{T}_h} \int_T q \, \text{div} \, v_k \, dx \).

With \( Z \) being the closed subspace of \( H_0^1(\Omega)^2 \) defined by

\[ Z = \{ v \in H_0^1(\Omega)^2 : b(v, q) = 0 \ (q \in L^2(\Omega)) \}, \]

the velocity component \( u \) of the solution of (6.26) can be characterized as the solution of the following elliptic problem: Find \( u \in Z \) such that

\[
a(u, v) = f(v) \quad (v \in Z) .
\]

Analogously, with

\[ Z_k = \{ v_k \in N_k^2 : b_k(v_k, q_k) = 0 \ (q_k \in Q_k) \}, \]

the velocity component \( u_k \) of the solution of (6.28) is the unique solution of the problem of finding \( u_k \in Z_k \) such that

\[
a_k(u_k, v_k) = f(v_k) \quad (v \in Z_k) .
\]

Particular for the pair \((N_k^2, Q_k)\) that is available and so that instead of solving the saddle-point problem (6.28) solving (6.30) is a feasible method to approximate \( u \). We will consider the Cascade iteration.

Above problem fits in our general framework with \( a(\cdot, \cdot) \) and \( a_k(\cdot, \cdot) \) as above \( f_k = f|_{Z_k} \)

assuming \( f \in (L^2(\Omega'))^2 \Gamma \) and

\( \mathcal{H}^0 = L^2(\Omega)^2, \mathcal{H}^1 = H_0^1(\Omega)^2, \mathcal{H}^2 = H_0^1(\Omega)^2 \cap H^2(\Omega)^2, \mathcal{V} = Z, \mathcal{V}_k = Z_k. \)

Clearly (A) holds and (6.27) shows (B) with \( \alpha = 1 \). Note that \( \mathcal{Z}_{k-1} \not\subset \mathcal{Z}_k \not\subset \mathcal{Z} \). There holds \( \beta_k \leq h_k := 2^{-k} \) and so (C) is valid.

Remark 6.1. In view of Remark 2.4, we note that here we encounter a case where \( \mathcal{Z} \hookrightarrow \mathcal{H}^0 \) is not dense which means that the mapping \( f \mapsto u\Gamma \) even restricted to \((L^2(\Omega'))^2 \Gamma \) is not injective. Moreover, since \( \mathcal{Z}_k \not\subset \mathcal{Z} \), we may give a nonzero discrete solution \( u_k \Gamma \) from which we infer that \( u_k \) is not a function of \( u \).

We postpone the discussion of the smoother \( \Gamma \) and first verify estimates (3.3) and (3.4) using the theory from §5.

It is known that the sequence of pairs \((N_k^2, Q_k)\) is Ladyženskaja-Babuska-Brezzi (LBB) stable, i.e.

\[
\gamma_k := \inf_{0 \neq v_k \in Q_k} \sup_{0 \neq v_k \in N_k^2} \frac{|b_k(v_k, q_k)|}{\|v_k\|_{a_k} \cdot q_k \|_{L^2}} \geq 1 ,
\]
and obviously also that
\[\Gamma_k := \sup_{0 \neq q \in H^2_0(\Omega), 0 \neq \nu_k \in H^0_0(\Omega)^2 + N_k^2} \frac{|b_k(\nu_k, q)|}{\|\nu_k\|_{a_k} \|q\|_{L^2}} \lesssim 1.\]

The general theory of mixed methods (see e.g. [BS94 §10]) shows that for \(v \in Z\Gamma\)
\[\inf_{v_k \in Z_k} \|v - v_k\|_{1,k} \leq (1 + \frac{\Gamma_k}{\gamma_k}) \inf_{v_k \in N_k^2} \|v - v_k\|_{a_k},\]
and so (G) follows from
\[\inf_{v_k \in N_k^2} \|v - v_k\|_{a_k} \lesssim h_k \|v\|_{(H^2)^2} \quad (v \in H^1(\Omega)^2).\]

For \(f \in (L^2(\Omega))^2\) let \((u, p) \in (H^1_0(\Omega)^2 \cap H^2(\Omega)^2) \times (L^2_0(\Omega) \cap H^1(\Omega))\) denote the corresponding solution of (6.26). Integration by parts and a density argument shows that for all \(v \in L^2(\Omega)^2\Gamma\)
\[\int_{\Omega} (-\Delta u + \nabla p) \cdot v \, dx = f(v),\]
and so for \(v_k \in H^1_0(\Omega)^2 + N_k^2\) integration by parts on each \(T \in \tau_k\) gives
\[(6.31) \quad a_k(u, v_k) - f(v_k) = -b_k(v_k, p) + \sum_{e \in E_k} \int_{e} \sum_{j}(\partial_{n_e} u_j)[(v_k)_j] - p[\nu_k \cdot n_e] \, ds,
\]
where \([w]\) denotes the jump of \(w\) across \(e\) in the direction of \(n_e\). Since both \([(v_k)_j]\) and \([\nu_k \cdot n_e]\) are linear on \(e\) and zero in its midpoint an application of [CR73 Lemma 3] shows that
\[(6.32) \quad \left| \sum_{e \in E_k} \int_{e} \sum_{j}(\partial_{n_e} u_j)[(v_k)_j] - p[\nu_k \cdot n_e] \, ds \right| \lesssim h_k(\|u\|_{(H^2)^2} + \|p\|_{H^1}) \|v_k\|_{a_k}.
\]
If \(v_k \in Z + Z_k\) then from \(Q_k \subset L^2_0(\Omega)\) we have
\[(6.33) \quad |b_k(v_k, p)| = \inf_{q_k \in Q_k} |b_k(v_k, p - q_k)| \leq \Gamma_k \|v_k\|_{a_k} \inf_{q_k \in Q_k} \|p - q_k\|_{L^2}.
\]
From (6.31)\(\Gamma(6.32)\)\(\Gamma(6.33)\)
\[\inf_{q_k \in Q_k} \|q - q_k\|_{L^2} \lesssim h_k \|q\|_{H^1} \quad (q \in L^2_0(\Omega) \cap H^1(\Omega))\]
and (6.27)\(\Gamma\) we conclude (I).

Before introducing the prolongation\(\Gamma\) from [FM90] we recall that \(\text{curl}_k\)\(\Gamma\) defined by \(\langle \text{curl}_k v \rangle_{\Gamma} = \text{curl} v\|_{\Gamma} (T \in \tau_k)\) with \(\text{curl} = \left[\begin{array}{c} \frac{\partial}{\partial x_2} - \frac{\partial}{\partial x_3} \\ \frac{\partial}{\partial x_3} - \frac{\partial}{\partial x_1} \\ \frac{\partial}{\partial x_1} - \frac{\partial}{\partial x_2} \end{array}\right]\) is a bijection between the Morley finite element space \(M_k\) and \(Z_k\). Since starting from here until the end of this paper we will consider simultaneously the Stokes equations discretized on \(Z_k\) and the biharmonic equation discretized on \(M_k\) to avoid confusion we will use the following notations:
Definition 6.2. With \( a^{(\text{St})}_k (\cdot, \cdot) \Gamma I^{(\text{St})}_k I^{(\text{St})}_k \Gamma \cdot S^{(\text{St})}_k \Gamma \cdot S^{(\text{St})}_k \Gamma \| \|^{(\text{St})}_k \) and \( a^{(\text{bih})}_k (\cdot, \cdot) \Gamma I^{(\text{bih})}_k \Gamma \cdot S^{(\text{bih})}_k \Gamma \cdot S^{(\text{bih})}_k \Gamma \| \|^{(\text{bih})}_k \) we mean the bilinear form \( \Gamma \) the prolongation \( \Gamma \) the operators related to the smoother and the norms corresponding to the discretized Stokes equations on \( Z_k \) and the discretized Biharmonic equation on \( M_k \) respectively.

We now define

\[
I^{(\text{St})}_k = \text{curl}_k \circ I^{(\text{bih})}_k \circ \text{curl}^{-1}_k : Z_{k-1} \to Z_k.
\]

Remark 6.3. If for all \( k \Gamma M_k \) and \( Z_k \) are equipped with bases such that \( \text{curl}_k \) is a bijection between both sets of basisfunctions \( \Gamma \) then obviously the matrix representations of \( I^{(\text{St})}_{k-1} \) and \( I^{(\text{bih})}_{k-1} \) are equal up to permutations.

The canonical extension of \( I^{(\text{bih})}_{k-1} \) to an operator \( \tilde{I}^{(\text{bih})}_{k-1} : M_{k-1} + M_k \to M_k \) is a projector \( \Gamma \) and so \( I^{(\text{St})}_{k-1} \) extends to a projector \( \tilde{I}^{(\text{St})}_{k-1} = \text{curl}_k \circ \tilde{I}^{(\text{bih})}_{k-1} \circ \text{curl}^{-1}_k : Z_{k-1} + Z_k \to Z_k \). The arguments that yield (6.17) for \( I^{(\text{bih})}_{k-1} \) show the same result for its extension \( \Gamma \) i.e.

\[
\| (I - \tilde{I}^{(\text{bih})}_{k-1}) v_k \|_{L^2} \lesssim h^2 \sqrt{\sum_{T \in \mathcal{T}_k} |v_k|_{H^1(T)}^2} \quad (v_k \in M_{k-1} + M_k).
\]

By writing \( \tilde{I}^{(\text{bih})}_{k-1} = I - (I - \tilde{I}^{(\text{bih})}_{k-1}) \) and applying inverse inequalities \( \Gamma \) it follows that

\[
(6.34) \quad \sqrt{\sum_{T \in \mathcal{T}_k} |\tilde{I}^{(\text{bih})}_{k-1} v_k|_{H^1(T)}^2} \lesssim \sqrt{\sum_{T \in \mathcal{T}_k} |v_k|_{H^1(T)}^2} \quad (v_k \in M_{k-1} + M_k).
\]

Since \( \| \text{curl} v_k \|_{L^2} = \sqrt{\sum_{T \in \mathcal{T}_k} |v_k|_{H^1(T)}^2} \) (6.34) is equivalent to \( \| \tilde{I}^{(\text{bih})}_{k-1} v_k \|_{0,k} \lesssim \| v_k \|_{L^2} \) \( \text{curl} v_k \in Z_{k-1} + Z_k \) which is (O).

From Theorem 5.2 Proposition 5.3 Proposition 5.6 Lemma 5.9 and Proposition 5.11 \( \Gamma \) we conclude (3.3) and (3.4) with \( s = 1 - \alpha = 0 \) and \( f_k = \Gamma_{k} \).

We equip \( Z_k \) with the standard basis defined by applying \( \text{curl}_k \) to the basis of \( M_k \) from (6.12). This basis on \( Z_k \) is given by

\[
(6.35) \quad \{ \phi_{k,e} := |e|^{-1} \eta_{k,e} e : e \in E_k \} \cup \{ \xi_{k,p} := \sum_{i=1}^\ell |e_i|^{-1} \eta_{k,e_i} n_{e_i,p} : p \in V_k \},
\]

where \( \eta_{k,e} \) is the nodal basisfunction of \( N_k \) defined in (6.2) \( \Gamma e_k = [n, e_k] = -(e_k) \) is a unit vector tangential to \( e \Gamma \) the edges \( e_1, \ldots, e_k \) are all edges in \( E_k \) that contain \( k \Gamma \) and \( n_{e_i,p} \) is the unit vector normal to \( e_i \) pointing in the counterclockwise direction with respect to \( p \Gamma \) see Figure 1.

A difficulty with defining a suitable smoother for the system (6.30) is that \( \Gamma \) although properly scaled this basis on \( Z_k \) is not uniformly well-conditioned as function of \( k \) with
respect to \( \| \cdot \|_{L^2} \). In view of results obtained in §4Γ this means that e.g. unpreconditioned CG not necessarily satisfies (D) Γ(Γ(E))Γ(F).

An alternative approach to define a smoother first followed on [Bre90]Γis based on the relation

\[
(6.36) \quad d_k(t) (u_k, v_k) = d_k(t) (\text{curl}_k u_k, \text{curl}_k v_k) \quad (u_k, v_k \in M_k).
\]

This relation and the one between the bases (6.12) and (6.35) of \( M_k \) and \( Z_k \) show that the stiffness matrices corresponding to both problems are equal and so any smoothing iteration developed for one problem has its direct counterpart for the other Γ where the practical realizations are equal.

In §6.2 in the biharmonic framework Γwe considered CG-iteration without preconditioning Γor with preconditioning matrices that are uniformly well-conditioned. Let \( (S_{k,m}^{(\text{bih})}, S_{k,m}^{(\text{bih})})_k \) denote the corresponding sequence of pairs of operators as meant at the beginning of §4Γ where \( \hat{S}_{k,m}^{(\text{bih})} \) is the linear operator defined using the Chebychev polynomial. We showed that this sequence satisfies (D) Γ(Γ(E)) and

\[
(6.37) \quad \| \hat{S}_{k,m}^{(\text{bih})} v_k \|_{1,k}^{(\text{bih})} \lesssim (h_k^{-2} m^{-1})^t \| v_k \|_{1,k}^{(\text{bih})} \quad (t \in [0, 1], v_k \in M_k),
\]

which is (F) with \( \gamma = 1 \).

Since (6.36) is equivalent to \( \| \cdot \|_{1,k}^{(\text{bih})} = \| \text{curl}_k \cdot \|_{1,k}^{(\text{St})} \) we directly conclude that the corresponding operators \( S_{k,m}^{(\text{St})} = \text{curl}_k \circ S_{k,m}^{(\text{bih})} \circ \text{curl}_k^{-1} \) and \( \hat{S}_{k,m}^{(\text{St})} = \text{curl}_k \circ \hat{S}_{k,m}^{(\text{bih})} \circ \text{curl}_k^{-1} \) in the Stokes framework satisfy (D) and (E). Using [PB87ΓProposition 8.1]Γ in [Bre90Γ Proposition 3] it was shown that

\[
(6.38) \quad \| v_k \|_{Z_k}^{(\text{bih})} \lesssim \| \text{curl}_k v_k \|_{0,k}^{(\text{St})} \quad (v_k \in M_k).
\]

From (6.37) with \( t = \frac{1}{2} \) and (6.38) Γwe conclude that

\[
(6.39) \quad \| \hat{S}_{k,m}^{(\text{St})} v_k \|_{1,k}^{(\text{St})} \lesssim h_k^{-1} m^{-\frac{1}{2}} \| v_k \|_{0,k}^{(\text{St})} \quad (v_k \in Z_k),
\]

**Figure 1.** Basis functions \( \phi_{k,e} \) and \( \xi_{k,p} \) of the space \( Z_k \)
which is (F) with $\gamma = \frac{1}{2}$. Since the values of the other parameters appearing in Theorem 3.2 are given by $r = 1$, $\rho = 2$ and $d = 2\Gamma$ from this theorem we may only conclude that for such a CG-smoothing and with $m_{i,j}^{(j)} \sim \tilde{m}^{i,j}\Gamma$ the Cascade iteration for solving the discretized Stokes equations yields a suboptimal solver.

**Remark 6.4.** We give some comments on multi-grid convergence theory.

Instead of CG let us consider a linear iteration as a smoother. The above analysis shows that the smoothing property in the biharmonic framework implies this property in the Stokes framework with a $\gamma$ that is halved. Here with smoothing property\textsuperscript{I} we mean the condition on the smoother as imposed in the theory from [Hac85].

A different condition on the smoother is imposed in the convergence theory from [BPX91]. It turns out that validity of this condition generally does not carry over when switching from the biharmonic to the Stokes framework. Indeed, using [Ste98] Remark 2.9 it can be checked that e.g. damped Richardson iteration with symmetric preconditioning matrices that have uniformly bounded condition numbers satisfies this condition in the biharmonic framework\textsuperscript{I} as it satisfies the smoothing property from [Hac85] but that it not satisfies the condition from [BPX91] in the Stokes framework.

Nevertheless\textsuperscript{I} the theory from [BPX91] may still be used to analyze the multi-grid method applied to the discretized Stokes equations. Indeed\textsuperscript{I} because the error amplification operator of the multi-grid method is linear\textsuperscript{I} the analysis of this operator as a whole can be carried out in the biharmonic framework. So\textsuperscript{I} in particular\textsuperscript{I} one can still prove that the variable V-cycle\textsuperscript{I} which is covered by the theory from [BPX91] yields uniformly bounded condition numbers.

Yet\textsuperscript{I} there is one point where one has to pay for the fact that in the Stokes framework these simple iterations do not satisfy the condition imposed on a smoother in [BPX91]. Since the biharmonic operator is not fully regular\textsuperscript{I} it is not possible to show that the so-called mildly variable V-cycle (see [Ste98]) gives uniformly bounded condition numbers. On the other hand\textsuperscript{I} damped Richardson iteration with preconditioners of the type discussed below does satisfy the condition from [BPX91] in the Stokes framework\textsuperscript{I} and so for this smoother it can be shown that the mildly variable V-cycle gives uniformly bounded condition numbers.

To construct better smoothers in order to obtain a Cascade iteration that is optimal\textsuperscript{I} we study the conditioning of the basis (6.35) of $Z_k$. Using that \{\eta_{k,e} : e \in E_k\} is an $L^2(\Omega)$-orthogonal basis of $N_k$ for vectors $c = (c_e)_{e \in E_k}$ and $d = (d_p)_{p \in V_k}$ we infer that

$$\sum_{e \in E_k} c_e \phi_{k,e} + \sum_{p \in V_k} d_p \xi_{k,p} \mid_{L^2}^2 = \sum_{e \in E_k} \mid c_e \mid^2 \mid \eta_{k,e} \mid_{L^2}^2 + \sum_{e \in E_k} \mid d_p - d_{\tilde{p}_e} \mid^2 \mid \eta_{k,e} \mid_{L^2}^2,$$

where $p_e, \tilde{p}_e$ denote both vertices of $\tau_k$ on $e \in E_k$ and $d_p := 0$ when $p \in V_k \setminus V_k$. Furthermore\textsuperscript{I} there holds

$$\sum_{e \in E_k} \mid d_p - d_{\tilde{p}_e} \mid^2 \mid \eta_{k,e} \mid_{L^2}^2 \approx \int_\Omega \mid \nabla d_p \mid^2 dx,$$
where $d'$ is the function in the conforming $P_1$ finite element space $\tilde{N}_h = \prod_{T \in \mathcal{T}_h} P_1(T) \cap C(\Omega) \cap H^1_0(\Omega)$ defined by $d'(p) = d_p$.

Defining $\tilde{A}_k \in \mathbb{H}^{\dim \tilde{N}_k \times \dim \tilde{N}_k}$ by $\langle \tilde{A}_k \mathbf{d}, \mathbf{d} \rangle = \int_{\Omega} \nabla d' \cdot \nabla \tilde{d}' \, dx \, d\Gamma$ for $M_k \in \mathbb{H}^{\dim Z_k \times \dim Z_k}$ being the mass-matrix corresponding to (6.35) from (6.40) and (6.41) we conclude that

$$M_k \approx \begin{bmatrix} 1 & 0 \\ 0 & \tilde{A}_k \end{bmatrix}.$$

Simple conforming multi-grid preconditioners $\tilde{W}_k$ for $\tilde{A}_k$ are available that take $\sim \dim \tilde{N}_k$ operations and for which $\kappa(\tilde{W}_k^{-1} \tilde{A}_k) \lesssim 1$. We now consider CG-smoothing applied to (6.30) with respect to the basis (6.35) with preconditioning matrices $\tilde{W}_k$ that satisfy $\tilde{W}_k \approx \left[ \begin{array}{cc} 1 & 0 \\ 0 & \tilde{W}_k \end{array} \right]$. Let $(S_{k,m}^{(\text{St})}, \tilde{S}_{k,m}^{(\text{St})})_k$ denote the corresponding sequence of pairs of operators as meant at the beginning of §4 where $S_{k,m}^{(\text{St})}$ is the linear operator defined using the Chebychev polynomial. Since $\kappa(\tilde{W}_k^{-1} M_k) \lesssim 1$ the analysis from §4 shows (D)Γ(E) and

$$(6.42) \quad \| \tilde{S}_{k,m}^{(\text{St})} \mathbf{v}_k \|_{1,k} \lesssim h_k^{-1} m^{-1} \| \mathbf{v}_k \|_{0,k} \quad (\mathbf{v}_k \in Z_k),$$

which is (F) with $\gamma = 1$. Since $r = 11\rho = 2$ and $d = 2\Gamma$ from Theorem 3.2 we conclude that for any $c \in (2,4)$ and $m(c) \approx m(c)\Gamma$ the Cascade iteration with CG-smoothing and such a preconditioner applied to the discretized Stokes equations yields an optimal solver.

6.4. The new smoother analyzed in the biharmonic framework. We have seen that $\Gamma$ with respect to bases (6.12) and (6.35) on $M_k$ and $Z_k$ Γ the stiffness matrices corresponding to the discretization of the biharmonic equation on $M_k$ and that of the Stokes equations on $Z_k$ are equal. In the previous subsection we used this fact to analyze the application of CG-smoothing without Γ with simple preconditioning matrices developed in the biharmonic framework to the Stokes equations. Using $\| \cdot \|_{(\text{bih})} \lesssim \| \text{curl} \cdot \|_{0,k}$ (6.38) Γ it appeared that such a CG-iteration satisfies the smoothing property (F) in the Stokes framework with $\gamma = \frac{1}{2}$. In addition Γ the Stokes framework we developed new preconditioners involving a multi-grid call on a second order scalar problem $\Gamma$ and we showed that CG-smoothing with such preconditioners satisfies (F) with $\gamma = 1$.

In this subsection Γ we analyze CG-smoothing with these new preconditioners in the biharmonic framework. With $(S_{k,m}^{(\text{St})}, \tilde{S}_{k,m}^{(\text{St})})_k$ denoting the sequence of pairs of operators corresponding to this preconditioned CG-iteration in the Stokes framework Γ we define $S_{k,m}^{(\text{bih})} = \text{curl}_k^{-1} \circ S_{k,m}^{(\text{St})} \circ \text{curl}_k$ and $\tilde{S}_{k,m}^{(\text{bih})} = \text{curl}_k^{-1} \circ \tilde{S}_{k,m}^{(\text{St})} \circ \text{curl}_k$. Obviously Γ again (6.36) shows (D) and (E) in the biharmonic framework. Condition (F) will follow from the following proposition.

**Proposition 6.5.** With $\| \mathbf{z}_k \|_{-1,k} := \sup_{0 \neq \mathbf{w}_k \in Z_k} \frac{\| \mathbf{z}_k \cdot \mathbf{w}_k \|_{(2,2),1}}{\| \mathbf{w}_k \|_{(2,2),1}^2}$ \( (t \in [0,1], \mathbf{z}_k \in Z_k \) there holds

$$(6.43) \quad \| \text{curl}_k \mathbf{v}_k \|_{-1,k}^{(\text{St})} \lesssim \| \mathbf{v}_k \|_{0,k}^{(\text{bih})} \quad (\mathbf{v}_k \in M_k).$$
Proof. With \( \text{rot}_k \) defined by \((\text{rot}_k w)_T = \text{rot} w|_T \quad (T \in \tau_k) \) where \( \text{rot} = \left[ -\frac{\partial}{\partial x_2} \frac{\partial}{\partial x_1} \right] \) integration by parts show that for \( v_k \in M_k \Gamma w_k \in Z_k \Gamma \) there holds

\[
(\text{curl}_k v_k, w_k)_{L^2} = (v_k, \text{rot}_k w_k)_{L^2} + \sum_{e \in \mathcal{E}_k} \int_e v_k [w_k \times n_e] \, ds,
\]

where \([w_k \times n_e] \) denotes the jump of \( w_k \times n_e \) across \( e \) in the direction of \( n_e \). Since \([w_k \times n_e] \) is linear on \( e \) and zero in its midpoint \( \Gamma \) holds that \( \int_e [w_k \times n_e] \, ds = 0 \). An application of \([CR73] \) Lemma 3 and an inverse inequality now show that

\[
| \sum_{e \in \mathcal{E}_k} \int_e v_k [w_k \times n_e] \, ds | \lesssim h_k \sqrt{ \sum_{T \in \tau_k} \| v_k \|^2_{H^1(T)} } \| w_k \|_{H^1(T)} \| w_k \|_{H^1(T)}.
\]

Since \( \| v_k, \text{rot}_k w_k \|_{L^2} \leq \sqrt{\mathcal{P}} \| v_k \|_{H^1} \| w_k \|_{H^1} \) we conclude that \( \| \text{curl}_k v_k, w_k \|_{L^2} \lesssim \| w_k \|_{H^1} \) which completes the proof.

Note that by interpolation \( \Gamma(6.36) \) and \( (6.38) \) imply that

\[
\| v_k \|_{H^1} \lesssim \| \text{curl}_k v_k \|_{H^1} \quad (t \in [0, 1], v_k \in M_k),
\]

and \( (6.36) \) and \( (6.43) \) imply that

\[
(6.44) \quad \| \text{curl}_k v_k \|_{H^1} \lesssim \| v_k \|_{H^1} \quad (t \in [-1, 1], v_k \in M_k).
\]

From \( (6.42) \) \( \Gamma(6.36) \) and \( (6.44) \) with \( t = 0 \) for \( \alpha \leq \frac{1}{2} \) we obtain that

\[
\| \tilde{S}_{k,m}^{(\text{bih})} v_k \|_{H^1} \lesssim (h_k^{-\gamma} m^{-2})^{\alpha} \| v_k \|_{H^1} \quad (v_k \in M_k),
\]

which is \( (F) \) with \( \gamma = 2 \). Since \( r = 2 \Gamma p = 2 \) and \( d = 2 \Gamma \) from Theorem 3.2 we conclude that for any \( c \in (2, 4) \) and \( m^{(j)}_{j=1} \approx mc \) the Cascade iteration with CG-smoothing and this new preconditioner applied to the discretized biharmonic equation yields an optimal solver.
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