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The acquisition of scalar implicatures

Tanya Reinhart

Historically, scalar implicatures have been among the first areas where what is known today as reference-set computation was argued to exist.  Grodzinsky, Reinhart and Wexler (1990) argued that we should expect to find in this area the same acquisition pattern that had by then been already established for condition B, or rule I.  That is, children's performance on scalar implicatures should also be at the range of 50%. This was based on the assumption of Reinhart (1983) that the coreference rule itself is a special  instance of generalized conversational implicatures
;  hence the computational complexity in other instances of scalar implicatures must be of the same magnitude. If children's 50% performance on the relevant coreference tasks is due to processing difficulties, they should have the same difficulties with scalar implicatures. Reducing the coreference rule to implicatures was mistaken, for various reasons, some of which discussed in chapter 4. Nevertheless, the computation assumed for deriving implicatures in the Gricean based framework has the properties of reference-set computation, as outlined in this book. 

The essence of the view of implicatures that stemmed from Grice 1975 is that certain aspects of the meaning of sentences in context are derived from considering a set of alternative options speakers had for expressing their intentions.  For instance (skipping many finer details that have been by now widely discussed), an utterance of (1a) invites the hearer to consider the possible alternative (1b). That alternative (1b) entails (1a) and is thus more informative than (1a). Assuming that speakers attempt to be maximally informative (or that the context is such that being maximally informative is required), the hearer would infer that the reason the speaker has avoided the more informative option is that the implicature (1c) holds, which is obtained by negating the alternative (1b). Formulating the computation of implicatures in terms of speaker and hearer's intentions, as in the Gricean tradition, is not crucial.  Rather the question can be stated as determining which assertion is added to the context set at the context interface.

(1)
a.
Lucie studies linguistics or chemistry.


b.
Alternative: Lucie studies linguistics and chemistry.

c.
Implicature: It is not the case that Lucie studies both linguistics and chemistry.

(2)
Lucie studies linguistics or chemistry but not both.

Grice's original formulation left open a serious question regarding how the set of relevant alternatives is determined, or what could count as a potential alternative. For instance, why should we consider the alternative of (1a) to be (1b), rather than the possible sentence (2)? Had (2) been a relevant alternative, we could infer that the speaker avoids it and uses (1a) instead, in order to allow also for the option that Lucie studies both. The initial assumption was that the alternatives must be equally "brief", that is, they must conform equally to Grice's maxim of manner, which is not true of (2), compared to (1a). But that still raised questions of how "equal brevity" can be measured. In the case of (2), opting for the most informative phrasing requires using an elaborate conjunction. But in the case of numerals, the speaker's intention could be easily clarified by using the modifier 'exactly'. How is one to determine then, that when the speaker utters Max has three children the excluded alternative is Max has four (or more) children, rather than Max has exactly three children?  More generally, the search for relevant alternatives must be restricted in some systematic way.  

This problem was solved with the development of the notion of a scale in Horn 1972 and Gazdar 1979, which was brought back to the forefront in Chierchia 2004. On this view, the set of alternatives is lexically determined.  The relevant lexical items that can give rise to scalar implicatures are listed in the lexicon together with their scales, which are internally ordered by strength (translatable to entailment relations). Along with the {or, and} scale, the positive quantifiers scale includes {some < many < most < all}. Some other Horn scales are given in (2').

(2')
a.
Modals: {possibly < necessarily}, {may < should < must} 

b.
Adverbs or quantification: sometimes < often < always

c.
Propositional attitude verbs: belive < know

d.
Completion verbs:  start < finish

The question what the conditions are under which lexical items are associated with a scale has not been substantially studied, but there is reason to believe that association with a scale is to a large extent universal. We assume then that for each scale item, its scale is listed on its lexical entry, and it is only from this scale that alternative propositions can be drawn.  

However, identifying the set of scalar alternatives is just the initial stage of the computation of implicatures. As we shall see, the relevant comparison set is not (1a) and (1b), but rather the comparison is based on the logical representation of the given derivation (1a) with the representation that includes the implicature (something similar to (2)). As in other instances of reference-set computation, the comparison considers whether the interface needs could not be satisfied without constructing an alternative representation. Establishing this requires some elaboration, which I return to. 

Since the early 2000s, when research of the acquisition of scalar implicatures has intensified, the expectation to find the 50% range of performance in this area has been confirmed. Sporadic earlier studies suggested that children do not compute implicatures at all, but rather they respond to sentences with scalar items as would be determined by their logical interpretation (Smith 1980, Braine and Rumain 1981, Noveck 2001).  However, later studies indicate that children are familiar with the required computation, but their overall (group) performance on implicatures tasks is at the 50% range.  As in the research on coreference in condition B environments, not all researchers are aware of the significance of the 50% findings, but the numbers in their experimental results speak for themselves.  These findings do not extend to numeral scalar items, where it was found out that children perform much closer to adults. I turn to the question why this is so at the end of this section.  

Before turning to these acquisition findings, I should mention that scalar implicatures have become a central topic of research since 2000. There are many competing analysis of their semantics and computation. Given that the set of scalar alternatives can be computed compositionally, based on the lexical entry, much recent debate evolves around the question whether the computation of implicatures belongs to pragmatics, as in the Gricean view, or to the computational system (syntax or semantics). Another persistent debate is whether the implicature is associated with the derivation by default, as assumed in the neo-Gricean tradition, and further developed by Chierchia (2004), or it is added at the context interface, as assumed in Relevance theory.  In many cases, it appears that such debates may be more conceptual than empirical. Furthermore, within the approaches locating implicatures in the computational system (CS), some of the more intricate competing analyses are not easily distinguishable from one another, on empirical grounds. I will not survey here all the competing approaches, but rather focus on one empirical criterion for theory selection.  

Within the hypothesis of optimal design, central to this book, the computations postulated by CS theory may have direct correlates in the processing of derivations. Correspondingly, facts about processing may be relevant for deciding between competing theories. The hypothesis central to this chapter has been that a 50% range of performance in acquisition indicates a processing failure: It is found when the resources required for completing a computation exceed the working memory available for children. If indeed children perform at this range on scalar implicatures, their theoretical analysis should be such that it would explain also this fact. As we shall see, Chierchia's (2004) strictly local semantic analysis is "too easy" in this respect - it cannot explain why children should have any problem processing scalar implicatures. More broadly, as argued by Breheny, Kastons and Williams (in press), the default approach to implicatures is inconsistent also with adults processing findings.  A crucial empirical criterion in establishing the precise computation applying in scalar implicatures then is the question whether the proposed analysis explains also what is known about their processing.  

With the necessary background laid out, we can turn now to the actual acquisition findings. Chierchia et al. 2001 and Gualmini et al. 2001 studied the acquisition of disjunction or implicatures. They show first that children master the semantics of or, specifically they are familiar with its logical inclusive reading. This is checked with downward entailing contexts, such as (3), where the exclusive or implicature (a or b, but not both) does not arise. 

(3)
Every dwarf who chose a banana or a strawberry received a jewel.

The experiments used the truth-value judgment task. For (3), children were told a story about Snow White and four dwarves, at a picnic. Snow White suggests they eat healthy food, reminding them that bananas and strawberries are healthy. She promises a jewel to those who choose healthy food.  Three of the dwarves chose both a banana and a strawberry, and received a jewel. One of the dwarves chose potato chips instead, and did not receive a jewel.  At the end of the story a puppet produced sentence (3), and the children's task was to reward the puppet with a coin if it said "the right thing". Adults' judgment is that the sentence is true in the story context, as witnessed by 95.5% approval of (3) in the control adult group. Children's performance was not significantly different. Fifteen children (age from 3;7 to 6;3, mean age: 4;11) participated in the experiment and were presented with four target trials similar to (3). They accepted the target sentence 55 times out of the 60 trials (91.6%). 

But in contexts licensing the exclusive or implicature, children's performance is quite different than adults. On a typical trial in the experiments on this context, children heard a story about four boys at a summer camp who are deliberating on which toys they want to play with, out of several choices.  At the end all four boys choose both a skate-board and a truck. The puppet then uttered sentence (4).

(4)
Every boy chose a skate-board or a bike.

Though logically (4) is true in this context, adults feel this is an inappropriate answer, because for this situation the stronger representation is required (Every boy chose a skate-board and a bike). Use of the weaker (entailed) version (4) gives rise to the implicature that not every boy chose both a skate board and a bike, which is false in the story  context. Accordingly, the adult control group rejected (4) in 100% of the trials.  But children performed here at the 50% range: Fifteen children participated (age from 3;5 to 6;2, mean age: 5.2). Each child was presented with four target sentences.  They accepted the target sentence 30 times out of the 60 trials (50%). In group terms this is a chance performance, though, as we shall see the findings do not correspond to individual guessing. 

Essentially the same range of performance was found for the some…all scale in Papafragou and Musolino 2002, 2003.  This case has an interesting history. As mentioned, initial studies on the acquisition of implicatures concluded that children do not attempt to compute them at all. Papafragou and Musolino's first experiment appeared to confirm this contention. In a typical trial of their first experiment, children were told a story about three dinosaurs who went to get something to eat.  Having contemplated some other options, all three dinosaurs ended up eating trees.  The puppet then was asked to describe what happened, and uttered sentence (5) (in Greek). Children were requested to say whether the puppet "answered well".

(5)
Some of the dinosaurs ate trees.

Thirty Greek speaking children participated (age from 4;11 to 5;11, mean age  5;3). They rejected target sentences like (5) only 12.5% of the times.  By comparison, the adult control group rejected it 92.5% of the times. Again, (5) is logically true in this contexts, but adults reject it as a plausible description of the situation, because, it would be more appropriate to use a sentence like All dinosaurs ate trees, as the adult participants explained in their reasoning for their rejection of (5).  Based on these results, it seems that children skip altogether the computation of implicatures, and since (5) is a logically correct answer, they accept it. 

However, Papafragou and Musolino 2003 argue that a potential reason for this and similar acquisition findings is that children interpret their task as just saying yes if the target sentence is true, and do not even consider the question whether there are more appropriate ways to describe the events in the stories, which adults do automatically. Hence they designed their second experiment so that it directs children's attention to the information status, relevance, or appropriateness of a sentence at a context.  Children were told that the puppet Minni sometimes says "silly things" and the aim of the game is to help her "say things better". The target tasks were preceded by a training session, where Minni was helped to express herself better. (For instance, she described a dog as "a little animal with four legs", and was corrected to use "a dog" instead). The target stories themselves were modified so that it becomes more central to them whether the predicates hold of some or all of the objects. The stories were based on scenarios of a contest or a challenge.  For instance, one of the characters claims that he is very good at throwing hoops around a pole and he challenges Mickey to try and do the same with three hoops. Mickey concentrates hard and manages to put all three hoops around the pole. At the end of the story, the puppet is asked “How did Mickey do?” and she answers by uttering (6) (in Greek).

(6)
Mickey put some of the hoops around the pole.

As Papafragou and Musolino 2003 describe the results, children's performance improved significantly in this experiment. Thirty Greek-speaking children (different from the group in the previous experiment) participated in the experiment (age between 5;1 and 6;5, mean age 5;7). In the present experiment, they rejected targets like (6) 52.5% of the time, as compared to their mere 12.5% rejection in the previous experiment. But it has gone unnoted in this description that what appears as an improved performance rate is, in fact, at the 50% range, which, as we saw in the introduction to chapter 5, is a suspicious result at the realm or chance, and not typical of acquisition findings. In the same experiment, Papafragou and Musolino studied also the {start, finish} scale (observed in (2'd)). Children heard a sentence like Donald started coloring the star, when in the story Donald completed coloring the star. They rejected this sentence 47.5% of the times, which is again at the chance range. 
It can be concluded that the method used by Papafragou and Musolino is indeed successful in directing the children to consider appropriateness of the expression to context, and hence, to attempt to compute the implicatures that adults compute in the same experimental setting. But once children are trying to compute the implicature, we discover a processing failure. In our terms, the task at hand involves reference-set computation. In the appropriate experimental setting, children know precisely what they have to do to carry it out, but fail the execution and resort, instead, to some strategy bypassing it, as in the other instances of this computation that we examined. 

The findings on the acquisition of implicatures bear a striking similarity to the acquisition of stress-shifted focus, discussed in section 5.2.  First, in both, difficulties witnessed by performance at the range of 50%, are found only in comprehension, and not in production.  In production, children never use all when they mean some but not all (Papafragou and Musolino 2003).  The felicity task experiments reported in Chierchia et al 2001 and Gualmini et al 2001 can be interpreted to the same effect:  when they are given a choice of two sentences one could say to describe a given situation, children correctly chose the representation which facilitates an implicature (with or) rather than the entailing representation (with and). Next, the analysis of individual performance provided by Chierchia et al. 2001 reveals that the pattern of responses in implicatures experiments is not individual guessing, but rather of fixed responses (with about half the children consistently rejecting the target sentences, which may look like they are computing the implicature, and the other half accepting it.) Essentially the same results are reported in Papafragou and Musolino 2002 (fn 9, 272), although for some reason they report the individual results of only ten out of the 30 participants in the experiment. As we saw in sections 5.2.4 and 5.2.5., the same was found with stress-shifted foci.  In the terms presented there, this suggests that in the area of implicatures as well, children are operating by a fixed, though irrelevant, default - a point I return to. 

In order to analyze the acquisition findings further, we need first to get a clearer picture of the mechanism generating implicatures. Landman 2000 and Chierchia 2004 raise some serious problems for the prevailing view of the derivation of implicatures. On that view, implicatures are computed globally, as the representation is entered to the context set.  Landman examines sentences like (30). Retrieving the scale alternatives of three girls, the implicature calculation should be obtained by negating all members of this set, namely events of kissing four or more girls.  So, roughly, the final interpretation should be that for each boy, he kissed three girls, and not more than three girls. 

(30)
a. Every boy kissed three girls 


b. It is not the case that every boy kissed more than three girls.

But Landman points out that if we apply this computation globally, we do not get these truth conditions, but rather, the derived implicature would be (30b), where external negation applies to the whole proposition.  The representation (30b) leaves open the option that some boys kissed more than three girls, which the sentence, under the implicature construal, does not in fact have.

Chierchia 2004 argues that computing implicatures at the output stage, on completed semantic representations, is bound to give the wrong semantics in configurations of embedded implicatures.  This can be illustrated in (7) (which is based on Chierchia's (21), 46, but with a different reported situation, just for variety.) 

(7)
Our employees are either paid by the hour or given some of the profits.

(8)
a.
Our employees are either paid by the hour or given some, but not all, of the profit.


b.
Our employees are not both paid by the hour and given some of the profit. 

Utterance of (7) is strongly associated with the two implicatures illustrated in (8). Deriving (8b) is not problematic for the global approach, but the problem is how the embedded implicature in (8a) could be derived. The set of alternatives for the second conjunct is derived from the lexical scale of some, whose topmost member is all. So the alternative based on all is (9a). As before, we assume that the implicature is derived by the negation of the alternative. Since the negation applies globally at the final stage of the representation, the result would be (9b).

(9)
a.
Our employees are either paid by the hour or given all of the profits.


b.
It is not the case that our employees are either paid by the hour or given all of the profits.

The problem is that logically this external negation entails that neither of the conjuncts can be true (¬(P or Q) entails ¬P and ¬Q). So (9) negates also the possibility that our employees are paid by the hour, which sentence (7) clearly allows. 

Based on this, and several other arguments, Landman and Chierchia concludes that implicatures are computed locally, as soon as their trigger. I will pursue here Chierchia's implementation, though I will not enter the precise details of the formulation (see Chierchia 2004,59-65). This solves the problem of embedded implicatures, and derives the correct representation for (7) and its two implicatures in (8). But it means that implicatures are inserted into the semantic derivation by default, regardless of whether they are eventually realized or not. Specifically, Chierchia shows that in downward entailing (DE) contexts, scalar implicature of the type we examined are always absent. This was exemplified in sentences (3) and (4), used in Chierchia et al's (2001) experiment, which are repeated with some variation in (10) and (11). Sentence (10) implicates that the boys did not chose both a banana and a strawberry, but (11), where the disjunction is in the (restrictive) scope of a conditional DE operator, does not implicate that to receive a jewel a dwarf could not choose both a banana and a strawberry. 
(10)
Every boy chose a banana or a strawberry.

(11)
Every dwarf who chose a banana or a strawberry received a jewel.

(12)
Every boy (λx(x chose a banana or a strawberry & ¬ x chose a banana and a strawberry))

(13)
Every dwarf (λx((x chose a banana or a strawberry) (x received a jewel)))

Chierchia argues that this is obtained by removing the implicature clause in the presence of a DE operator. (To be precise, he argues that in that case the implicature clause is replaced in favor of another type of implicatures, which he labels "indirect", but I will not discuss this type here.) For (10), the semantic derivation is given in (12). (An alternative with and is constructed, negated, and conjoined with the predicate composed from the "plain" entry of or.)  The semantic derivation of (11) starts precisely the same way; so a predicate identical to that in (12) is initially constructed.  However, when the conditional operator of (11) is encountered during the derivation, the added conjoined predicate (the implicature) is removed, so the final outcome is (13), which is the original construal of the sentence with no implicatures. This removal is governed by a general condition that Chierchia names "the strength condition". To state it, some of Chierchia's notation needs be mentioned:  For any English expression α, ║α║ is its value, computed in standard semantic notations.  Chierchia calls this value the "plain" value.  But the gist of Chierchia's proposal is that along with this value, α is also assigned compositionally a scalar value - ║α║S , which is computed based on the scale of one of the elements in  α, as informally illustrated above.  The plain value of (10) can be informally represented as Every boy (λx(x chose a banana or a strawberry)), and its scalar value is (12).  The strength condition can be stated as in (14a). 

(14)
a.
Strength condition: The scalar value of α cannot be weaker than its plain value.


b.
A representation α is stronger than a representation β iff α entails β.  


The condition (14) is checked locally, at each step of the derivation, and its effect is to filter out implicatures when they lead to weakening of the original information content, rather than strengthening it. In the case of (10), the scalar value (12), entails the plain value.  Hence, by (14b), the scalar value is stronger, and the implicature goes through the filter (14a).  But in the case of (11), it is the other way around – the plain value, which is the one that survived in (13), entails the scalar value, which would be Every dwarf (λx((x chose a banana or a strawberry & ¬ x chose a banana and a strawberry) (x received a jewel))).  Hence, the scalar value is weaker than the plain value, and condition (14a) filters the scalar value out, leaving the derivation with the representation (13). 

Returning to the acquisition findings, Chierchia's analysis raises two questions.  First, it is not clear why children should have any problems with processing active (non cancelled) implicatures.  The type of computation he proposes involves just local evaluation of alternatives.  As Chierchia notes, this is essentially the same computation involved in the interpretation of focus (using specifically the implementation of Krifka (1995) for this computation).  There is no reason to suspect that children have problems with this computation.  The problems I surveyed in section 5.2., all regard identification of the focus constituent when stress-shift applies, but not the interpretation of the focus. 

(15)
a.
Daisy only gave a cherry to Miss Piggy.


b.
Daisy only gave a cherry to Miss Piggy.

The area where 50% performance was found was in identifying that (15b) with stress shift only allows the narrow focus cherry.  In (15a), the derivation allows both Miss Piggy and the whole VP to serve as focus, and the selection of the actual focus is context dependent. As we saw in section 5.2.5., children also do not behave the same way as adults in selecting the relevant focus out of the focus set in neutral stress sentences like (15a). It is possible that children apply a fixed default here, rather than computing the context.  However, the computation parallel to that proposed by Chierchia for implicatures is not of these more complex types of disambiguation, but rather it is similar to the task of determining the interpretation of the focus, once identified.  For instance perceiving that if Miss Piggy is selected as a focus in (15a), then Daisy did not give a cherry to any one else. There is no indication that this basic construction and exclusion of alternatives poses any problem to children. If anything, the computation required in the Chierchia system for implicatures is slightly easier, because the set of alternatives is constructed directly from the scale associated with the item in the lexicon, and does not require consulting the context. 

The next question is why children have no problems with computing the DE contexts, as (11) above, where the implicature is cancelled. The computation involved here is essentially the same as in (3) or (10), where the implicature is preserved, and where children performed at the 50% range. At he lower phase of (11), the scalar term is computed, and a scalar value constructed, then, at the higher phase, the implicature clause is removed. Whatever computation is giving children a problem in (10), then, is present also in (11). 

Possibly, an answer to the first question could lie in the strength condition (14a). Checking this condition requires comparing two representations at each step of the derivation. Though the comparison is local, executing it requires keeping two parallel semantic representations through the derivation – the plain reading is not discharged, but is kept along the scalar reading for comparison in the next step of the derivation.  This is one clear difference from the computation of focus, where no comparison of competing values is required, once negating the relevant members of the alternative set has applied.  With condition (14a) constantly checked, the computation of implicature shares some properties with the instances of global reference-set computation that I discussed in the previous chapters, although it is local.  Given that children are unable to execute global reference-set computation, as we saw, this could, perhaps, explain their 50% range of performance also with implicatures.

But with this assumed, the problem with the DE contexts like (11) only sharpens. Filtering out the implicature in (11) requires precisely the same procedure of comparing the plain and the scalar value.  While in (10), which children fail to process, this computation applies only once, in (11), it applies twice – in the first application the scalar value is let in, just as in (10), because it conforms with the strength condition (14a), in the second application, in the scope of the DE operator, the comparison filters the scalar value out. It appears that the computation involved in (11) should be more difficult for children than that of (10).  Possibly, because the comparisons are local, the number of applications does not increase processing difficulty, but in this case, (11) should be just as difficult as (10) for the same reason as before, that is, because they involve the same computation in the first phase.

This acquisition puzzle ties in with an on going debate regarding how scalar implicatures are derived.  Chierchia 2004, following, in this respect, a long neo Gricean tradition starting with Gazdar 1979 and Horn 1984, assumes that implicatures are associated with scalar items by default. They are, in a way, always present at the derivation. But since they are defeasible, they can be cancelled, either overtly (some, and perhaps all, students…) or contextually, when the context does not license the implicature inference. The alternative context-driven view is that the scalar implicatures, like the Gricean particularized conversational implicatures, are triggered by the context, and they are generated only if there is contextual reason to do so. (This was argued in Carston's 1998 application of Sperber & Wilson's 1986/1995 Relevance theory; see Breheny, Kastons and Williams in press for some of the history.) On this view, then, the default interpretation of a scalar item is its logical one (what Chierchia calls the plain value) and the implicatures are added at context.

For the context driven view, then, (10) and (11) pose dramatically different processing tasks.  In the case of (10), the context enforces the computation of the implicature. Assuming that this is a complex computation (a point I return to), there is room to argue that it exceeds children's processing storage.  But in the case of the DE (11), nothing triggers this computation, so it does not apply and the sentence enters the context set with its plain logical value. (As we shall see directly, DE contexts are just one of the factors that may exclude scalar implicatures.) Given that children are completely efficient with the logical readings of scalar items (as Chierchia et al. 2001 and others have shown), they have no difficulties with such derivations. Noveck and Posada, 2003 and Breheny, Katsos and Williams in press show that the same difference is found also in adult processing. Sentences licensing scalar implicatures are processed slower than sentences that do not, like (11). If the default theory of scalar implicatures is right, we cannot expect such a difference.  So there seems to be processing evidence that implicatures are computed only when there is contextual reason to do so.

But the context-driven line appears to require a global computation – It is only when the full representation is assessed against a context-set that one can know whether the implicature should be added.  As we saw, Chierchia showed convincingly that in semantic terms, this is not feasible. Computing the implicatures on the final semantic representation of the sentence would give the wrong result for embedded implicatures, as illustrated in (9).  So the question is how these two conflicting findings (that the computation must be global and that it cannot be) can be reconciled. 

Let us assume with the context-driven approach that only when the context indicates that the semantic representation constructed on the basis of the logical reading of the scalar item may be insufficient, we turn to computing the implicatures.  The procedure then requires constructing an alternative semantic representation.  Let us assume with Chierchia that the only way to construct this alternative representation is to start over compositionally and derive it precisely the way he does. This means that while holding the semantic representation we have constructed already (the plain value), we start working on constructing another representation for the derivation (its scalar value). This, obviously, is not a standard procedure.  It means reopening a derivation (from the position where the relevant scalar item is) and constructing a new interpretation for it.  In terms of what is involved, it is similar to the operation of stress shift, which, as we saw in chapter 3, undoes the PF (stress) representation of the derivation, and starts over from the point where we want the new stress.  

Given the assumptions of this book, this is a clear case of an illicit operation motivated only by needs of the interface, and it requires strong justification, checked through reference-set comparison. It is permitted only if the two representations derived for the sentence (the plain and the scalar) are clearly distinguishable at the interface. For (10), repeated, the reference set is the two semantic representations in (16) – (16a) is the plain value derived compositionally for this sentence, and (16b) is the scalar value that, on the present analysis, is obtained by retracing and deriving a new interpretation compositionally.  The two are clearly distinguished: (b) entails (a), but not conversely. 

(10)
Every boy chose a banana or a strawberry.

(16)
a.
Every boy (λx(x chose a banana or a strawberry)),

b.
Every boy (λx(x chose a banana or a strawberry & ¬ x chose a banana and a strawberry))

So far it seems that the comparison of the two representations is based just on the equivalent of Chierchia's strength condition:  reinterpreting a derivation is permitted only if the new interpretation is stronger than the original one, and thus it renders the sentence more informative. This, however, is not a sufficient justification.  There are contexts where this sort of increased informativeness is superfluous, relative to the needs of the context set, and hence, the implicature is not licensed.  Breheny, Katsos and Williams in press call such contexts lower-bound, borrowing the term from Horn's (1984: 13) statement that implicatures may be cancelled also "implicitly (by establishing the appropriate contexts, in which all that is relevant, or can be known, is the lower bound)." They cite (17), from Levinson 2000:51, as an example for a lower bound context.

(17)
A: Is there any evidence against them?

B: Some of their identity documents are forgeries.

In the context of A's question, the logical (plain) interpretation of B's statement is a sufficient answer. To answer the question positively, it is sufficient that the people under question have some forged documents, and it irrelevant whether all of their documents are forgeries or not.  So in this case, the implicature that not all of their documents are forgeries does not arise. (In Levinson's, as in Chierchia's analysis, it is assumed that the implicature is cancelled in this context, in the context driven approach of Breheny et al, it is not induced, and is not computed in such contexts.)

A more subtle instance of the context-dependence of scalar implicature is Breheny et al's example (18) (their (6)).   The same disjunctive NP -the class notes or the summary - licenses the exclusive reading in (18a), but not in the "lower bound" context (18b). 

(18)
a.
John was taking a university course and working at the same time. For the exams he had to study from short and comprehensive sources. Depending on the course, he decided to read the class notes or the summary.

   
b.
John heard that the textbook for Geophysics was very advanced. Nobody understood it properly. He heard that if he wanted to pass the course he should read the class notes or the summary.

This is determined only by the previous context, and not by entailment relations between the two competing representations for the disjunction.  Let us look at the last sentence of (18b), given in (19). Its plain value is (19a), and the scalar value is (19b). The disjunction does not occur in the restrictive term of the DE conditional operator.  Hence, the entailment relations between the two representations are precisely the same as in (16) before – (19b) entails (19a) and is thus stronger, or more informative.

(19)
If John wanted to pass the course he should read the class notes or the summary.

a.
John (λx((x wanted to pass the course)  (x should read the class notes or the summary))

b.
John (λx((x wanted to pass the course)  (x should read the class notes or the summary & ¬ x should read the class notes and the summary))

Nevertheless, this strength of information does not give (88b) any preferred status in the context of (18b), because its extra information is not relevant. The context is set so that the key to succeeding in the course is bypassing the required reading, and the less informative construal (19a) is sufficient for that context.  (The reasoning here is reminiscent of the original Gricean maxim of quantity that prohibits also being over informative.) In our terms, then, the contextual effect of adding the implicature to the derivation is not sufficiently distinguished from that of the representation without it, to justify applying an illicit operation.

Regrettably, the precise conditions governing the selection of the required strength of information relative to the context set cannot be presently stated as formally and explicitly as conditions of the CS or semantics are.  This is a central topic of research in relevance theory (cited above). It is understandable that syntacticians and semanticians would try to shy away from what often seems like vague formulations. But the crucial question is if it is indeed possible to avoid such issues when one attempts a comprehensive analysis of scalar implicatures. Chierchia is well aware that contextual factors, and not just semantic factors, can lead to the cancellation of implicatures.  He says that in such cases "we immediately see that the implicature is incompatible with the context, so we throw it out" (2004, 50).

But to know when the context forces one to remove an implicature, we have to know precisely those contextual factors that tend to be dismissed as "pragmatics". There is no conceptual advantage in introducing a formal and precise system for generating implicatures just to say its outputs may then disappear under mysterious discourse conditions, compared to assuming that the formal machinery that generates implicatures is activated only when the mysterious discourse conditions demand that. 

Although conceptually the two approaches just outlined are equivalent, some empirical evidence in favor of the second comes from adult processing findings. There is growing evidence that sentences involving scalar implicature pose a greater processing load than sentences without them.  This is found even in simple experiments measuring reading time (Noveck and Posada 2003, Breheny, Katsos and Williams in press, and the references cited there). Breheny et al. in press point out that under the default view of implicatures, the two contexts in (18) should pose identical processing problems, since in both the processing of an implicature is required at some stage of the derivation. (This is the same question that we observed in the case of the acquisition of (10) and (11), except that no DE operator is involved here.)  But their experiments show clearly that this is not so, and processing the trigger when the implicature is activated (in 18a) took significantly longer for subject than when it is not (18b).  One experiment consisted of 12 (mismatched) pairs similar to that in (18), but in Greek. 47 native speakers of Greek (mean age 23.5 years) participated. The texts were presented electronically segment by segment.  The trigger-containing segment (e.g. he decided to read the class note or the summary) occurred in this specific experiment at the end of the text in all pairs. Participants were instructed to read each segment only once and click the left mouse bottom to see the next segment. Reading time and answers to (independent) comprehension questions were recorded by the software. The mean reading time of the trigger segment was 1291 (SD = 352) milliseconds when it occurred in the implicature inducing context, like (18a), and  1204 (SD = 292) milliseconds in the non implicature context like (18b). With further analysis of variance, Breheny et al conclude that reading time of the trigger segment was significantly longer when an implicature is activated. 

The processing findings are consistent with the model of deriving scalar implicature outlined here:  The computation requires an illicit operation that retraces the semantic composition, and constructs a new semantic representation for the derivation.  This process itself is compositional, along the lines of Chierchia, but it is costly since it is based on reopening closed stages of the derivation.  As other instances of illicit operations motivated by the needs of the interface, it requires reference set computation that compares, globally, the original and the new representation.  It is only licensed if the two are distinct in a way that is significant to the on-going context.  Reference- set computation of this global type is always costly.  Children are unable to carry it out. Adults can of course, but at a processing cost. Unlike in the default view, this complex procedure is motivated by the context, and speakers do not attempt to compute it when there is no discourse reason. Hence, scalar items do not give rise to processing difficulties when no implicatures are involved. 

With this we can return to the findings on the acquisition of implicatures.  As mentioned, although the group performance is at the 50% range, the findings do not reveal individual guess pattern.  Rather, children have a fixed pattern of response, with about half consistently giving adult like judgments and the other half the consistently giving the judgment wrong for adults. It is tempting to summarize this finding as indicating that half of the children at the age of five mastered the adult use of implicatures, and the other half has not, as done in some of the literature cited.  But this is a very puzzling and unusual situation. (Why should the distribution of maturation at the same age group be exactly at chance level?).  We noted in sections 5.2.4. and 5.2.5 that this is precisely the pattern of performance found in the acquisition of stress-shifted focus. In fact, the similarity between the two computations involved is even greater. In the case of stress shift, we saw that there is evidence that children manage to construct the reference set, at least partially (see section 5.2.4).  But they are not able to complete the computation and select the right focus. Their task there is to decide whether the narrow DP constituent that contains the shifted stress is the intended focus, or the larger VP that also contains it and is also in the focus set.  (The choice here should be based on whether the VP focus could be obtained without a stress shift.)  What they do instead is resort to a fixed default, based on entailment relations.  

Crain, Ni and Conway(1994) showed that there are two default strategies, when the context enables a choice between two readings one of which entails the other.  The common adult strategy is "minimal commitment", that is, select the entailed reading, which is weaker and less committal, thus minimizing the chance that you will have to revise your selection as you proceed.  Children use also the opposite default of  "maximal commitment" which leads to a selection of the stronger, entailing option.  Crain et al. assume that the later is a necessary stage in acquisition and most children abide by it during language development, because it facilitates learning with no negative evidence.  But as we saw in section 5.2.5, it is more likely that children operate by different defaults, depending on other factors than learnability.  In any case, the preference for one of these two defaults is fixed for a child.

Returning to stress-shifted foci, what we saw that children do, once the two alternatives of the reference set are constructed, is select by their preset default.  If they operate by minimal commitment, they will chose the narrow focus representation, which is entailed by the wide (VP) focus representation.  If they operate by maximal commitment, they will select the wide, entailing, representation.  The problem is that neither of these defaults is relevant to the task.  It is a procedure enabling bypassing the required computation by resorting to an independently established default.  Since the choice of default is, itself, arbitrary, the group procedure remains at 50%. But the outcome is that the children operating by minimal commitment end up selecting the correct adult response in the setting of the experiments (narrow focus), while the other consistently select the "wrong" response. To the unarmed eye, it may look that half of them matured enough to understand stress shift, while the other half has not. 

The situation in the resolution of implicatures is quite similar.  The reference set for (10) was (16), both repeated.  Suppose the child knows s/he has to compute the option of implicatures, perhaps helped into this awareness by a training session, as in Papafragou and Musolino's (2003) experiment. Since the computation itself, and the semantic mechanism deriving implicature are innate, children know exactly what they have to do to carry this computation out. Suppose they manage to construct the two representations in (16) and get stuck there, just as in the case of stress-shifted focus. 

(10)
Every boy chose a banana or a strawberry.

(16)
a.
Every boy (λx(x chose a banana or a strawberry)),

b.
Every boy (λx(x chose a banana or a strawberry & ¬ x chose a banana and a strawberry))

The semantic properties of the reference set in (16) are the same as in the case of focus one member (16b) entails the other. Therefore, the stuck children can apply precisely the same arbitrary default.  If they go by minimal commitment, they will select the weaker (entailed) reading (16a) and say that the puppet has said it right (in the situation where every boy chose both a banana and a strawberry). If they go by maximal commitment, they select the stronger (16b), and judge the puppet wrong. Unlike in the case of focus, it is the maximal commitment group that will appear like mature little adults, because in this context, adults select (16b). Again, the default is irrelevant to the task, because, as we just saw in the discussion of (19), the point is to decide whether the context justifies the selection of the costly stronger reading. Since children operate by an arbitrary default, the group result remains at chance.

Let us finally turn to the findings regarding numeral scalar implicatures. It has been increasingly found out that children have no problems in this area, or far less problems than with the other types of scalar implicatures. For instance, in the experiment of Papafragou and Musolino 2003, which was reported above, children performed at the 50% group range on the scalar item some - they rejected the utterance of (6), repeated, 52.5% of the times, when in the story Mickey put all three hoops around the pole.

(6)
Mickey put some of the hoops around the pole.

(20)
Mickey put two of the hoops around the pole.

But in the same experiment, Papafragou and Musolino also studied numeral expressions as in (20), under precisely the same conditions (including a training designed to increase children's awareness to appropriateness to context). Children's rejection rate on (20) was 90%, which is not significantly different than adults'.  Katsos, Breheny and Williams 2005 survey some studies on adult processing that found that numeral scalar implicatures do not present the same processing pattern as the other scalar implicatures.

It appears possible to address this question with postulating that numerals are either "underspececified" or ambiguous regarding their "at least" "exactly" or "at most" interpretation, as suggested in Papafragou and Musolino 2003 and many others.  If so, then the costly computation of a scalar implicature is not involved in understanding numerals in context, and consequently, children face no problems in the processing of numerals. But although this explains the acquisition findings, it does not seem to take us very far in explaining the numerals problem itself.  The question remains what determines which of the potential numeral meanings is selected in a given context.  In many respects, numerals still behave as the other scalar items.  For instance, the "exactly" reading is cancelled in DE contexts, as in (21). But there is no room to account for that within a system assuming just ambiguity.

(21)
a.
Anyone who has six children is entitled to child support. 


b.
If you have three dollars, you can enter the zoo today.

Within the framework presented here, a different solution suggests itself. The analysis has rested crucially on Chierchia's compositional approach to scalar implicatures. This means that the compositional construction of scalar implicatures, based on the set of alternatives derived from the lexical scale, is part of compositional semantics. I have argued that in the standard cases of scalar implicature this compositional semantics applies only at the output stage, and requires reopening of the semantic composition, which is what makes it costly.  But given that the computation itself is available in UG, it is in principle possible that there are some areas where it applies indeed during the derivation.  Suppose, then, that with numerals, Chierchia's procedure is lexicalised, that is, it does apply as default. A numeral, then, is always computed locally against its scalar alternatives, carrying the 'at most' implicature through the derivation, unless it is cancelled by a DE operator (or by other contextual factors). I argued above that this type of procedure should not cause a processing crash with children. So, if this procedure applies indeed with numerals, this explains why children have no problem with numeral scalar implicatures.
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