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SUMMARY 

The interpretation process for vibrational spectra is considered in detail. The concepts 
of spectral data, structural elements and basic file are described. Two parameters proved 
to be useful for expressing the degree of correlation of wavenumber regions and structural 
elements. Three types of intervals are distinguished. A computer program has been devel- 
oped to obtain these intervals. Factors influencing the results of an interpretation system 
are discussed and possible criteria are reported. 

The interpretation of vibrational spectra requires ample knowIedge about 
correlations between structural elements and spectral data. Frequency or 
wavenumber, intensity (weak, medium, strong), half bandwidth (broad, sharp, 
ar/p value) and band shape (wedge in carboxylic acids) are used in conjunction 
with structural elements that may vary from wel&definedfunctional groups like 
OH, C=C, C=O to functionalities such as cyclohexyl, para substitution, etc. 

A huge amount of correlations, especially for infrared spectroscopy, is 
available in the literature. Most of it has been included in Bellamy’s books 
[1, 21 on infrared spectroscopy and the book of Dollish et al. [3] on Raman 
spectroscopy_ Many Colthup tabIes are also available. 

Probably because of the physical impossibility of having that amount of 
information ready at hand in one mind, interpretation is still an art that has 
to be learned from experience and that cannot be transferred simply from 
one person to another_ Systematic interpretation would not only exclude 
accidental and irrelevant factors but would also afford maximum information 
yield 14, 51. With the introduction of digitized infrared and Raman spectro- 
photometers and the decreasing cost of minicomputers, automatic fast 
interpretation is within reach [S 3 provided that the software is available. 
Experience with the development of interpretation systems, including 
programming, has revealed an unmistakable need for clear-cut rules, which 
in turn require greater insight into the different relevant factors. A detailed 
study of the interpretation process seemed to be a logical step. 
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GENERAL CONCEPTS 

The essential feature of systematic interpretation of spectra is to make 
efficient use of correlations. As the existence of correlations depends on the 
different types of structural elements and the nature of the spectral data, a 
study of the development of an interpretation system must be preceded by 
clear arrangements in these respects. 

Spectral data 
In practice, the wavenumber of an absorption band is the most con- 

spicuous piece of spectral data and is easy to determine. The intensity of a 
peak is also useful, but conditions concerning the minimum detection limit, 
the use of absolute or relative intensity, etc., are required. Other spectral 
parameters are more difficult to obtain and for that reason the data used are 
generally limited to wavenumber (regions) and transmittance (thresholds). 

In order to be able to use spectral data optimally, recording has to be done 
under identical scanning conditions (e.g., a wavenumber accuracy of f. 2 
cm-‘). Although a large amount of spectral data is available in the literature 
(e.g., Sadtler [ 71 and DMS [S] ), it cannot be used as the scanning conditions 
are not fulfilled. Therefore it is necessary to compose a b&c file of spectra. 

Basic fiie 
As the aim of an interpretation system is the detection of structural 

elements (and not retrieval), a basic file can be composed of a limited 
number of spectra. For a deliberate selection of compounds, chemical and 
spectroscopic knowledge, and thus experience, is essential. In order to be 
able to correlate a structural element with a spectral region, two spectra 
representing the extreme frequencies of that element will do. Thus the 
number of structural elements defines the number of spectra in the file. At 
first glance, further reduction of the amount of data seems possible by com- 
bining several elements within one compound but this is not really viable 
for reasons set out in a later section. The file may, of course, be large, the 
only objection being that more computer time and space is required. Com- 
pounds containing other elements than those to be investigated may be 
present. In fact, the spectral assembly has to reflect the compounds for 
which the system will be used. 

Structural elements 
A structural element is an entity of at least two bonded atoms. For 

carbon, hydrogen and oxygen, for example, the minimum number of dif- 
ferent two-atomic entities is six: CC, CH, CO, HH, OH and 00. However, 
several types of bonding can be distinguished and so the combinations CC, 
CO and 00 have to be increased to C-C, C=C, eC, C-O, C=O, O-O and 
O=O. Since the combination 0=0 represents the oxygen molecule and HH 
the hydrogen molecule these two can be omitted. In this way, the total 
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number of socalled “main” elements reduces to eight. Other possible com- 
binations will consist of more than two atoms and can be regarded therefore 
as derivatives or subelements of those eight. For example, EC-H is a sub- 
element of CZ-C. In this way all elements can be classified systematically. 

Correlations 
A structural element S, is said to be correlated if its presence in a com- 

pound is generally associated with the appearance of at least one peak within 
a designated region of the spectrum of that sample. If a file is composed of n 
compounds, of which m have the element S,, then if all compounds with S, 
show a peak in a particular region, the correlation is at a maximum and the 
score percentage (SP) is M X 100/m = 100%. As each compound will have at 
least one peak in a complete spectrum, a 100% score can always be reached 
if the interval is broad enough. However, with the score percentage, the 
chance of having interfering peaks of elements different from S, increases. 
With I interfering compounds, the interfering percentage (I.) is (Z/n--m) X 
100%. With IP and SP, it is possible to distinguish three kinds of regions: (a) 
SP = 100% and IP = O%, which is specific; (b) SP = 100% and IP > 076, which 
is selective; and (c) SP < 100% and IP = 0'36, which is pseudo-specific. 

As the intensity threshold determines the presence or absence of a peak, 
the finding of a region, including SP and IP and thus its type, is related to 
that threshold. To find correlations for a structural element in relation to a 
certain intensity threshold, a program CRISE (Correlation of Raman and 
Infrared data with Structural Elements) has been developed. The program 
supplies for any element S,, at a chosen intensity threshold, all possible 
(pseudo-)speci.fic and selective regions, provided that the presence/absence 
of that particular S, in each compound of the basic file is known. For the 
pseudo-specific and selective regions, the SP and IP values, respectively, are 
calculated. 

RESUL’I’S AND DISCUSSION 

From preliminary results with CRISE, it appeared that more regions may 
be found than would be expected theoretically and also that a specific region 
is very rare; even an SP of 70% proved to be rather high. There are various 
reasons for this. First, regions, which could have been specific, are subdivided 
into some pseudo-specific regions because of the presence of a few interfering 
peaks (#S& Secondly, the simultaneous presence of an element S,, (+S.J 
next to S, is inevitable in a number of compounds and therefore regions may 
be found which have nothing to do with S, but. all with S,; these intervals 
must be excluded. Thirdly, when no maximum is set for the interval width, a 
large number of very broad selective regions is found. These intervals are 
chemically and spectroscopically meaningless as functionalities rarely exceed 
a bandwidth of 300 cm-‘. Fourthly, regions may be found that are strongly 
correlated with vibrations of sub-elements of S,. These will also be found 



when the sub-element itself is investigated and may then even appear to be 
specific_ From this last consideration, it follows that all regions which are 
(pseudo-)specific or selective for a certain sub-element also form part of the 
(pseudo-)specific and selective intervals for the corresponding main element. 
So correlations which are found for S, may indicate the presence of useful 
regions for its sub-elements. 

If no specific region is found for S,, one can try to reach a 100% score by 
combining two or more pseudo-specific regions. With CRISP, it is possible to 
combine up to five regions (if present). They can be selected interactively. 
The score SP of each of the combinations is calculated. Thus the system has 
to be constructed from specific, selective and (a combination of) pseudo- 
specific regions. 

The system 
The program CRISE (which is availabie from the authors on request) 

supplies all data necessary for composing an interpretation system. In the 
system, regions are used in the form of questions, hence they will be referred 
to as Q’s in the following paragraphs. 

A fundamental requirement of a system must be that there are no wrong 
answers. Another condition may be that for any structural element a certain 
score percentage (SP) has to be reached, which can be used as a criterion. It 
may be reached either with one or with a combination of pseudo-specific 8’s. 
The maximum number of Q’s one is prepared to combine (mQ) can be used 
as another criterion_ Similarly to SP for pseudo-specific cases IP can be used 
for selective Q’s_ These three criteria (SP, IP and mQ) and the variable 
intensity threshold determine the system. Accordingly, the following types 
of Q’s can be distinguished in a system: (a) specific: supply complete cer- 
tainty about the presence or absence of S, (Fig. la); (b) pseudo-specific: 
may supply certainty about the presence of S, (Fig. lb); (c) combined: as 
(b) (Fig. lc); (d) selective: may only supply certainty about the absence of 
S, (Fig. Id). 

All these questions can be put at any place in the system and they are there- 
fore called unconditioned questions. Thus, results from CRISE that fulfil the 
mentioned criteria can be simply composed into a system_ 

Conclusions 
Comparison of the system based on the results of CRISE and the earlier 

developed systems 14, 51 showed that the latter also contain combined 
answers such as ‘S, and/or S,, present”. Apart from the usefulness of this 
hind of information, the data necessary to find such types of question are 
present implicitly in the results of CRISE; to expose them a modification of 
the program is required. For the choice of variables and the criteria, and thus 
for the composition of the system, there is no difference in principle. 

In summary, a viable system must be defined by several variables, viz. the 
basic file, scanning conditions, intensity threshold and the criteria for SP, I. 



361 

ti 

(b) I 
(d) 

3 S.2 
present 

SPECIFIC PSEUDO-SPECIFIC COMBINED SELECTIVE 

Fig. 1. The four types of questions in an interpretation system. The small squares are 
question elements (Q’s) (positive to the right, negative downwards); the large squares are 
answers. S, = structuraI element. 

and mQ_ It must be emphasized once more that without a solid knowledge 
of chemistry and vibrational spectroscopy a deliberate choice of the variables 
is impossible. An objective comparison of interpretation systems is possible 
on the basis of the criteria given in this paper. 
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