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Please be good enough to put your conclusions and recommendations on one sheet of paper
in the very beginning of your report, so I can even consider reading it.

(Winston Churchill)



Summary

The middle atmosphere is strongly affected by two of the world's most important
environmental problems: global climate change and stratospheric ozone depletion,
caused by anthropogenic emissions of greenhouse gases and chlorofluorocarbons (CFCs),
respectively. General circulation models with coupled chemistry are a key tool to advance
our understanding of the complex interplay between dynamics, chemistry and radiation in
the middle atmosphere. A key problem of such models is that they generate their own
meteorology, and thus cannot be used for comparisons with instantaneous measurements.

This thesis presents the first application of a simple data assimilation method,
Newtonian relaxation, to reproduce realistic synoptical conditions in a state-of-the-art
middle atmosphere general circulation model, MA-ECHAM. By nudging the model's
meteorology slightly towards analyzed observations from a weather forecasting system
(ECMWF), we have simulated specific atmospheric processes during particular meteoro-
logical episodes, such as the 1999,/2000 Arctic winter.

The nudging technique is intended to interfere as little as possible with the model's
own dynamics. In fact, we found that we could even limit the nudging to the troposphere,
leaving the middle atmosphere entirely free. In that setup, the model realistically reproduced
many aspects of the instantaneous meteorology of the middle atmosphere, such as the
unusually early major warming and breakup of the 2002 Antarctic vortex. However, we
found that this required careful interpolation of the nudging data, and a correct choice of
nudging parameters. We obtained the best results when we first projected the nudging data
onto the model's normal modes so that we could filter out the (spurious) fast components.
In a four-year simulation, for which we also introduced an additional nudging of the
stratospheric quasi-biennial oscillation, we found that the model reproduced much of the
interannual variability throughout the stratosphere, including the Antarctic temperature
minima crucial for polar ozone chemistry, but failed to capture the precise timing and
evolution of Arctic stratospheric warmings. We also identified an important model
deficiency regarding tracer transport in the lower polar stratosphere.

The success of the runs with tropospheric nudging in simulating the right strato-
spheric conditions, including the model capability to forecast major stratospheric
warming events, bodes well for the model's representation of the dynamic coupling between
the troposphere and the stratosphere, an important element of realistic simulation of the
future climate of the middle atmosphere (which will partly depend on a changing wave
forcing from the troposphere). However, for some aspects of stratospheric dynamics, such
as the quasi-biennial oscillation, a higher vertical resolution is required, which might also
help to reduce some of the transport problems identified in the lower polar vortex.

The nudging technique applied and developed in this thesis offers excellent prospects
for applications in coupled-chemistry simulations of the middle atmosphere, including for
the interpretation of instantaneous measurements. In particular, it can be used to test and
improve the new MA-ECHAM5/MESSy/MECCA coupled chemistry climate model system, in
preparation for more reliable simulations of past and future climates.






Introduction

Suddenly I saw the cold and rook-delighting Heaven

That seemed as though ice burned and was but the more ice,
And thereupon imagination and heart were driven

So wild that every casual thought of that and this

Vanished, and left but memories, that should be out of season
With the hot blood of youth, of love crossed long ago;

And I took all the blame out of all sense and reason,

Until I cried and trembled and rocked to and fro,

Riddled with light. Ah! When the ghost begins to quicken,
Confusion of the death-bed over, is it sent

Out naked on the roads, as the books say, and stricken,

By the injustice of the skies for punishment?

(W. B. Yeats, The Cold Heaven)
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1.1 Outlook

In the past years, concerns about anthropogenic climate change have risen sharply
[e.g., IPCC, 2001]. At the same time, the role of the middle atmosphere in the global
climate is receiving more and more attention [e.g., SPARC, 1998]. Yet despite increasing
research efforts, we still do not understand many aspects of the complex dynamic-
radiative-chemical interactions that are at play. For instance, notwithstanding the
implementation of the Montreal Protocol, the future of the ozone layer, particularly
in Arctic winters, remains uncertain [e.g., WMO, 2003].

This thesis contributes to the efforts to improve our understanding of middle
atmospheric climate and chemistry, mainly by providing new methodologies to
validate and apply middle atmosphere general circulation models, with or without
coupled chemistry. These methodologies not only provide opportunities to test the
model's performance in comparison with observations, but also yield direct insights
about the dynamic coupling between the troposphere and the stratosphere.

This introductory chapter sets the scene for this thesis. First, we describe the
most relevant elements of the structure of the atmosphere and the general circulation,
as well as the coupling between the lower and middle atmosphere. This general back-
ground is followed by a discussion of the two major global anthropogenic changes:
global warming and stratospheric ozone depletion. We provide a brief analysis of the
challenges in understanding the response of the middle atmosphere to these changes,
which leads into a description of our approach to these questions, and an outline of
the rest of this thesis.

1.2 The vertical structure of the Earth atmosphere

The atmosphere is a comparatively thin gaseous envelope around the Earth. In the
exosphere, above an altitude of about 500 km, air molecules collide so rarely that only
the gravitational field prevents them from escaping our planet. In the heterosphere,
roughly between 100 and 500 km, the air density is still so low that transport is
dominated by molecular diffusion, which creates a stratification of gases by molecular
weight. In the homosphere, below about 100 km, the air is well-mixed.

The homosphere is usually classified based on the vertical structure of the tempe-
rature field. The lowest layer, the troposphere, is the domain of our day-to-day weather,
and contains about 90% of the air mass. The dynamics are mainly driven by differential
surface heating, and the temperature generally decreases with altitude. It is a very
dynamic part of the atmosphere, characterized by convective overturning (hence the
name "turning sphere") and an intensive water cycle. In the stratosphere (from about
10 km to 50 km, or 100 to 1 hPa), the temperature gradient is reversed, mainly due
to the absorption of ultraviolet (UV) radiation by ozone (0;) molecules (which also
prevents this harmful radiation from reaching the surface). The negative temperature
lapse rate suppresses vertical motion and creates a very stable dynamic environment,
dominated by radiative processes (hence the name "layered sphere"). In the mesosphere
(from 50-85 km, or 1 to 0.01 hPa), ozone heating diminishes, and convection plays
a larger role again. Even higher, in the thermosphere, molecules are ionized by
energetic solar radiation, so that electromagnetic forces come into play. This part of
the atmosphere has very little influence on processes lower down.



In some cases, the entire atmosphere above the troposphere has been called 11
"upper atmosphere" (as in the name of NASA's Upper Atmosphere Research Satellite
UARS). That perspective suggested that it was sufficient to distinguish between the
part of the atmosphere that really matters for our daily weather (the troposphere)
and "the rest". By now, the stratosphere and the mesosphere together are commonly
referred to as "middle atmosphere", a terminology that reflects the recognition of the
importance of this part of the atmosphere in our climate and weather. This thesis
focuses mainly on the stratosphere and its coupling with the troposphere.

1.3 The general circulation

If the atmosphere would be plane-parallel, with a constant uniform influx of solar
radiation, the description in the previous paragraph would capture much of its large-
scale structure. In reality, the earth is a tilted rotating sphere, which follows an
annual motion around the Sun. Hence, all air motions are subject to a Coriolis force,
and the earth-atmosphere system experiences differential heating, changing with the
seasons. These asymmetries play a crucial role in the atmosphere's structure and
dynamics, and particularly in the "general circulation", the aggregate of motions
controlling the transfer of heat, momentum, and constituents around the globe.

In the troposphere, the main driver of atmospheric dynamics is the absorption
of solar radiation at the earth's surface. This heating is largest at the tropics and
subtropics, and weakest over the poles. Meridional heat transfer is mainly accomplished
by synoptic disturbances in the generally zonal wind fields. At low latitudes, where
the Coriolis force is weak, meridional overturning is accomplished by the Hadley
circulation, with air rising near the equator and sinking at subtropical latitudes. In
addition, non-uniform solar heating responses in land-sea patterns drive zonal Walker
circulations along the equator. Another asymmetry is introduced by several types of
wave motions, from fast gravity waves to planetary Rossby waves, which can propagate
far from their source region.

In the middle atmosphere, the largest heating takes place over the summer pole,
the largest cooling over the winter pole. At the equinoxes, the largest heating is over
the equator, with cooling at both poles. 0zone plays a crucial role in the radiation
budget, creating a complex interplay between composition and chemistry, transport
and dynamics. The zonal mean temperature distribution is also affected by heat
transport and adiabatic warming or cooling. A slow meridional circulation is driven by
planetary and gravity waves from the extratropical troposphere. These waves propagate
upwards and break in the stratosphere and mesosphere, decelerating the westerly flow
and perturbing the geostrophic balance between the pressure gradient and Coriolis
forces, causing a convergence and downwelling over the poles (accompanied by
compression and adiabatic warming), and, by mass continuity, upwelling in the tropics
(accompanied by expansion and adiabatic cooling) [Haynes et al., 1991]. Dobson
[1930] and Brewer [1949] first proposed the resulting large-scale “Brewer-Dobson”
circulation, which explains the observed distribution of atmospheric trace gases,
including the dehydration of stratospheric air which enters through the very cold
tropical tropopause, and the fact that maximum ozone concentrations occur at high
latitudes in the lower stratosphere in Spring, while ozone is mainly produced in the
tropical upper stratosphere.

Introduction



12

Chapter 1

During winter, the temperature gradient between the stratospheric winter pole
and midlatitudes creates a strong circumpolar jet, which isolates the air at the pole
and leads to further cooling. The area inside this jet is generally referred to as the
polar vortex. It includes the downward branch of the Brewer-Dobson circulation
(in fact, the planetary waves that drive the meridional overturning only reach the
stratosphere during certain period in winter, when the stratospheric background winds
are westerly but not too fast [Charney and Drazin, 1961]). The large-scale descent
throughout the winter causes compression and adiabatic heating in the lower strato-
sphere, so that the air is warmer than it would be under radiative equilibrium. The
vortex generally persists well into Spring, when the returning sunlight warms the pole
and reduces the latitudinal pressure gradient and thus the strength of the polar night
jet. The break-up of the vortex and the transition to the summer wind regime are
known as the final -major- stratospheric warming.

While planetary waves are the main driver of the stratospheric component of
the large-scale wave-driven circulation, the mesospheric component primarily relies
on breaking gravity waves. The parameterization of unresolved gravity waves remains
a challenge for simulations with general circulation models of the middle atmosphere
[e.g., Fritts and Alexander, 2003].

1.4 Coupling between the troposphere and the middle atmosphere
The boundary between the troposphere and the middle atmosphere is called the
tropopause. The horizontal branching out of large convective cloud systems that reach
it from below shows that it can really act as a physical boundary. The most common
definition of the tropopause is based on the different temperature lapse rates in the
troposphere and stratosphere. Alternative definitions emphasize the transport barrier
and rely on potential vorticity, a conserved quantity in adiabatic flows which generally
has low values in the troposphere and high values in the stratosphere.

Given that the troposphere contains most of the total air mass of the atmosphere,
one might expect it to be almost entirely independent of what goes on above. Conver-
sely, the stratosphere should feel a strong tropospheric influence. Indeed, waves from
troposphere are a key driver of stratospheric (and mesospheric) dynamics. As mentioned
above, extratropical tropospheric waves drive the meridional Brewer-Dobson circulation.
Equatorial tropospheric waves generate the dominant mode of variability in the
equatorial stratosphere, the quasi-biennial oscillation (QBO, a succession of downward
propagating easterly and westerly zonal wind regimes, with a variable period of
22 to 34 months). In turn, the QBO affects, among other things, the middle atmospheric
large-scale circulation and the timing of the breakdown of the wintertime stratospheric
polar vortex [see Baldwin et al., 2001]. Wave interactions between the troposphere
and the stratosphere are also at play in the dominant modes of interannual variability
at the poles, the Arctic and Antarctic Oscillations. In these cases however, the tropo-
sphere is not just a trigger. In fact, stratospheric dynamics are expected to also play
an important role in determining tropospheric weather and climate. Such interactions
were identified in both model simulations and observations [e.g., Boville, 1984; Kodera
et al., 1990, 1991], and have received great attention in recent years. For instance,
Baldwin and Dunkerton [1999] and Christiansen [2001] showed that the Arctic
Oscillation propagates from the stratosphere to the troposphere. Thompson and Wallace



[2001], Baldwin and Dunkerton [2001] and Baldwin et al. [2003b] demonstrated that 13
variations in the strength of the stratospheric circulation precede shifts in the probability
distributions of extreme values of the Arctic and North Atlantic Oscillations, the location
of storm tracks, and the local likelihood of mid-latitude storms. Given these correlations,
stratospheric patterns can in principle even be used to improve tropospheric weather
forecasts [Thompson et al., 2002]. Rather than the stratosphere driving the troposphere,
which would be implausible given the difference in mass, these interactions reflect a
subtle interplay between stratosphere and troposphere, where stratospheric dynamics
determine the propagation or reflection of tropospheric waves. The effect of such
stratosphere-troposphere interactions, which are strongest during northern winter and
southern Spring, might be comparable in magnitude and scale to that of the El Nifio
Southern Oscillation [Baldwin et al., 2003c].

While these dynamical interactions show that the coupling between the tropo-
sphere and the middle atmosphere is not a one-way process, chemical and radiative
interactions provide even stronger examples of interdependence. Firstly, the chemical
composition of both the troposphere and the stratosphere depends upon their exchange
of trace gases. From the perspective of trace gas transport, the isentropic surface
(an area of constant potential temperature) that lies just above the tropical tropopause
divides the stratosphere into an "overworld" and an extratropical "lowermost strato-
sphere". Contrary to the overworld, the lowermost stratosphere does exchange mass
isentropically, and thus relatively easily, with the troposphere. The global exchange
rates are determined by the wave-driven "fluid dynamical suction pump", which draws
air upward across the tropical tropopause, and pushes it poleward and downward into
the extratropical troposphere [Holton et al., 1995]. This stratosphere-troposphere
exchange provides the main mechanism by which anthropogenic emissions of greenhouse
gases, CFCs and other species reach the stratosphere. At the same time, stratosphere-
troposphere exchange also affects the troposphere, for instance, by providing an
important source of tropospheric ozone.

Furthermore, the troposphere and the stratosphere exhibit a strong radiative
coupling. The stratosphere is affected by the upwelling of thermal radiation from the
troposphere, and by solar radiation reflected or scattered at the surface, on cloud
surfaces, and by air particles. In turn, the stratosphere filters the incoming radiation
in the short wave spectrum that reaches the earth, and influences the amount of
downwelling long wave radiation. One example is the crucial filtering of UV radiation
by the ozone layer, with important implications for tropospheric chemistry as well as
life on earth. Another example is the effect of volcanic eruptions that bring large
amounts of sulfur gases into the stratosphere, followed by sulfate particle formation
and consequent tropospheric cooling owing to the enhanced solar radiation scattering
that can last for several years [e.g., Kelly et al., 1996].

1.5 Global changes
In the past decades we have witnessed two of the most dramatic impacts of human
activities on our atmosphere: stratospheric ozone depletion due to the emission of
chlorofluorocarbons (CFCs), and global climate change due to the increase in anthropo-
genic greenhouse gases (GHGs).
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1.5.1 CFCs and stratospheric ozone depletion

Since the second world war, the emission of CFCs into the atmosphere increased drama-
tically. Substances like CCl, (CFC-10), CFCL; (CFC-11) and CF,Cl, (CFC-12) were widely
used as aerosol propellants, in refrigerators and air conditioners, and for a variety of
manufacturing processes. They are stable in the troposphere, and do not dissolve in
water, so that they reach nearly uniform mixing ratios (up to a few 100 pptv for CFC-11
and CFC-12). They are eventually transported into the stratosphere, where they photo-
dissociate under the influence of intense UV-radiation, and release reactive chlorine
[e.g., Solomon, 1999].

In the early 1970s, it became clear that because of catalytic chemistry, relatively
small amounts of chemically active gases, such as nitrogen oxides, can have large
impacts on ozone [e.g., Crutzen, 1970, 1971]. Based on this mechanism, Molina and
Rowland [1974] and Rowland and Molina [1975] noted the potential impacts of the
chlorine released by CFCs. Given the crucial function of stratospheric ozone in filtering
solar UV radiation (and its role in the overall structure of the atmosphere) the potential
of large-scale ozone depletion raised growing concerns about the emissions of CFCs.

In the late 1970s, international negotiations were started to limit the use of CFCs,
resulting in the 1985 Vienna Convention for the Protection of the Ozone Layer.

Indeed, the rise in CFC emissions has resulted in a decrease of global mean
ozone concentrations by up to 5% [e.g., WMO, 2003]. Furthermore, the emission of
CFCs has had dramatic impacts in addition to the global mean depletion. Just after the
adoption of the Vienna Convention, Farman et al. [1985] discovered the Antarctic
ozone hole: a dramatic decrease in ozone columns inside the Antarctic vortex, and a
nearly complete destruction of ozone between about 14 and 19 km altitude (where one
would normally expect the ozone maximum). After a few months, when the vortex breaks
down, the ozone hole also disappears, spreading the low ozone air to midlatitudes.
Since the 1980s, such an ozone hole has appeared every Spring, while it had never
occurred before the 1970s. In the mid-1990s, it covered about 25 million km2 [WMO, 1995],
10% of the entire Southern Hemisphere.

Within a few years after its discovery, the chain of events that creates the
ozone hole was unraveled [see, e.g., Dessler, 2000]. The first prerequisite is the
meteorology of the winter vortex, with a polar night jet surrounding an isolated region
of very low temperatures. These very low temperatures permit the formation of Polar
Stratospheric Clouds (PSCs), which provide the surfaces for heterogeneous chemistry
that releases active chlorine (the sum of CI, CIO and 2°ClOOCL, the three chlorine species
that take part in catalytic ozone destruction) from its reservoir molecules (such as
HCL and CLONO,). When light returns in the Spring, the reactive chlorine very efficiently
destroys ozone through catalytic photochemistry. Once the vortex warms up, PSCs no
longer form, active chlorine is converted back into its reservoir species, and the ozone
destruction largely ceases.

In principle, the same phenomena could occur over the Arctic, were it not for
the much more pronounced topography of the Northern Hemisphere. The stronger acti-
vity of upward propagating waves results in a stronger wave forcing and thus a stron-
ger Brewer-Dobson circulation than in the Southern Hemisphere. This increases the
adiabatic heating due to the compression of downwelling air, resulting in a warmer,
weaker, and less isolated vortex [e.g., Randel and Newman, 1998]. The result of these



differences is that the temperature threshold for the formation of PSCs is reached less 15
commonly, and chlorine activation and ozone destruction are much less widespread.
Nevertheless, in recent years several very cold Arctic winters occurred, with substantial
ozone losses (such as in the 1999/2000 Arctic winter discussed in Chapter 3). Note
that the Arctic stratosphere is close to the threshold of large-scale ozone destruction,
which makes it more sensitive to small temperature changes than the Antarctic, where
the very low winter temperatures always lead to the formation of PSCs.

After the discovery of the Antarctic ozone hole (and partly thanks to the disco-
very of industrial alternatives for CFCs) the negotiations under the Vienna Convention
resulted in the Montreal Protocol (1987) and several subsequent amendments, which
prescribed a phase-out of CFCs. The Montreal Protocol has become one of the most
successful international environmental treaties, and by now the production and use
of CFCs has almost ended. Tropospheric total chlorine concentrations (mostly CFCs)
peaked in early 1994 [Montzka et al., 1996], and will continue to decrease over the
coming decades. Stratospheric chlorine loading reached its peak in the late 1990s,
and over time, chlorine concentrations are expected to return to pre-1970s levels,
before the widespread emission of CFCs [e.g., WMO, 2003]. Given this positive turn of
events, an obvious question is no longer if but when stratospheric ozone, including at
the poles, will start to recover. This is where a complication comes in: the stratospheric
effects of the increase in greenhouse gas concentrations.

1.5.2 Increases in greenhouse gases and global warming

Since the industrial revolution, the atmospheric concentrations of several long-lived
greenhouse gases, and in particular of carbon dioxide (CO,), have increased dramatically,
mainly due to the burning of fossil fuels. As a consequence, global surface temperatures
are also rising. Over the 20th Century, the average temperature increase was about

0.6 +/- 0.2 degrees Celsius, likely the largest increase in the past 1000 years. As a
consequence, snow cover and ice extent have decreased, sea level has risen, and
several other aspects of the climate system, such as precipitation patterns and the
occurrence of weather extremes, are changing [see IPCC, 2001].

1.5.3 Stratospheric cooling: attribution and impacts

In the stratosphere, the first-order effect of an increase in well-mixed greenhouse

gases such as C0, is a radiative cooling instead of a warming. This is related to the

positive temperature lapse rate in the stratosphere. The infrared radiation that is

absorbed primarily originates from below, where temperatures are lower. The outgoing

emissions however, reflect the relatively higher local temperatures (note that the total

energy of emitted radiation is proportional to the fourth power of the temperature).
Such a stratospheric cooling has indeed been observed [e.g., Ramaswamy et

al., 2001; WMO, 2003]. Over the past two decades (since the start of a reliable record

with sufficient spatial coverage), the upper stratosphere shows the largest trends,

with a more or less globally uniform cooling of about 2 K/decade near the stratopause.

In the lower stratosphere, global average annual-mean temperatures have dropped by

about 1 K over those two decades (the trend is insignificant at the equator, about

0.4 K/decade in midlatitudes, and at least 1.5 K/decade in springtime towards the

poles) [WMO, 2003].
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The attribution of these temperature changes to trends in ozone, CO, (and other
well-mixed greenhouse gases) and possibly water vapor is not straightforward. The
current consensus [WMO, 2003] with respect to lower stratospheric cooling is that
ozone depletion, which leads to a reduced absorption of solar radiation, dominates
over the increase in well-mixed greenhouse gases. In the upper stratosphere, greenhouse
gases and ozone depletion each account for about half of the negative temperature
trend. While the uncertainties in the spatial and temporal distribution of water vapor
increases remain large, the inclusion of water vapor trends in model studies generally
improves the agreement with observed temperature trends. In the Antarctic, strato-
spheric ozone depletion is the major cause of the springtime cooling and the increased
persistence of the polar vortex, although greenhouse gases and water vapor increases
also contribute to the annually averaged cooling. For the Arctic, modeling studies
suggest that stratospheric ozone depletion has exerted an important influence on the
springtime cooling of the Arctic lower stratosphere between 1980 to 2000, although
substantial uncertainties are associated with the large variability.

The first-order effect of the negative temperature trend on the composition
of the stratosphere is that the gas phase ozone loss chemistry slows down, resulting
in higher ozone concentrations. At the poles however, lower temperatures favor the
formation of PSCs and the heterogeneous chemistry responsible for chlorine activation
and ozone depletion. This establishes a positive radiative-chemical feedback [e.g., Shine,
1986; Randel and Wu, 1999].

1.5.4 The future of stratospheric ozone and climate

While the attribution of current temperature trends to changes in CO, (and other well-
mixed greenhouse gases), ozone, and water vapor is already difficult, an even more
challenging task is to predict what will happen in the future. Will the stratospheric
ozone concentrations recover and the ozone hole diminish, in line with the decreasing
chlorine loading? Or will we see a long delay in the recovery, or even enhanced ozone
losses at the poles due to the changing temperatures and dynamics, induced primarily
by the increases in CO, and possibly also of water vapor? This question is particularly
pertinent for the Arctic, where temperatures in the vortex are close to the threshold
for PSC formation. And the uncertainties are not primarily due to the uncertain future
anthropogenic emissions.

For instance, Austin et al. [1992] and Shindell et al. [1998] have suggested that
the dynamical response to an increase in greenhouse gases and ozone depletion can
create a more stable vortex, which alters planetary wave propagation so that fewer
stratospheric warming events occur, creating a colder polar stratosphere. Instead,
other recent modeling studies [Butchart and Scaife, 2001; Schnadt et al., 2001;
Gillett et al., 2002] have suggested that increased planetary wave activity emanating
from the troposphere would increase polar downwelling and heating of the polar
stratosphere. Such an increase in the strength of the Brewer-Dobson circulation
[as already suggested by Rind et al., 1990] might also favor a faster recovery of the
ozone layer by enhancing troposphere-stratosphere transport (resulting in a faster
removal of CFCs) and by increasing ozone transport from the tropical source regions
to the poles. Hence, at this point, there is no consensus on how GHG-induced climate
change will affect Arctic ozone [WMO, 2003], and further improvements in climate



models are required before future trends in stratospheric ozone and temperature can 17
be predicted with confidence.

As noted in Section 1.4, changes in the middle atmosphere may also affect
tropospheric weather and climate. According to the IPCC [2002]: "There has been
a growing appreciation of the importance of the stratosphere in the climate system
because of changes in its structure and recognition of the vital role of both radiative
and dynamical processes." Hence, research on stratospheric climate change has now
become an integral part of the research efforts towards understanding global change,
particularly through SPARC (Stratospheric Processes and their Role in Climate), part of
the World Climate Research Program (WCRP) of the World Meteorological Organisation
(WMO) [e.g., SPARC, 1998]. Indeed, stratospheric changes such as ozone depletion
and increasing stratospheric GHG concentrations may well affect surface climate. For
instance, the Antarctic surface climate has been affected by a trend in the Southern
Oscillation [Thompson and Solomon, 2002], which may largely be due to stratospheric
ozone depletion [Gillett and Thompson, 2003]. Similarly, in a recent study with the
global model employed in this thesis, Sigmond et al. [2004] found that a middle
atmospheric CO, doubling resulted in an increase of the tropospheric Northern Hemisphere
mid-latitude westerlies.

1.5.5 Coupled chemistry-climate models of the middle atmosphere

To understand the long-term evolution of the coupled troposphere - middle atmosphere
system, we have to rely on numerical climate models that extend well into the meso-
sphere and that can simulate the complex dynamic-radiative-chemical interactions.

These models are based upon regular General Circulation Models (GCMs),
three-dimensional models of the global atmosphere, suitable for free-running climate
simulations over several decades. Their horizontal resolution is typically a few degrees
latitude and longitude, and their vertical resolution ranges from a few hundred meters
to a few kilometers. Most GCMs reach from the surface to about 10 hPa (30 km), and
are intended mainly to simulate the tropospheric climate. Some GCMs have been extended
upwards to include the middle atmosphere, partly for studies focusing on the middle
atmosphere itself, but partly also in recognition of the role of stratospheric phenomena
in tropospheric weather and climate. This development is also reflected in weather
forecasting models. For instance, since 1999, the ECMWF (European Centre for Medium-
range Weather Forecasts) model has a top at 0.1 hPa instead of 10 hPa. In the case
of the ECHAM (European Centre/Hamburg) model used in this thesis, a special middle
atmosphere version, MA-ECHAM, was developed that reaches up to 0.01 hPa.

Another important requirement for realistic climate simulations of the middle
atmosphere is a radiative-chemical feedback. This element is included in GCMs with
coupled chemistry. In effect, these models combine a regular GCM with a chemical
model. The GCM winds drive the advection of chemical species, and the meteorological
conditions in the GCM (temperature, humidity, radiation field) are used to calculate
the chemistry. In turn, the distributions of radiatively active trace gases (including
particularly ozone) is used in the GCM's radiation code, thus affecting temperatures
and dynamics, as well as photochemistry in other parts of the model (such as the
effect on tropospheric chemistry of increasing UV radiation due to stratospheric ozone
depletion).
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1.6 Outline of this thesis

This thesis contributes to the research efforts towards a better understanding of middle
atmospheric climate change, including the interplay between the troposphere and the
middle atmosphere. We use a middle atmosphere GCM, MA-ECHAM (version 4 and 5),
that is well-suited for use with coupled chemistry. Nevertheless, our immediate aim is
not to simulate the full complexity of the interactions in a changing climate. Instead,
we focus on particular aspects of the atmosphere that are important in climate-chemistry
interactions, and assess whether our understanding of these phenomena (and the model's
representation) is sufficient to reliably perform coupled-chemistry simulations of long-
term climate change. In particular, we have tested and applied a Newtonian relaxation
technique ("nudging"), which allows us to compare model results with observations
during particular meteorological episodes.

In Chapter 2 we discuss our model, MA-ECHAM, and the considerations behind the use
of the nudging technique.

Chapter 3 presents the first application of this technique in a middle atmosphere
GCM, by simulating the unusually cold 1999/2000 Arctic winter. We show that the
nudging technique offers good prospects for the validation of coupled-chemistry climate
models with instantaneous observations, or for the use of such models to interpret
instantaneous observations, and for modeling interannual variability in a changing
climate. We also found that the model had difficulties in simulating the observed
downward transport in the Arctic vortex, and discuss possible causes for the discrepancy.

In Chapter 4, we present a refined version of the nudging technique, and apply
the nudging only in the lower part of the model. In this way, we allow the model to
freely simulate the stratospheric dynamics, only providing the tropospheric wave for-
cing that should keep the model's meteorology close to the actual conditions during
the period of the observations used by the nudging routine. In that way, we can also
assess dynamical troposphere-stratosphere interactions. Indeed, we show that the
model is able to reproduce the dramatic 2002 Antarctic vortex split with only this
tropospheric forcing. Our simulations provide insight into the causes of this unusual
event, but also reflect positively on the model's ability to simulate these types of
wave interactions, and provide good opportunities for further use of this nudging of
only the lower part of the model.

In Chapter 5, we apply the same setup as in Chapter 4 in a longer simulation
(including the 1999/2000 Arctic and 2002 Antarctic winters from Chapter 3 and 4),
assessing the model's ability to correctly simulate stratospheric temperatures and
tracer concentrations. We show that the tropospheric nudging suffices to mimic many
large-scale aspects of the middle atmospheric dynamics and temperatures, including
particular features of the interannual variability in Antarctic temperatures. However,
the timing of winter warmings of the Arctic vortex does not always match the observa-
tions. For studies focusing on such phenomena, local nudging (possibly restricted to
the temperature field) may be required. In general, we demonstrate that the model is
in many ways well-suited for coupled-chemistry simulations, and exhibits very accurate
temperature distributions and generally realistic large-scale tracer transport. However,
we also point to a few shortcomings, particularly regarding tracer concentrations in
the lower winter stratosphere, which affects the simulated descent of tracer profiles
in the lower part of the stratospheric vortex.



In Chapter 6, we summarize our main results and provide an outlook, concluding 19
that the nudging technique offers excellent prospects for applications in middle atmo-
sphere GCM simulations with coupled chemistry, particularly for model validation and
to improve our understanding of particular episodes (including during measurement
campaigns). In addition, we identify aspects of the model that could be improved,
and suggest a few specific applications of the nudging technique.

Introduction
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God provides, but he needs a nudge.

(Iranian proverb)
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2.1 The MA-ECHAM model

The simulations in this thesis were performed with MA-ECHAM, the middle atmosphere
version of the ECHAM General Circulation Model. The European Centre/Hamburg Model
(ECHAM) is based on the weather forecasting model of the European Centre for
Medium-range Weather Forecasts (ECMWF) [Simmons et al., 1989], which was modified
and extended at the Max Planck Institute for Meteorology in Hamburg, Germany. The
model cycle used most frequently in the past years is ECHAM4 [Roeckner et al., 1996].
While this thesis was being prepared, ECHAM5 was under development, and released in
2004 [Roeckner et al., 2003]. In Chapters 4 and 5, we have employed this newest
model version, while Chapter 3 is based upon simulations with MA-ECHAM4.

2.1.1 Model description

The paragraphs below discuss some of the key elements of (MA)-ECHAM4/5 relevant to
this thesis. For a complete overview, we refer to Roeckner et al. [1996] for ECHAM4,
Roeckner et al. [2003] for ECHAMS5, and table 1 in [Manzini and McFarlane, 1998] for
an overview of MA-ECHAM4. The key modifications for the middle atmosphere version
remain unchanged from MA-ECHAM4 to MA-ECHAMS.

Coordinate system and resolution

ALl ECHAM versions have a hybrid sigma-pressure vertical coordinate system
that is terrain-following at the surface, but shifts to pure pressure levels in the middle
atmosphere. The standard ECHAM model has 19 levels up to 10 hPa, while MA-ECHAM
has 39 levels up to 0.01 hPa (yielding a resolution of about 1.5 km in the lower
stratosphere). Special model versions extend even higher, and/or have even higher
vertical resolutions [e.g., Giorgetta et al., 2002]. The horizontal resolution can be
varied, too. In this thesis, we have generally used a triangular spectral truncation at
T42, corresponding to a horizontal grid of about 2.8 by 2.8 degrees latitude and
longitude, but the model has also be run at T21, T31, T63, T85, T106 and T159.

Model structure

Prognostic variables in ECHAM4 are vorticity, divergence, (logarithm of) surface
pressure, specific humidity and total cloud water. In ECHAMS5, total cloud water is split
in cloud water and cloud ice, and the width and skewness of the cloud distribution are
also included as prognostic variables. Except for the water and cloud components, the
prognostic variables are represented by spherical harmonics with triangular truncation
(in our case at wave number 42). The prognostic equations for vorticity, divergence,
temperature and surface pressure are solved by the spectral transform method. The
prognostic equations for specific moisture, cloud variables are solved in grid point
space using wind fields derived from vorticity and divergence. A semi-implicit time
stepping scheme is used together with a weak time filter. The time step for dynamics
and physics depends on the resolution, and is about 15 minutes for MA-ECHAM at
T42L39. Radiation is calculated every 2 hours. Horizontal diffusion in vorticity, diver-
gence and temperature is expressed as a hyper-Laplacian which confines the damping
to the high-wavenumber end of the spectrum. To avoid fictitious reflection at the
upper boundary, a gradual decrease of the order of the scheme in the top levels results
in a high-diffusion “sponge” zone.



Convection 23
Shallow, mid-level and deep cumulus convection are parameterized according to the
bulk mass flux concept of Tiedtke [1989], with modifications according to Nordeng [1994].

Radiation

The ECHAM4 radiation code is based on that in the ECMWF model, but considers
additional greenhouse gases and a few other modifications. ECHAM5 contains several
changes to the radiation code. Long wave radiation is now calculated with an adapted
version of the ECMWF's 'Rapid Radiative Transfer Model' (RRTM) [Mlawer et al., 1997],
which has a higher spectral resolution (16 bands instead of 6 in ECHAM4) and is
computationally more efficient at higher resolution. For the shortwave radiation
calculations, the number of spectral bands has also been increased. In ECHAM5 ozone
is prescribed as a function of month, latitude (zonal means) and height according to
the Fortuin and Kelder [1998] climatology, which is based on ozone sonde observa-
tions (1000-10 hPa) and SBUV-SBUV/2 satellite data in the stratosphere (30-0.3 hPa),
collected from 1980 to 1991. This climatology was also used in the later MA-ECHAM4
versions, such as the one used in Chapter 3 of this thesis. While this climatology is a
significant improvement compared to the ozone fields in ECHAM4, it is important to be
aware of the limitations of a fixed ozone climatology, particularly in the stratosphere,
and particularly in polar Spring (as discussed in Chapter 5).

2.1.2 Tracer transport in (MA-)ECHAM

The choice of the advection scheme significantly affects middle atmospheric tracer
distributions [e.g., Eluskiewicz et al., 2000; Rotman et al., 2001; Gregory and West,
2002]. Given the strong dynamic-radiative-chemical interactions in the middle atmo-
sphere, this introduces severe challenges for middle atmosphere GCMs.

In ECHAM4, the advection of water vapor, cloud water, and chemical species is
calculated with a semi-Lagrangian transport (SLT) scheme [Williamson and Rasch, 1994].
However, the scheme's mass fixer (required because the SLT scheme itself is not mass-
conserving) sometimes requires tracer tendencies as large as the advection tendencies
themselves. More importantly, the large numerical diffusion in such SLT schemes causes
an unrealistic age of air [e.g., Eluszkiewicz et al., 2000]. And finally, the downward
transport in the polar vortex and the horizontal gradients at the vortex edges are
strongly underestimated [Steil et al., 2003].

Hence, later versions of MA-ECHAM4 have also employed the SPITFIRE (Split
Implementation of Transport Using Flux Integral Representation) advection scheme
[Rasch and Lawrence, 1998]. The SPITFIRE scheme does a much better job in simulating
sharp gradients, including the edge of the polar vortex and the subtropical barrier, and
reproduces the middle stratospheric streamers observed by the Cryogenic Infrared
Spectrometers and Telescopes for the Atmosphere (CRISTA) [Steil et al., 2003].
However, it strongly underestimates the mean vertical upward transport in the tropical
lower stratosphere, and overestimates stratosphere-troposphere transport.

MA-ECHAM5 employs the Flux-Form Semi-Lagrangian advection (FFSL) scheme
developed by Lin and Rood [1996]. Chapter 5 of this thesis shows that this scheme
realizes a quite realistic large-scale transport, as well as well-defined gradients, such
as at the edge of the polar vortex (the FFSL scheme is much less diffusive than the
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previous semi-Lagrangian scheme, although it is somewhat more diffusive than SPITFIRE).
The key remaining transport problem occurs in the lower stratosphere, particularly in the
winter vortex: the polar tropopause is too high, and the gradient between the tropo-
sphere and the stratosphere too weak. This results in an underestimate of descent of
long-Llived trace gases (such as methane) in the lower part of the vortex. These problems
occur in all three advections schemes (although they are worst with the FFSL scheme),
and are probably related to the vertical resolution of the standard version of MA-ECHAMS5.
Indeed, using several versions of the regular ECHAM5 model Roeckner et al. [2004]
found that an increase in vertical resolution leads to a substantial reduction of

these problems (i.e. a lower tropopause, a reduced cold bias in the polar upper
troposphere/lower stratosphere, and a sharper gradient).

Regardless of the choice of advection scheme, the formulation of the ECHAM model
poses fundamental challenges for the calculation of tracer transport. The prognostic
equations for the dynamical fields are solved in spectral space, while the advection is

calculated separately in grid space. This results in a potential mismatch in the surface
pressure, and thus also in the hybrid vertical coordinates. This has been shown to
particularly affect tracer transport across the tropopause [Jockel et al., 2001].
Additional uncertainties relate to the calculation of the vertical wind component, a
relatively small term which is calculated from the divergence of the much stronger
horizontal wind fields [e.g. Segers et al., 2002; Bregman et al. 2003]. The only real
solution to these problems is to use the same algorithms and variable representations
for model dynamics and tracer transport. Unfortunately, that would require a major
revision of the entire ECHAM model. Another difficulty relates to the formulation of
the vertical coordinate. In the stratosphere, most transport occurs on isentropic
surfaces. Given that MA-ECHAM's pressure surfaces do not always coincide with
isentropes, stratospheric isentropic motions frequently cross model levels. Mahowald
et al. [2002] showed that a chemistry-transport model with isentropic coordinates
exhibited less vertical diffusion and more realistic tracer transport than a version with
pressure coordinates. However, such coordinates are not easily applicable in GCMs.

2.1.3 Shortcomings of (MA-)ECHAM
ECHAM4 is considered to be a state-of-the-art GCM, and has been widely adopted and
applied, for instance in IPCC assessments [e.g., IPCC, 2001]. Nevertheless, it does
contain a few biases, which include [Stendel and Roeckner, 1988]:
- an overestimate of the intensity and a mislocation of the Azores high
- a warm bias in upper tropical troposphere
- a westerly bias in tropical latitudes
- a cold bias at the tropical tropopause
- a cold bias in upper high latitude troposphere, especially over the summer pole.
These biases also affect the middle atmosphere versions of ECHAM4. In addition
MA-ECHAM shares some of the biases of most middle atmosphere GCMs, mainly a
general cold bias, particularly at the poles [as discussed by Pawson et al., 2000;
and also by Manzini and McFarlane, 1998]. Chapter 5 provides a more detailed
analysis of stratospheric temperature biases in MA-ECHAM5.

Furthermore, the vertical resolution of the standard version of MA-ECHAM is
insufficient to simulate certain aspects of stratospheric wave dynamics, including the



quasi-biennial oscillation (QBO). Giorgetta et al. [2002] showed that a model version 25
with doubled vertical resolution did simulate a realistic QBO. As discussed above, a

higher vertical resolution would also improve the representation of tracer transport in

the polar upper troposphere/lower stratosphere region, including the location of the

tropopause, as well as the temperatures in the polar upper troposphere/lower strato-

sphere region [Roeckner et al., 2004].

2.1.4 Experience with MA-ECHAM

MA-ECHAM4 has been applied in a multitude of studies [e.g., Manzini et al., 1997;
Manzini and McFarlane, 1998; Manzini and Feichter, 1999; Land and Feichter, 2003;
Sigmond et al., 2004] and intercomparisons [e.g., Pawson et al., 2000]. MA-ECHAM5
was first used by Giorgetta et al. [2002].

MA-ECHAM is also well suited for use in coupled-chemistry simulations. MA-
ECHAM4 has been used extensively with the CHEM chemistry module [e.g., Steil et
al., 1998; Steil et al., 2003; Manzini et al., 2003; Tourpali et al., 2003; and Austin et
al., 2003]. A new comprehensive chemistry package, the Module Efficiently Calculating
the Chemistry of the Atmosphere (MECCA), is being prepared for (MA-)ECHAM5 at the
Max Planck Institute for Chemistry in Mainz [see Sander and Kerkweg, 2004]. Other
chemistry modules used with MA-ECHAM include the Model for Ozone and Related
Chemical Tracers (MOZART) [Brasseur et al., 1998], and the Model for the Evaluation
of Ozone Trends (MEZON) [Egorova et al., 2003, 2004].

2.2 Nudging

GCMs like (MA-) ECHAM are the primary tool for simulations of the current and future
climate. In principle, they simulate all main atmospheric features, including the chaotic
nature of the weather. Over climatic timescales, this variability evens out, and model
data can be compared to climatic averages (and variabilities) of observed quantities.
However, given the variability in the weather, GCM fields cannot be compared to
instantaneous measurements. Such comparisons may be desirable for detailed process-
studies, or because no climatological observational record is available. A good example
of such episodes is the polar winter, particularly in the Northern Hemisphere. As discus-
sed in Chapter 1, the ozone hole only appeared in the late 1970s and the atmospheric
chemistry of the stratosphere has kept changing rapidly over the past 30 years (only
now are we seeing a stabilization of chlorine, but by this time, greenhouse gas induced
climate change has taken over to keep changing the background circumstances). Under
such rapidly changing circumstances, we cannot test our coupled chemistry-climate
models by simply running a so-called time-slice experiment (with a constant set of
atmospheric background conditions such as GHG concentrations and, in the case of
coupled climate-chemistry runs, emissions of key chemical species). While a transient
GCM-run can take account of changing boundary conditions and emissions, it still does
not simulate the meteorology in any one year, which precludes detailed comparisons
with observations during one particular winter (for instance, in the case of a large
measurement campaign). The Newtonian relaxation technique used in this thesis has
been developed to overcome that problem, and allows us to study particular model
processes during actual meteorological episodes.

Model and methodology
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2.2.1 Background

Newtonian relaxation for four-dimensional data assimilation, also termed "nudging"
[Hoke and Anthes, 1976], was introduced in the mid-1970s [e.g., Anthes, 1974], and
used mostly to create noise-free initial states for simple single level primitive equa-
tion models [for a review see Haltiner and Williams, 1979]. Krishnamurti et al. [1988,
1991] applied such a nudging technique to a spectral weather forecasting model,
still to obtain a better initialization. Stauffer and Seaman [1990] and Stauffer et al.
[1991] demonstrated the use of nudging in regional weather forecasting models, and
many subsequent studies have refined and examined the application in mesoscale
models. For instance, Stauffer and Bao [1993] used the adjoint equations of a numerical
model to assess the optimal nudging coefficients, and Bao and Errico [1997] used a
regional adjoint model to study the sensitivities of data assimilation and forecast
results with respect to perturbations of the nudging fields and coefficients.

In our case, the nudging is not intended as a state-of-the-art assimilation, but
only as a simple tool to keep the model close to the observed meteorology. Given that
the input data are analyses from medium-range weather forecasting models (such as
ECMWF or NCEP), we do not need to worry about assimilating observations that are
irregularly spaced (in space and time), nor about cost functions and error-weighting.
The forecasting models have done that assimilation for us, taking into account the
errors in all the different data. Moreover, rather than assimilating as much information
as possible, we want to leave the model almost entirely free, so that we can really
study the model performance rather than that the assimilation data determine the
quality of the simulations.

2.2.2 Implementation

Jeuken et al. [1996] first applied a nudging technique in ECHAM3. All subsequent
applications have used the same basic setup. The nudging is essentially a simple
Newtonian relaxation:

S8 = Fn (X) + 6(X) x [X,, - X] (1)

where X can be any prognostic model variable, in our case surface pressure, divergence,
vorticity, or temperature. F,(X) is the model forcing for variable X, G(X) the relaxation
coefficient (s-1), and [X,,,-X] the difference between model and the observations. To
some extent, the relaxation coefficient G can be chosen freely. However, if G is too
small, the model will not be influenced by the observations. On the other hand, if G is
chosen too large, the model may deviate too far from its own balanced state, leading
to artificial responses to these unbalanced tendencies (as discussed below).

2.2.3 Previous experience and the choice of nudging parameters

The basic nudging setup described above has been used extensively in simulations
with the regular ECHAM version up to 10 hPa, mostly for studies of atmospheric
chemistry. In particular, it has shown its value as a useful tool in the analysis of data
from measurement campaigns. For instance, De Laat et al. [1999, 2001] and De Laat
and Lelieveld [2000] used the nudging technique for comparisons with observations
over the Indian Ocean (primarily from the INDOEX campaign), Kentarchos et al. [1999,
2000] for studies of stratosphere-troposphere exchange, and Roelofs et al. [2003] and



Scheeren et al. [2003] for the analysis of measurements over the Mediterranean (from 27
the MINOS campaign). ALl of these studies simply used the nudging technique as a
tool to simulate particular meteorological episodes.

Others studies also provided some insights in the by-effects of the nudging
itself. Based on tracer studies, Jeuken et al. [1996] showed that the use of nudging
in ECHAM3 resulted in a slightly weaker exchange between the boundary layer and the
free troposphere. Feichter and Lohmann [1999], who used the nudging technique to
compare ECHAM4 model results with observations of could parameters and sulphur
species concentrations, point out that this might also slightly weaken the vertical
exchange of latent heat and thus damp the hydrological cycle. Bengtsson et al. [2004]
compared a 40-year free run of ECHAM4 with a 40-year run nudged with the new
ECMWF ERA-40 dataset [Simmons and Gibson, 2000]. Among other things, they found
that the ECHAM4 nudged and free runs generated a very similar hydrological cycle,
albeit slightly weaker over land for the nudged version, probably due to the inherent
inconsistencies in the nudged run due to a lack of feedback between the land surface
conditions and the atmospheric fields. Dentener et al. [1999] compared Rn222 trans-
port in simulations with the nudged ECHAM model and the TM3 chemistry-transport
model (CTM), and found that transport in the on-line nudged meteorology of ECHAM
were comparable to the results from the off-line TM3 model (which was driven by the
same ECMWF data used as input for the nudging). The main uncertainties related to
the ECMWF input data, and to a lesser extent the distribution of emissions and the
sub-grid scale parameterization of vertical transport (diffusion and convection).

All studies mentioned above applied the same nudging settings, based upon sen-
sitivity studies by Jeuken et al. [1996]. In principle, the choice of nudging parameters
could be handled in a much more sophisticated way. For instance, a weighting of the
nudging strengths (variation in G) could be introduced to reflect the accuracy of the
analyses at particular point in space and time. Regions with continuous reliable data
might produce more accurate analyses than regions with sparse observations. Indeed,
Vidard et al. [2003] discuss such a sophisticated method to find optimal nudging
coefficients, as a function of space and time. However, their objective was to use the
nudging as part of a four-dimensional variational assimilation scheme as used by
meteorological weather centers such as the ECMWF. In our applications, part of the
charm of the nudging technique is that it is simple and cost-effective. Our goal is not
to apply a wide variety of sparse observational data into an assimilation, but rather to
use assimilation results for a simple relaxation of our GCM. Moreover, such a weighting
would only have a limited impact on the effectiveness of the nudging, given that the
ECMWF model itself provides most of the information for areas without good input
data, and the ECMWF and ECHAM models are quite similar.

Nevertheless, without reverting to much more advanced assimilation methodologies,
the nudging can be made more effective than in the ECHAM studies mentioned above.
In the context of the DETECT project, which used the nudging technique not only as a
way to steer the model towards the actual meteorology, but also to use the nudging
tendencies as a diagnostic for model errors, Guldberg and Kaas [2000] found that the
nudging settings employed by Jeuken et al. [1996] generated spurious gravity waves
that forced the model to respond by creating artificial tendencies (not including the
nudging tendencies themselves). They found that substantially lower nudging settings
still kept the model close to the actual meteorology, but with a substantial reduction
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in these spurious tendencies (so that their setup could indeed be used to diagnose
systematic initial tendency errors in the model). Another improvement in the nudging
settings is to leave the bottom few (3) layers free to avoid a continuous artificial
adjustment of model tendencies due to differences in the parameterization of surface
schemes in ECMWF and ECHAM.

2.2.4 Nudged GCMs versus CTMs

For experiments focusing on transport and chemistry, the use of a nudged coupled-
chemistry GCM can be contrasted to so-called chemistry-transport models (CTMs).
Instead of calculating the meteorology on-line, as in a GCM, CTMs rely upon a given

set of meteorological data, such as wind, temperature and humidity (hence, coupled-
chemistry-GCMs are also called on-line models, while CTMs are called off-line models).
The CTM's input data are usually taken from meteorological analyses or operational forecasts
from medium-range weather forecasting systems (just like the nudging data for a GCM).

The general advantage of a GCM is that it can be used simulate future atmo-
spheric chemistry in a changing climate, including feedbacks between atmospheric
composition/chemistry and meteorology. If a CTM is used for such studies, it must
either rely on current meteorological input data (which may not be representative for
the future climate), or the output of GCMs. In the latter case, the CTM calculations do
not affect the GCMs tracer fields, so that the chemical-dynamical feedback is missing.

In the case of a nudged GCM however, we also depend on current meteorological
input data. Given that this introduces some of the limitations also facing CTMs, one
might ask whether it not would be better to divide tasks between CTMs and GCMs: use
CTMs for studying chemistry and transport during particular episodes, and use GCMs for
scenario-based climate experiments that do not require comparisons with instantaneous
observations. Indeed, CTMs do offer certain advantages over GCMs. For instance, they
can more easily be used for inverse modeling experiments. A practical advantage may
be computational efficiency: if one is only interested in chemistry and transport, a
CTM does not waste computing time to calculate meteorological parameters that can
simply be taken from a dataset. However, as chemistry modules becomes larger and more
sophisticated, the GCM's meteorological calculations consume only a small portion of the
total computing time. Moreover, given the rapid developments in parallel computing systems,
data input/output, storage and processing are becoming much more of a bottleneck than
the raw computing power needed to calculate on-line meteorology in a GCM.

There are also distinct advantages of a nudged GCM over a CTM. First of all,
GCMs provide a fully self-consistent set of all key atmospheric variables at each model
time step (in the case of MA-ECHAM, about every 15 minutes). To the contrary, the
meteorological input data for a CTM are usually available on a 6-hourly basis. More
frequent fields are not routinely archived in analyzed datasets, and in any case, would
require prohibitively large amounts of data storage. Moreover, the use of coupled-
chemistry GCMs provides a more flexible setup, that can be used for the study of
particular episodes (in nudged mode, just like a CTM), but also for free-running climate
experiments. The use of nudged coupled-chemistry GCMs to study particular episodes
thus allows us kill two birds with one stone. While we use the model to study the
atmospheric chemistry during a particular episode (as with a CTM), we are at the same
time evaluating the performance of a model that can be applied in free-running climate
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technique: we want to leave the model as much freedom as possible to simulate its

own meteorology, so that the model can behave almost as if it were running freely.

Hence, rather than assimilating the meteorological analyses with full force, essentially

replacing model fields with observations, we keep the nudging tendencies as small as

possible (but just large enough to prevent the model from diverging from the observed
meteorology).

2.3 Nudging MA-ECHAM
While there is a considerable body of experience nudging the standard version of the
ECHAM model, with a focus on tropospheric phenomena or stratosphere-troposphere
exchange, the nudging had never been applied to MA-ECHAM (nor in other middle
atmosphere GCMs). Chapter 3 of this thesis reports about the first such experiment.

Nudging of a middle-atmosphere GCM raises several additional considerations.
First of all, the ECMWF model has far fewer observations to assimilate than closer to the
surface. While analyzed temperatures in the lower stratosphere (up to 10-30 hPa) are
quite realistic, the accuracy of the analyses decreases substantially with altitude. In
data-sparse areas, coupled chemistry simulations with MA-ECHAM5 might even provide
more realistic conditions than the ECMWF analyses, for instance because ECMWF lacks
realistic heterogeneous ozone chemistry. Hence, nudging towards ECMWF analyses is
not necessarily the best option throughout the stratosphere.

Given these uncertainties in the ECMWF analyses, but also to leave the model
as much freedom as possible, we would prefer to minimize the nudging in the middle
stratosphere. In Chapters 4 and 5, we have tested a setup without any nudging above
100 hPa. If the stratospheric circulation, including the instantaneous stratospheric
large-scale structures (such as the location of the polar vortex) are sufficiently well
simulated by only forcing the troposphere, we could still compare the model to instan-
taneous observations without using any local nudging in the middle atmosphere.
While such a model setup (without local nudging) could be useful for many middle
atmospheric simulations, the model runs to test its performance are interesting by
themselves. The extent to which the model is able to reproduce particular features of
the instantaneous stratospheric meteorology when only the lower part of the model is
nudged provides important insights about the coupling between the troposphere and
the middle atmosphere (as simulated by the model). As discussed in Chapters 4 and 5,
the results are encouraging, although we also show that this model setup does not
yet capture the full variability of the stratosphere, which is to be expected given the
middle atmosphere is not just a slave to the tropospheric forcing, and does have internal
degrees of freedom. However, we also point to certain model shortcomings, which might
be reduced if a higher vertical resolution could be employed.

Another complication of nudging middle atmosphere models relates to the spurious
waves generated by the artificial dynamic tendencies. As discussed in Section 1.4,
waves generated in the troposphere play a very important role in middle atmospheric
dynamics. A good GCM simulates these interactions, and when we nudge the tropospheric
dynamics, the tropospheric wave spectrum that travels upward into the stratosphere
should generate the right middle atmospheric response, resulting in the right instan-
taneous and time-mean circulation. However, the nudging itself also disturbs the
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model, and may excite artificial waves of its own, particularly spurious gravity waves
[e.g., Vidard et al., 2003]. For this reason Guldberg and Kaas [2000] suggested
substantially lower nudging strengths than Jeuken et al. [1996]. The effects of these
gravity waves particularly affect the middle atmosphere. In our own sensitivity
experiments with strong nudging settings (even stronger than those employed by
Jeuken et al. [1996]), we found significant unrealistic disturbances in the model's
middle atmospheric dynamics. These problems were partly related to the relatively
crude vertical interpolation of the nudging data, and were substantially reduced when
we employed a much more sophisticated interpolation package, INTERA (developed
by Ingo Kirchner). This advanced interpolation is used throughout this thesis.

When only part of the model is nudged, the remote disturbances become an even
more serious issue, given that are not damped by the nudging itself. To avoid these
problems in our simulations in Chapters 4 and 5, with nudging only in the lower part
of the model, we have applied an on-line slow normal mode filter to the nudging data.
The nudging data are projected onto the model's normal modes, and all components
faster than 24 hours are removed. This explicitly avoids the generation of

artificial gravity waves.

2.4 Nudging the QBO

As briefly mentioned in Section 1.3, the QBO is an important component of the internal
variability of the equatorial stratosphere, with impacts on the entire stratosphere
(including large scale tracer transport and the stability of the polar vortex), parts of
the mesosphere and possibly also the troposphere. Reproducing a realistic QBO has
long been a challenge for middle atmosphere GCMs. Giorgetta et al. [2002] showed
that a special version of MA-ECHAM5 with a substantially higher vertical resolution

(80 levels instead of 39) simulates a realistic QBO. The standard model version however,
does not.

Given the important role of the QBO in stratospheric dynamics (including large
scale tracer transport and polar dynamics), it is crucial that our simulations include
the correct QBO phase. When the model is nudged in the entire domain of the ECMWF
data, as in Chapter 3, the QBO is forced by the nudging (the ECMWF analyses do
include a realistic QBO, based upon the assimilation of tropical balloon sonde measure-
ments and satellite data). When we nudge only the troposphere however, as in
Chapters 4 and 5, the model does not assimilate the QBO from the ECMWF data.

For short simulations, such as in Chapter 4, we found that we could simulate
the right QBO phase by a proper initialization of the wind field (in this case, by using
a spin-up of the stratospheric circulation by running the first month with nudging up
to 10 instead of 100 hPa). For longer integrations however, such as discussed in
Chapter 5, the temporal development of the QBO needs to be forced onto the model.
To this end, we employed a second type of nudging, restricted only to the zonal wind
in the equatorial stratosphere. Giorgetta and Bengtsson [1999] applied such a routine
in ECHAM4, while similar assimilations of the QBO have been successfully been used
by, e.g., Hamilton [1998] and Stenchikov et al. [2004].

The QBO nudging routine forces the model's equatorial zonal winds towards
equatorial wind data collected by Barbara Naujokat (Stratospheric Research Group,
Institute for Meteorology, Free University Berlin), based upon data from Canton Island



(3°S,172°W) for the period from January 1953 to August 1967; from Gan/Maledives 31
(1°S, 73°E) for September 1967 to December 1975; and from Singapore (1°N,104°E) for

January 1976 to present. The basic dataset is described by Naujokat [1986], an update

by Marquardt and Naujokat [1997]. The original observations are provided for 10-70/90

hPa, and were extended to cover the entire 3-90 hPa domain by Marco Giorgetta (Max

Planck Institute for Meteorology, Hamburg), using a backward running propagation

operator that exploits the observed reqularity in the QBO propagation. Given the stabi-

lity of the QBO, a relatively long relaxation timescale suffices (of the order of a week,

rather than a day as in the "regular" nudging).

As shown in Chapter 5, the QBO nudging routine does improve stratospheric
transport patterns and temperatures, although care must be taken in the subtropics,
where the uniform character of the assimilation routine may interfere with the annual
cycle in the zonal mean zonal winds, thus suppressing the annual cycle in temperature.

For simulations of future climate and/or transient runs running into the future,
the QBO nudging can be extended, again using the observed regularity of the QBO.

A caveat is that such experiments would not account for the potential effect of the
changing atmospheric composition and dynamics on the QBO itself. If such influences
are considered important, the high-resolution model version employed by Giorgetta et
al. [2002].

2.5 Satellite observations

Atmospheric models only provide real insights when they are used in conjunction with
observations of the real atmosphere. In this thesis, we have focused on comparisons
with long-lived trace gases observed by satellites as well as aircraft and balloon sondes,
and on temperature and wind data from ECMWF analyses.

For the long-lived trace gases, we have particularly used data from the Halogen
Occultation Experiment (HALOE) onboard the UARS satellite, which provides vertical
profiles of ozone, hydrogen chloride, hydrogen fluoride, methane, water vapor, nitric
oxide, nitrogen dioxide, aerosol extinction, aerosol surface and temperature versus
pressure with an instantaneous field of view of 1.6 km at the earth limb [Russell et
al., 1993]. While these measurements have a very good spatial and temporal coverage
compared to the limited number of aircraft and balloon observations, its orbit and
occultation technique still pose some limitations. In particular, HALOE requires about
40 days to cover the globe, and never reaches the poles. Nevertheless, it provides one
of the best and longest data records of middle atmospheric trace gases.

In Chapter 3, we use HF and CH, data (along with balloon measurements of the
same trace gases, from the SOLVE/THESEO measurement campaign). In Chapters 4 and 5,
we used a climatology based upon HALOE data to update the middle atmospheric water
vapor concentrations (during initialization) and specific observations to assess the
model's transport throughout the simulations.

In the near future, new satellite data will provide great opportunities for similar
studies. In particular, several instruments aboard the ENVISAT satellite, including the
Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) and the SCanning
Imaging Absorption SpectroMeter for Atmospheric CHartographY (SCIAMACHY) are now
starting to provide operational data.

Model and methodology
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Abstract

We have compared satellite and balloon observations of methane (CH,) and hydrogen
fluoride (HF) during the Arctic winter 1999/2000 with results from the MA-ECHAM4
middle atmospheric general circulation model (GCM). For this purpose, the meteorology
in the model was nudged towards ECMWF analyses. This nudging technique is shown

to work well for this middle atmospheric model, and offers good opportunities for the
simulation of chemistry and transport processes. However, caution must be used inside
the polar vortex, particularly late in the winter. The current study focuses on transport
of HF and CH,, initialized with satellite measurements from the HALOE instrument
aboard the UARS satellite. We have compared the model results with HALOE data

and balloon measurements throughout the winter, and analyzed the uncertainties
associated with tracer initialization, boundary conditions and the passive tracer
assumption. This comparison shows that the model represents some aspects of the
Arctic vortex well, including relatively small-scale features. However, while profiles
outside the vortex match observations well, the model underestimates HF and
overestimates CH, concentrations inside the vortex, particularly in the middle strato-
sphere. This problem is also evident in a comparison of vortex descent rates based
upon vortex average tracer profiles from MA-ECHAM4, and various observations.

This could be due to an underestimate of diabatic subsidence in the model, or due

to too much mixing between vortex and non-vortex air.

3.1 Introduction

The Arctic winter stratosphere is one of the main areas of interest regarding the
effects of increasing greenhouse gas concentrations on the middle atmosphere. The
northern polar vortex is generally less stable and more disturbed than its southern
counterpart. Consequently, the low temperatures that are necessary for the formation
of Polar Stratospheric Clouds (PSCs) and activation of chlorine that leads to ozone
loss in spring occur less frequently, and a large-scale ozone hole is restricted to the
Antarctic stratosphere. However, in the 1990s, there have been several very cold Arctic
winters, including 1994-1995, 1995-1996, and 1996-1997. The 1999-2000 winter
studied here exhibited the lowest average temperatures on record [Manney and
Sabutis, 2000], and extensive denitrification and ozone destruction took place [e.g.,
Rex et al., 2002]. At the same time, some model studies have shown that increasing
greenhouse gas concentrations may indeed cause an increase in the stability of the
vortex, and a decrease of polar middle atmospheric temperatures, resulting in enhanced
ozone loss [e.g., Shindell et al., 1998, 1999; Austin et al., 2003].

To improve our understanding of these phenomena and the reliability of predic-
tions for future ozone loss, it is crucial that climate models represent the polar vortex,



and the transport of reactive species inside it, realistically. In particular, we want to 35
test our middle atmospheric general circulation models (GCMs), so that they can be
used, with fully coupled chemistry, to simulate the future composition and climate

of the middle atmosphere. However, by their very nature, these climate models do not
reproduce the weather in any particular period of which we may have detailed measure-
ments. Hence, we can only validate their performance by assessing mean state and
variability over a reasonably long time period in which sufficient observations are
available. Many of the processes in climate models however, such as some of the
middle atmospheric chemistry-climate interactions that are at play in polar ozone
destruction, occur on much shorter time scales. Moreover, we often lack the observational
record for proper validation.

To overcome some of these difficulties, we have applied, for the first time,

a relaxation technique (“nudging”) to a middle-atmospheric GCM. By adding small
additional tendencies, which hardly disturb the model’s inherent physical consistency,
we continuously adjust the model towards actual meteorological conditions [Jeuken
et al., 1996]. In this way, the model can be compared with instantaneous observations
that depend on the actual meteorological situation. Once tested with respect to
processes on relatively short timescales, the GCM can be left free again to study
longer-term changes associated with different atmospheric conditions. Such nudging
techniques have been used extensively for tropospheric studies [e.g., de Laat et al.,
1999], but not for the middle atmosphere. Until recently, the observational data to be
assimilated into the model, provided by the ECMWF, were only available up to 10 hPa.
Since March 1999 however, a new version of the ECMWF model is operational, with a
new vertical resolution, and extended upwards to 0.2 hPa, equivalent to about 70 km.
Using these meteorological data, which are referred to as operational data (0D), we
have applied this same technique in our middle atmospheric GCM. Once they are
available, we will also be able to employ data from the ERA-40 reanalysis, which

will provide data with the same model top for the entire period from 1957 to 2001
(see http://wms.ecmwf.int/research/era/index.html).

In this study, we have applied the nudging technique to test tracer transport in
our MA-ECHAM4 model during the Arctic winter 1999/2000. Related transport studies
with the same model include a report by Manzini and Feichter [1999], who evaluated
the large-scale transport in MA-ECHAM4 by examining sulphur hexafluoride (SF6)
concentrations in a 15-year integration. They showed that the model reproduced an
appropriate evolution and distribution of this passive tracer, and that the mean age of
air and transport barriers in the model compared favorably to observations and theory.
In addition, results from the MA-ECHAM4 model have been included in several strato-
spheric model intercomparisons, e.g. by Koshyk et al. [1999] and Pawson et al. [2000].
The MA-ECHAM4 model has also been used for coupled climate-chemistry studies
[Steil et al., 1998, 2003; Manzini et al., 2003], including investigations of the effect
of changing atmospheric conditions on polar dynamics and chemistry. That model
version, which includes the CHEM chemical module, has also been evaluated in a model
intercomparison by Austin et al. [2003].

In addition, many studies have discussed stratospheric transport of trace gases
in middle atmospheric chemistry transport models (CTMs), and show than substantial
challenges remain. For instance, Hall et al. [1999] showed that two- and three-dimensional

1999/2000 Artic winter
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chemistry transport models differed markedly in their performance in relation to the
age of air and the propagation of annual oscillations in tracer mixing ratios at the
tropical tropopause (the tape recorder effect). Some of these problems may be related
to advection schemes, the horizontal and vertical resolution, or the meteorological
input data for the transport schemes, including the processing of those data for use
in transport schemes [e.g. Bregman et al., 2003]. Another possible cause for discre-
pancies, first recognized by Chipperfield et al. [1997], could be the formulation of the
vertical coordinate. Recently, Mahowald et al. [2002] presented results from IMATCH,
a new version of the MATCH model that uses hybrid-isentropic coordinates, which are
terrain following near the surface (like most models), but switch to isentropic levels
from the upper troposphere on. They show that this model version is better able to
capture the observed age of air distribution and water vapor transport than the reqular
hybrid-pressure MATCH model, apparently due to the lower numerical vertical diffusion
in IMATCH in the lower tropical stratosphere region. Looking more specifically at the
Arctic vortex in 1999-2000, Ray et al. [2002] showed that both descent and mixing
are required to properly reproduce observed long lived tracer-tracer correlations. Based
on simple calculations of changing correlations under different assumptions of the
mixing processes occurring within the vortex or between vortex and midlatitude air,
they conclude that differential descent and subsequent mixing within the vortex best
reproduces the observed correlations. Plumb et al. [2002] found, based on comparisons
of modeled N,0 with observations throughout the winter, that their model (MATCH)
overestimated N,O in the lower stratospheric vortex, due to an excess of inner-vortex
mixing or an overestimate of transport across the vortex boundary. Greenblatt et al.
[2002] however, found that vortex descent rates calculated by SLIMCAT and REPROBUS
agreed reasonably well with observations.

To assess how our GCM is performing with respect to these transport challenges,
we have compared model output with observations in that same Arctic winter 1999/2000,
which was well studied by the Third European Stratospheric Experiment on Ozone
(THESEOQ) and the Stratospheric Aerosol and Gas Experiment III (SAGE III) Ozone loss
and Validation Experiment (SOLVE) campaigns. We have compared model results with
satellite and balloon measurements of hydrogen fluoride (HF) and methane (CH,), two
tracers with relatively long chemical lifetimes that can be used as passive tracers of
motion, particularly in the lower stratosphere [e.g. Brasseur and Solomon, 1986]. The
reverse distribution of sources and sinks of HF and CH, implies that they have roughly
opposite vertical profiles, HF monotonically increasing with altitude, and CH, monoto-
nically decreasing. CH, is emitted at the surface, and broken down mainly at higher
altitudes by reaction with OH, 0(1D) and Cl radicals, and, above the stratopause, by
photolysis. Its average lifetime is more than 30 years at an altitude of 20 km, decreases
to about three months at 45 km, rises again to a few years at 65 km, and then decreases
to a few days above 80 km [Brasseur and Solomon, 1986]. The use of HF as a tracer
of stratospheric motion has been discussed extensively by Chipperfield et al. [1997].
It originates in the middle and upper stratosphere as an end product of the fluorine
that is released in the dissociation of CFCs. Once produced, it is very inactive, with
tropospheric rainout as the only significant removal process. Its production timescale
is of the same order as the dissociation timescale of CFCs (a combination of the local
photochemical destruction timescale and the overturning timescale that provides



“fresh” CFCs). In this study, HF and CH, were initialized with HALOE data in early 37
September and then advected throughout the Arctic winter. On this timescale, CH,
destruction and HF production may cause the passive tracer assumption to break down,
particularly in the upper stratosphere and mesosphere. Moreover, these sources and
sinks may also affect concentrations lower down, particularly when downward transport
is relatively strong, such as in the winter polar vortex. We have tested the sensitivity
of our results to these effects by including appropriate upper boundary conditions,
emissions and rainout, as well as approximate 2-dimensional CH, loss rates, and com-
paring these results with purely passive tracer simulations. Based upon the same
initialization and constraints as presented in this study, van den Broek et al. [2003],
using the TM5 “zoom”-CTM, have assessed the effect of horizontal resolution on the
representation of tracer transport.

Section 3.2 describes the measurements (satellite and balloon data) that we use
for this comparison. Section 3.3 introduces our model and the nudging procedure, and
Section 3.4 the experiment setup. Section 3.5 presents a brief overview of the conditions
in the Arctic winter 1999/2000, as an introduction to Section 3.6 which presents the
results of our model runs and a comparison with the data. Section 3.7 is a discussion
of the findings, leading into the conclusion (Section 3.8).

3.2 Measurements

3.2.1 HALOE

Data from the Halogen Occultation Experiment (HALOE) were used for both the initiali-
zation of the tracer fields in our model, and for comparison with model data later in
the winter. HALOE was launched on the Upper Atmosphere Research Satellite (UARS)
spacecraft in September 1991. It is a solar occultation experiment, which uses wide
band and gas cell correlation radiometry techniques in several infrared wavebands to
measure vertical profiles of 0;, HCL, HF, CH,, H,0, NO, NO,, aerosol extinction, and
temperature versus pressure, providing a vertical resolution of about 2 km. More
details about the experiment and its instruments are provided by Russell et al. [1993].
HALOE measures a set of 15 sunset profiles and 15 sunrise profiles every day, each set
positioned around the earth along one latitude band (one on the northern and one on
the Southern Hemisphere). HALOE's line of sight moves from south to north (or vice-
versa) in monthly “sweeps”, providing coverage of almost the whole globe, except over
the two polar caps. Given the long polar nights, HALOE coverage of the polar vortex is
limited to the instances when the vortex is elongated and/or off-center, so that part
of it crosses the most poleward latitudes covered by HALOE. In our Arctic winter, such
observations were available, among others, in early December (at about 47°N) and late
February (at about 56°N).

In this study we have used level 2, version 19 data, available at the HALOE
website (http://haloedata.larc.nasa.gov). The validation of HALOE HF data is described
by Russell et al. [1996]. HF measurements were shown to match balloon observations
to within 7% throughout the stratosphere above 70 mbar, at a precision smaller than
0.04 ppbv between the tropopause and the stratopause. Luo et al. [1994] gave a
detailed description of the stratospheric HF distribution, based upon the new global
HALOE measurements, comparisons with previous measurements, and the NCAR 2D
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model. The validation of HALOE CH, data is described by Park et al. [1996]. The
estimated total error in the CH, concentrations for the 1-100 hPa region is 15% and
the precision is better than 7%. For altitudes below 35 km, the HALOE retrieval of
chemical data uses pressures from NCEP assimilated meteorology. Between 35 and
85 km, pressure is retrieved from the 2.8um CO, band [Russell et al., 1993].

3.2.2 Balloon data

The HALOE measurements described above have the general advantage of good spatial
and temporal coverage and a large altitude range. Moreover, it is relatively straight-
forward to compare HALOE measurements with our model data, which result from an
initialization with data of the same origin. However, HALOE’s coverage is not optimal

for observing the polar vortex, and its vertical resolution is limited relative to insitu
instruments. To circumvent these limitations, we have also included comparisons with
measurements of the TDLAS and MkIV balloon-borne instruments that were deployed from
Esrange (68°N, 21°E), near Kiruna, Sweden, in the framework of THESEO 2000 and SOLVE.

The near-infrared Tunable Diode Laser Absorption Spectrometer (TDLAS) from
the UK National Physical Laboratory and University of Cambridge performs insitu
measurements of CH,, at relatively high frequency (about every 2.3 s) and thus high
vertical resolution (which of course depends upon the vertical speed of the balloon,
but ranges from about 0.5 hPa in the troposphere to less than 0.1 hPa towards the
end of the flight, between 10 and 15 hPa). The instrument is calibrated prior to flights
using gas standards, with a concentration accuracy of 1%. The estimated absolute
accuracy and the detection limit are 10% and a few ppbv, respectively. The TDLAS was
deployed aboard the Systéme d'Analyses par Observations Zénitales (SAOZ) platform on
several days in the SOLVE/THESEO winter, including 28 January (inside the vortex;
the instrument experienced a problem at the beginning of this flight, so data below
about 78 hPa/407 K should be treated with caution), 9 February (outside the vortex),
13 February (inside the vortex, close to the edge), 27 February (inside the vortex,
close to the edge) and 25 March 2000 (after a vortex breakup episode, outside the
vortex remnants).

The MKIV Interferometer from the Jet Propulsion Laboratory (JPL) is a Fourier
Transform Infra-Red (FTIR) Spectrometer [e.g. Toon, 1991]. It is a remote sensing
instru-ment, using solar occultation absorption spectroscopy in the wavelength range
of 1.77 to 15.4 ym to measure a number of trace gases, including both HF and CH,,
with a vertical resolution of about 2 km [Toon et al., 1999]. MkIV has been deployed
on a number of aircraft and balloon missions since 1984, and has also been used
extensively as a ground-based instrument. During the SOLVE/THESEO winter, MkIV
was flown as part of the Observations of the Middle Stratosphere (OMS) payload on
3 December, 1999 and 15 March 2000 (both inside the vortex, at the latter date
with substantial midlatitude air mixed in at higher altitudes).

3.3 Model description

3.3.1 MA-ECHAM4

MA-ECHAM4 is the middle atmosphere version of the ECHAM4 general circulation
model. It has a hybrid-pressure vertical coordinate system with 39 levels and a
model top at 0.01 hPa. A description of the ECHAM4 model can be found in Roeckner



et al. [1996], and details of MA-ECHAM4 are given by Manzini and McFarlane [1998] 39
and Manzini et al. [1997]. Both versions have the same basic model structure and also
share most of the physical parameterizations. The main dynamical calculations are per-
formed in spectral space, while tracer transport is calculated with a semi-Lagrangian
advection scheme [Rasch and Williamson, 1990; Rasch et al., 1995]. Aside from some
modifications in the radiation scheme and horizontal diffusion, MA-ECHAM4’s main
difference with ECHAM4 is the gravity wave parameterization. This parameterization is
discussed by Manzini and McFarlane [1998], and includes a modified version of the
McFarlane [1987] parameterization for the orographic gravity wave drag and a Doppler
spread formulation of Hines [1997a, b] to parameterize the effects of the broadband
gravity wave spectrum. In this study, we have used MA-ECHAM4 at spectral triangular
truncation T42, which corresponds to a horizontal resolution of about 2.8° by 2.8".
The time step was 900 s; full radiation calculations were performed every 8 time steps
(2 hours).

3.3.2 Nudging procedure
To ensure that the model represents actual meteorological conditions during the period
under investigation, we have used a four-dimensional assimilation technique (nudging),
based upon simple Newtonian relaxation. A more detailed description of this “nudging”
procedure, applied in the regular version of the ECHAM4 model, is given by Jeuken et
al. [1996]. Essentially, the model is nudged toward the observed state by adding a
non-physical tendency to the overall tendency of a prognostic model variable:

dX

£ Fm (X) + G(X) x [X

dt obs ~ X] (1)

X can be any prognostic model variable (in this study we nudge surface pressure,
divergence, vorticity, and temperature). F,(X) is the model forcing for variable X, G(X)

the relaxation coefficient (s1), and [X,,.-X] the difference between model and the observa-
tions. To some extent, the relaxation coefficient G can be chosen freely. However, if G is
too small, the model will not be influenced by the observations. On the other hand, if G is
chosen too large, the model may deviate too far from its own balanced state, leading to
artificial responses to these unbalanced tendencies. We have adopted the optimal nudging
settings from Jeuken et al. [1996] (see Table 3-1), who performed sensitivity tests on the
nudging strength of these four variables and showed that the model output depends only
very weakly on the exact choice of G, particularly in the extratropics. We have checked
that the nudging tendencies are generally significantly smaller than the model's own
physical tendencies, in both the lower and middle atmosphere.

Prognostic variable Nudging Strength G (s-1)
Temperature 1x10-5
Divergence 5x10-5
Vorticity 10x10-5
Surface pressure 10x10-5

Table 3-1 Nudging settings, for the four nudged model variables.
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The prognostic variables are relaxed toward the 6-hourly operational ECMWF
data, which are produced for weather forecasting purposes. We note that we thus do
not nudge towards actual observations (such as data from meteorological stations
across the world, as well as satellites) but towards the ECMWF output, in effect an
interpolation of a manifold of observations through an advanced data assimilation
process that takes into account, for instance, the accuracy of the various observations.
On 9 March 1999, the ECMWF deterministic forecasts switched to a 50 level model
version extending to 0.2 hPa. From 12 October 1999 on, the vertical resolution was
increased to 60 levels. To match MA-ECHAM4's vertical coordinate system and orography,
a sophisticated vertical interpolation of nudging data was performed by the INTERA
package [Ingo Kirchner, personal communication]. In this study, no nudging was
applied to the top three MA-ECHAM4 levels, which lie at or above the highest ECMWF
pressure level. Some caution is also required regarding the highest altitudes represented
in the ECMWF model, in the upper stratosphere and lower mesosphere. Although ECMWF
analyses are readily available for these altitudes, observations to assimilate into the
ECMWF model are relatively scarce. Hence, to some extent we are nudging toward the
ECMWF model rather than real interpolated observations. Given this limitation, our
analysis mainly concentrates on the lower stratosphere. Horizontally, we truncated
the data from ECMWF from its original resolution of T319 to the T42 resolution of our
MA-ECHAM4 runs. Finally, the ECMWF data, which were available on a 6-hourly basis,
were interpolated in time to match MA-ECHAM4's time step (900 s). The spin-up time for the
nudged model to reach a balanced state corresponding to a particular meteorological episode
has been shown to be at most a few days [Jeuken et al., 1996; de Laat et al., 1999].

3.4 Experiment setup

The HF and CH, tracer fields in MA-ECHAM4 were initialized on 1 September, 1999,
but we started our model run one month earlier to spin-up the nudging procedure,
allowing all dynamical and physical processes, including wave interactions between
the troposphere and the middle atmosphere, to reach a balanced state. The tracer
initialization was based upon the zonally averaged data from the HALOE sunset sweep
of 7 August to 22 September 1999, which ranged from 73.9°N to 63.5°S. The HALOE
data did not fill the full model domain. Vertically, we filled the top layers by exten-
ding the highest HALOE data upwards, and the troposphere by prescribing tropospheric
values for both species: zero for HF, 1.76 ppmv for CH,. Between the tropospheric
values and the lowest available HALOE data, we performed a straightforward log-
pressure interpolation. Horizontally, we interpolated between about 43" and 62°
latitude to fill a data gap in the HALOE sweep, and extrapolated the data from the
highest available latitudes towards each pole.

These two tracer fields were then advected from 1 September 1999 to 30 April,
2000. In the troposphere, we accounted for methane emissions by fixing the surface
values, and for rainout of HF by including a two-week decay, similar to [Chipperfield
et al., 1997]. We simulated CH, loss in the stratosphere and mesosphere with zonally
averaged CH, loss rates from the Mainz 2D model, which includes reactions with OH,
0(1D) and Cl as well as photolysis [Bergamaschi et al., 1996]. Finally, we fixed the
highest model values to the top values of the monthly zonally averaged UARS data
[Randel et al., 1998], to account for missing chemistry and transport terms at the top
of our model. While we included all of these processes and boundary conditions for



completeness and to verify whether the passive tracer assumption would hold, sensitivity
checks indicated that none of them have a major impact on the model validation below
20 hPa, as will be shown in Figure 3.7.

3.5 The Arctic winter 1999-2000

In 1999-2000, the vortex was already apparent in the upper and mid-stratosphere in
early November. It retained a complex structure but became stronger and colder during
November and December, and by the end of December it also extended downward into
the lower stratosphere, to remain continuously strong and stable during January. In
February and over the course of March, upper stratospheric warmings influenced the
lower stratospheric circulation, and secondary cold centers developed. Nevertheless,
the lower stratospheric vortex remained stable until the end of March, with cold core
temperatures. Since the vortex was relatively stable throughout the winter, transport
of polar air towards mid-latitudes was less intense than in many other years. However,
there were several observations of polar filaments and weak transport, and likely
stronger mixing of polar and midlatitude air during the split of the vortex related to
the final warming in March [Manney and Sabutis, 2000; European Ozone Research
Coordinating Unit, 2000].

3.6 Model results

pressure (hPa)

-

pressure (hPa)

-

Plate 3.1 (page 84) shows the zonally averaged CH, and HF fields at initialization on
1 September 1999, on 1 December 1999, and on 1 March 2000. The development of
the northern winter vortex, indicated by a downward movement of the tracer isopleths,
can be clearly identified in both HF and methane.
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Figure 3.1: Longitude versus pressure cross-sections of HALOE observations (top) and MA-ECHAM4
fields (bottom) for CH, (left) and HF (right) on 3 December, at 47° latitude.
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Figure 3.2: Concentration versus pressure plots of MA-ECHAM4 fields of HF (dashed black) and
CH, (dashed grey) compared to MKIV observations taken from Kiruna (solid black) on 3 December
and 15 March. Squares represent data at model levels. Model fields were sampled at the four grid
boxes surrounding the measurements.

By comparing model data to HALOE profiles in October and November (not
shown) we confirmed that the initial initialization was satisfactory. On 3 December,
HALOE measured a longitude-altitude cross-section at about 47°N. These cross-sections,
for CH, and HF, are compared to model data in Figure 3.1. This comparison clearly
shows that relatively small-scale features, including an intrusion of polar air into the
midlatitudes, are well reproduced, both qualitatively and quantitatively. Nevertheless,
the model does exhibit some smoothing, probably related to the numerical diffusion of
the advection scheme. At that same day, MkIV balloon measurements were performed
from Esrange, penetrating the vortex. The left frame of Figure 3.2 presents a comparison
of these balloon measurements with our model data. The fit is generally good, although
there is, already this early in winter, a slight model overestimate of CH, and underestimate
of HF at about 30 hPa.

Furthermore, the model results are generally in good agreement with the profiles
that were taken outside of the vortex later in the winter. For instance, the TDLAS-model
comparisons in Figure 3.3 show that the model fields match the CH, measurements on
9 February very well. The same agreement was obtained for a number of high latitude
HALOE profiles outside of the vortex (not shown). The agreement between
the model and the measured profiles was poorer inside the vortex. For 28 January,
MA-ECHAM4 overestimates CH, relative to the TDLAS profile by 0.1-0.3 ppmv, with the
maximum displacement at 80 hPa. Similarly, the MkIV measurements inside the vortex on
15 March show a model underestimate of HF everywhere in the stratosphere up to around
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Figure 3.3: Concentration versus pressure plots of MA-ECHAM4 CH, results (solid black) compared
to TDLAS observations taken from Kiruna (dashed grey), on 28 January (inside the vortex),

9 February (outside the vortex), 13 February (inside the vortex, close to the edge), 27 February
(inside the vortex, close to the edge), and 25 March (outside the vortex). Squares represent data
at model levels. Model fields were sampled at the four grid boxes surrounding the measurements.

12 hPa, with the largest difference of about 0.3 ppb around 25 hPa. Interestingly, there
is good agreement again around 10 hPa. For CH,, there is good agreement up to about
100 hPa. At lower pressure levels, the model overestimates the concentrations (by up

to 0.3 ppmv at 25 hPa). As in the case of the HF profiles, the agreement improves again
around 10 hPa. Potential vorticity maps show that at this altitude (starting around

15 hPa), the observations were no longer taken inside the vortex but at the mixed edge
or even outside it, so that we are really comparing midlatitude data. The TDLAS measure-
ments on 13 and 27 February sampled profiles inside the vortex, but close to the edge.
Similar to the measurements inside the vortex, the shape of the modeled profiles is
realistic, although the model tends to overestimate CH, in the stratosphere, by about
0.2 ppmv on 13 February and 0.1 ppmv on 27 February.

The difference between the model performance in- and outside the vortex seems to
be confirmed by comparing the model results to HALOE data on 20 February. Figure 3.4
shows a comparison of longitude-altitude profiles at 56° latitude, cutting through the
edge of the vortex at about 80°W. At this longitude, HALOE clearly sampled vortex air
(albeit at the edge of it). Inside the vortex, a similar disagreement appears as in the
model-balloon comparisons discussed above. For instance, at 68°W, we obtain a good
match of model and measured CH, concentrations at 100 hPa. However, a difference
that increases with altitude appears, up to a substantial model overestimate by about
0.6 ppmv at 20 hPa, which decreases again to a small remaining overestimate at

5 hPa. For HF, the pattern is roughly reversed, and thus consistent: good fit below
70 hPa, a substantial model underestimate above this level that increases with altitude
to about 0.4 ppb at 20 hPa and decreases again above 6 hPa. Qutside the vortex on
the other hand, the model tends to overestimate HF and underestimate CH,.
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Figure 3.4: Longitude versus pressure cross-sections of HALOE observations (top) and MA-ECHAM4
fields (bottom) for CH, (left) and HF (right) on 20 February, at 56° latitude.

While the discrepancies inside the vortex could be caused by a lack of large-scale
descent, which would also be reflected at the edge of the vortex, it is also quite plausible
that the model overestimates mixing between vortex and midlatitude air, a phenomenon
that would affect vortex edge concentrations relatively strongly. Hence, we have plotted,
in Figure 3.5, similar longitude-altitude profiles, but now with 3 increments in latitude,
starting at 53° and ending at 62° (only HF is shown, CH, shows a similar pattern). These
plots clearly show that at 56°, the model does not yet sample “pure” vortex air, since
concentration show much steeper gradients at 59° and 62° (all at the same longitude of
about 80°W). The agreement between vortex profiles from the HALOE measurements at
56" and the model at 62° is much better, particularly at higher altitudes. Unfortunately,
we can only speculate about what HALOE would have seen at 62°, but these results could
indicate that excessive mixing across the vortex edge plays a role in the discrepancies
between the model and observations.

CH, (ppmv) | Initial Tpot Average Descent Descent Descent Descent

(1 Dec) (1 Mar) descent rate Dec rate Jan rate Feb rate Mar
rate (DJF)

0.8 619 496 1.35 2.00 1.21 0.79 -0.18

1.0 557 466 0.99 1.30 111 0.53 -0.44

1.2 498 438 0.66 0.73 0.94 0.27 -0.26

1.4 435 409 0.28 0.36 0.62  -0.16 -0.15

1.6 370 372 -0.03 0.10 0.08  -0.29 -0.03

Table 3-2 Descent calculations, based upon MA-ECHAM results for CH,. Descent rates are given in
Kelvin per day.
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Figure 3.5: Longitude versus pressure cross-sections of MA-ECHAM4 HF fields on 20 February, at
53°, 56°, 59°, and 62° latitude (to be compared to the HALOE observations in the top right panel
of Figure 3.4).

Given these anomalies, we have also assessed the model performance with respect
to descent during the winter. On each first day of the month, we selected areas in the
vortex (using the maximum PV gradients, checked by examining the horizontal wind
maximum) and calculated the average vertical profile of the tracer concentrations
versus potential temperature. By tracking particular concentration levels as they
descended to lower potential temperatures (and ascended again towards the end of
the winter), we calculated the descent of the air inside the vortex. These results,
based on CH, profiles, are presented in Table 3-2 and plotted in Figure 3.6. We calcu-
lated statistical errors based on the variability in the sample, and found them to be
at most a few percent (note that this is the statistical error for the average profile;
the variability between individual profiles is of course considerably larger). Very similar
results were obtained when we repeated our calculations based on the HF concentra-
tions in our model. In Figure 3.6, we compare our results to similar analyses of CH,
and N,O observations by Greenblatt et al. [2002]. The match is quite good at higher
altitudes (e.g. at early-winter potential temperatures of 500-550K). Lower in the vortex
however, the model descent rate appears to be much lower than observed, consistent
with the mismatch in the earlier comparisons between observations and model output.

We have verified that the discrepancies cannot be caused by the lack of full
chemistry, or the choice of boundary conditions. First of all, we note that the discre-
pancies do not occur outside of the vortex. Secondly, we have checked the sensitivity
of the model concentrations to changes in the boundary conditions and simplified loss
chemistry, and found that at the altitudes of our comparisons, there is very little
influence of either the boundary conditions or the chemistry that we included in our

1999/2000 Artic winter
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Figure 3.6: Vortex descent curves, showing the potential temperature at which various fixed methane
concentrations are found through the winter (horizontal: date, relative to 1 January 2000; vertical:
potential temperature at which a particular concentration is found at a given date). Solid grey:
vortex average MA-ECHAM4. Dashed black: individual balloon measurements [Greenblatt et al., 2002].
The latter were derived from individual CH, balloon observations (LACE on 19 November and 5 March,
MKIV on 3 December, and BONBON on 27 January and 1 March, respectively).

sensitivity runs, even for the late winter. A clear example is provided in Figure 3.7,
where we display the same CH, balloon-model comparison of 28 January, but now with
the passive tracer values (the curve that bends towards the right) and the one used
above, which includes methane emissions, a top fixed to the UARS methane climatology,
and 2D methane loss rates to account for reactions with Cl, 0(1D) and OH as well as
photodissociation. The calculated concentrations only start to diverge above 15 hPa.
Similar graphs were obtained at other dates and places, indicating that difference
between the close match of the two calculated methane tracers at lower altitudes and
their divergence at higher altitudes cannot be explained by a temporary and location-
specific altitude-related difference in the amount of mixing between inner- and outer-
vortex air. Instead, it must be due to the varying influence of chemistry - negligible
at lower altitudes, but more important higher up. Given that the differences are
negligible below 20 hPa, uncertainties with respect to the representation of the
chemistry do not affect our model-balloon comparisons.

3.7 Discussion

The general picture emerging from the comparison of our model results with the obser-
vations is that the model reproduces relatively small-scale features related to the polar
vortex, showing that the nudging procedure enables detailed comparisons between our
GCM and individual balloon or satellite measurements. Early in the winter, and later in
the winter outside the vortex, the model also exhibits good quantitative agreement
with the measurements. However, there is a consistent problem later in the winter
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Figure 3.7: Concentration versus pressure of MA-ECHAM4 fields of a passive CH, tracer run
(dashed grey), and a similar run with parameterized emissions, chemistry and top constraints
(dashed black), compared to TDLAS balloon measurements (solid black) on 28 January 2000.

inside the vortex, where the model overestimates CH, and underestimates HF. In com-
parable experiments with the TM5 chemistry transport “zoom”-model, which was run
with the same experimental setup and using the same ECMWF meteorology, Van den
Broek et al. [2003] found very similar results. They also showed that a different initia-
lization of the HF and CH, fields may lead to better agreement between the model and
observations within the vortex, but at the cost of a worse agreement at midlatitudes.
Consequently, errors in the HALOE initialization may account for some of the offsets
seen in the comparisons, but they cannot explain the discrepancies found in the
vertical gradient and over time. Hence, there are only two main options to explain the
discrepancies: a lack of descent of air from higher altitudes within the vortex, or an
excess of mixing of air across the vortex edge. We note that both of these problems
might cause a GCM to overestimate temperatures within the vortex, with potential
implications for ozone chemistry.

A lack of descent of air from higher altitudes within the vortex could suggest
that such descent is underestimated in the ECMWF fields that we use as input for our
nudging procedure. ECMWF’s temperatures in the 1999-2000 winter have been shown
to be quite close to (both independent and assimilated) observations [Knudsen, 2002;
Knudsen et al., 2002]. However, the ECMWF may be underestimating the vertical velo-
city, possibly even while trying to assimilate the correct observed temperatures in a
model that may not properly represent all the key processes controlling those tempera-
tures. Then again, the vorticity and divergence should be more robust, and these are
the variables used in the nudging procedure (along with the temperature and the
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surface pressure); MA-ECHAM4 itself calculates the vertical velocity and the advection.
Another possibility is that the nudging does create a realistic instantaneous meteo-
rology, but also has a small but systematic effect on the descent in the vortex. Given
that the vertical velocity is not nudged directly, we have no separate tendency for this
effect. Hence, our current experiments did not allow us to test this hypothesis (the
best way to test it might be to compare a climate run of several decades with and
without nudging). However, we note that the experiments with the TM5 chemistry
transport model showed similar problems [van den Broek et al., 2003]. In that case,
the advection was driven directly by the ECWMF winds, so that the nudging cannot be
to blame in their results. Finally, Bregman et al. [2003] point out that errors may
arise in the processing of vertical winds from spectral data for advection schemes.

The second possible cause of the discrepancies is an excess of mixing of air
across the vortex edge, diluting the air that has descended from higher up. This option
seems to be supported by the HALOE-model comparison on 20 February. The TM5
“zoom” chemistry-transport model was used to investigate whether such excessive
mixing might be caused by the horizontal resolution, which could be too coarse to
properly represent the vortex edge [see Van den Broek et al., 2003]. These studies
show that at 2° by 3" and even 1° by 1° horizontal resolution, the descent does not
improve. However, the use of a reduced polar grid in TM5 strongly affects those results
[Bregman et al., manuscript in preparation]. Some of the discrepancies might also be
related to the vertical resolution and coordinate system. In a model with isobaric
coordinates, the regular “horizontal” isentropic transport in the stratosphere occurs
partly across different isobaric levels. This can cause spurious vertical mixing between
levels, particularly when the resolution is too coarse [e.g. Chipperfield et al., 1997,
Mahowald et al., 2002]. This spurious vertical mixing could also affect mixing across
the vortex edge, particularly when the vortex edge is not positioned exactly upright
(as is often the case). Finally, Steil et al. [2003] have suggested that the semi-
Lagrangian advection scheme employed here also tends to lead to relatively weak
downward transport inside the vortex and weak gradients across the vortex edge. In
general, this advection scheme results in a relatively high numerical diffusion. In their
experiments, Van den Broek et al. [2003] used a mass-flux advection scheme using
first order slopes [Russell and Lerner, 1993]. While it is known that this first-order
slopes scheme may also be insufficient to preserve strong gradients [Prather, 1986],
the problems should decrease with a higher horizontal resolution. Bregman et al.
[manuscript in preparation] have shown that this is indeed the case.

Future work could include longer runs to study the potential effects of the nudging
routine on vertical transport, and tests at higher horizontal or vertical resolution, or with
other advection schemes, such as the Spitfire advection scheme [Rasch and Lawrence,
1998], which is also employed by Steil et al. [2003], or the Flux-Form Semi-Lagrangian
(FFSL) advection scheme [Lin and Rood, 1996], which is used in (MA-)ECHAM5.

3.8 Conclusions

We have nudged the meteorology in our MA-ECHAM4 model towards ECMWF analyses
to compare model runs of HF and CH,, initialized with HALOE data, to balloon and
satellite measurements in the SOLVE/THESEO winter 1999/2000. Overall, we find that
the nudging procedure which had not previously been applied in the middle atmosphere,



is applicable and allows for a detailed comparison between model output and individual 49
balloon and satellite measurements. It appears that the overall transport patterns
around the Arctic vortex are reasonably well modeled. The model reproduces small-scale
vortex features, and throughout the winter there is generally good quantitative agreement
between the model and the observations, except late in the winter inside the vortex. This
may be due to either an underestimate of subsidence in the vortex, or spurious mixing

of mid-latitude air into the vortex. An underestimate of subsidence in the vortex could
relate to the quality of the ECMWF data or the possibility of small but systematic effects
of the nudging on the vertical transport. Spurious mixing could be related to the choice
of advection scheme, the current coordinate system, which applies pressure levels in the
middle atmosphere, or the processing of the vertical wind field for tracer transport.

In any case, these results suggest that care must be taken when studying sensitive
chemistry/transport processes in the Arctic vortex with GCMs like MA-ECHAM4.
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Abstract

We show that the middle atmosphere general circulation model MA-ECHAMS5 reproduces
the unusual September 2002 Antarctic stratospheric vortex split, when we slightly nudge
the model dynamics in the free troposphere (below the 100 hPa height level) towards
ECMWF analyses. This is independent of the time of initialization of the model, and
occurs in particular when at least the wave spectrum up to wave number 6 is nudged.

We also show that the nudged MA-ECHAM5 is able to forecast the vortex split with a lead
time of about 5 days, capturing the event almost as well as the ECMWF operational
forecast, however, even without the assimilation of stratospheric measurement data.

Our results thus indicate that the vortex split was triggered mainly by synoptic wave
activity in the troposphere about one week earlier.

4.1 Introduction

Recently, we successfully applied a Newtonian relaxation (nudging) technique to the
middle-atmosphere general circulation model (GCM) MA-ECHAM4 [Van Aalst et al.,
2004a]. With a slight nudging of model dynamics towards meteorological analyses of
the European Centre for Medium-range Weather Forecasts (ECMWF), MA-ECHAM4 simula-
ted actual meteorological conditions in the 1999/2000 Arctic winter. After a spin-up
period, the modeled state of the atmosphere is consistent with the observed one, so
that only small tendencies are needed to keep the model from diverging from the actual
meteorology. Contrary to a free-running GCM, such a setup allows for comparisons with
instantaneous measurements (for instance of trace gases). A disadvantage is that the
nudging may mask model errors by systematically correcting erroneous tendencies. In
the current study, we leave the model even more freedom, nudging only up to about
100 hPa. We show that this nudging in the troposphere and tropopause region suffices
to simulate the actual meteorology at higher altitudes.

We employ a reqgular GCM that can be used for free-running climate simulations.
Our setup with nudging to 100 hPa, however, is somewhat comparable to mechanistic
middle atmosphere models with a prescribed forcing at the lower boundary [e.g.,
Butchart et al., 1982; Rose, 1983; Rose and Brasseur, 1985, 1989; Nielsen et. al.
1994]. These models force the geopotential height at their lowest level (usually at
about 100 hPa) and allow meteorological conditions in the middle atmosphere to
evolve freely. Some simulations have prescribed standardized wavelike lower boundary
forcings, others have employed meteorological analyses. It has been shown that
general features and specific details of wintertime circulations can be simulated quite
well [e.g. O'Neill and Pope, 1988; Fairlie et al., 1990; Nielsen et al., 1994; Mote et al.,
1998]. The Karlsruhe Simulation Model of the Middle Atmosphere (KASIMA) also applies



analyzed fields at its lower boundary (100 hPa), and has shown even better results 53
with additional forcing terms towards ECMWF analyses up to 10 hPa [e.g. Kouker et al.
1999; Reddmann et al., 2001].

Our simulations focus on the highly unusual major warming and vortex split in
the Antarctic winter 2002 [e.g., Baldwin et al., 2003a; Hoppel et al., 2003; Roscoe et
al., 2004; Charlton et al., 2004]. Around 22 September, a strong amplification of pla-
netary waves propagating upward from the lower stratosphere resulted in the major
warming. On September 25, the vortex, which had already moved off-pole, broke up at
10 hPa and above [e.g., Allen et al., 2003; Newman and Nash, 2004; Simmons et al.,
2003]. Manney et al. [2002] showed that the mechanistic USMM Stratosphere-
Mesosphere Model simulated the event quite realistically when it was initialized on
14 September and forced with analyzed observations at the lower boundary (100 hPa),
but not with earlier initializations. In the current study, we show that MA-ECHAM5
reproduces the vortex breakup regardless of the time of initialization, provided we
nudge the lower part of the model towards ECMWF analyses. Secondly, we show that
nudging is needed only in the wave spectrum up to synoptic scales. Thirdly, we assess
the model's forecasting ability by interrupting the nudging at several time intervals
before the dramatic vortex split.

4.2 Model description
MA-ECHAMS is the middle atmosphere version of ECHAM5 [Roeckner et al. 2003], with
39 hybrid sigma-pressure levels and a model top at 0.01 hPa [Manzini et al., 1997].
The horizontal resolution is T42, about 2.8 by 2.8 degrees. Ozone is prescribed accor-
ding the climatology of Fortuin and Kelder [1998]. Trace gas transport is calculated
with a flux-form semi-Lagrangian advection scheme [Lin and Rood, 1996]. We have
updated the middle atmospheric methane and water vapor fields. At initialization,
water vapor above 100 hPa is scaled to a bimonthly zonal mean climatology, prepared
from four years (1993-1996) of data from the Halogen Occultation Experiment (HALOE)
instrument aboard the Upper Atmosphere Research Satellite (UARS) [C. Briihl and J.-U.
Grooss, personal communication]. The methane field is initialized from a similar HALOE
climatology, extended downwards towards an average tropospheric value of 1760 ppb.
After initialization, methane is advected as a model tracer, while surface concentra-
tions are kept constant. Methane loss and H,0 production are simulated by applying
monthly zonal mean methane loss fields for reactions with OH, Cl, and 0(1D), taken
from a chemistry-climate run with MA-ECHAM4/CHEM [Steil et al., 2003]. Modeled
methane fields matched well with HALOE observations in August 2002. In addition,
they were qualitatively verified against results from Michelson Interferometer for
Passive Atmospheric Sounding (MIPAS) on ENVISAT [Glatthor et al., 2004]. More exten-
sive comparisons will be performed once final calibrated MIPAS data are available.

4.3 Nudging
The nudging routine applies a Newtonian relaxation term to four prognostic variables
in spectral space: temperature, vorticity, divergence and surface pressure [see Van
Aalst et al., 2004a]. Several precautions ensure that this process does not excite
spurious waves. Firstly, the ECMWF data are interpolated to the MA-ECHAM5 levels
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and orography by a state-of-the-art interpolation package, INTERA [Kirchner, 2001;
based on Majewski et al., 1985]. Secondly, we use lower nudging strengths than Van
Aalst et al. [2004a], as in Guldberg and Kaas [2000] (see Table 4-1). Thirdly, we apply
a slow-normal-mode filter to the nudging data. Initially, the model normal modes are
calculated, yielding a set of fast (gravity) and slow (Rossby) modes [e.g. Daley, 1991;
Lynch, 2002]. After the interpolation of the nudging data, they are projected onto
these normal modes; fast components (<24 hours) are filtered out. Finally, we avoid
disturbances due to differences between the MA-ECHAM5 and ECMWF surface schemes
by leaving the lowest three levels free (the nudging increases exponentially in the
next four levels, up to about 690 hPa for locations at sea level). The nudging data,
as well as sea surface temperatures, are based upon operational ECMWF analyses. As
recommended by Simmons et al. [2004] we used updated analyses (cycle 24r4) for
the period from August to mid-October 2002.

Prognostic variable Nudging Relaxation
strength e-folding time
G (s?) T (hours)

Temperature 1.16 x 10-5 24

Divergence 0.58 x 10-5 48

Vorticity 4.63 x 10-5 6

Surface pressure 1.16 x 10-5 24

Table 4-1 Nudging settings (for those levels where full nudging is applied).

4.4 Simulation setup

All simulations were started on 1 March, 2002, with nudging up to 10 hPa for one
month to obtain the same initial stratospheric circulation. From 1 April, the various
simulations continued with nudging up to different altitudes. Run100 is the standard
run, where only the troposphere and lowermost stratosphere are nudged (weak nudging
up to 113 hPa). The other runs are sensitivity simulations with nudging up to other
altitudes (see Table 4-2). We also tested the sensitivity of the nudging to the scale
selection in spectral space (by triangular truncation at wave numbers 2, 5, 6, 7, 10, or
21, and by separately excluding wave numbers 1 and 2). In addition to runs with con-
tinuous nudging, we performed a set of "forecast" experiments, based on the standard
Run100 (no nudging above 113 hPa), but switching off the nudging on 15, 16, 17, 18,
19 or 20 September (at 00:00 UTC).

4.5 Results

Our diagnostics focus primarily on methane distributions of the splitting vortex
structures. These provide a good test, given that the split is only reproduced when
the model simulates the correct wave number 2 character of the warming. When our
sensitivity simulations failed to simulate the vortex split, they often still exhibited

a wave-1 major warming with an elongated off-centre vortex (which, at least in the
Northern Hemisphere, occurs more often than wave-2 warming events [0'Neill, 2003]).



Name Full nudging up to Weaker nudging up to 55

Run10 Level 19 (~32 hPa) Level 16 (~13 hPa)
Run100 Level 27 (~223 hPa) Level 24 (~113 hPa)
Run200 Level 30 (~414 hPa) Level 27 (~223 hPa)

Table 4-2 Nudging range applied in sensitivity runs. Full nudging is applied to temperature,
vorticity and divergence (according to Table 4-1) from the level specified in the second column
down to level 7 (about 690 hPa for locations without orography). Above and below that range,
the nudging weakens over three levels (at 50 %, 25%, and 12.5% of the full strength). It is
turned off in the lowest three levels and above the levels in the third column (note that level
number 1 is the top and 39 the lowest level).

Plate 4.1 (page 85) compares methane fields at 10 hPa from Run10 and Run100
(nudged to ~10 and ~100 hPa) on 20 and 24 September. Both runs clearly capture the
remarkable vortex split. This was expected for Run10, where local nudging forces the
stratosphere to follow ECMWF winds. The key result is that our standard Run100 also
reproduces the split. In a way, this result could also have been expected, given the
positive results achieved with mechanistic models with a lower boundary forcing
around 100 hPa (as discussed above). However, contrary to the results of Manney
et al. [2004], ours did not depend on the time of initialization.

Some differences do appear between Run10 and Run100 (mainly in the shape of
the elongated vortex remnants and streamers of midlatitude air). A run similar to
Run100 but with temperature nudging up to 10 hPa shows an even closer match with
Run10. As expected, the temperature nudging throughout the stratosphere helps to
adjust the dynamics more closely to the ECMWF analyses [as in Kouker et al., 1999].
Much larger differences arise in Run200 (nudging up to ~ 200 hPa; not shown). In this
case the vortex still splits, but somewhat later, and the remnants evolve quite diffe-
rently. Apparently, the nudging in the area between 100 and 200 hPa is needed to
realistically convey the wave-2 signal into the stratosphere. According to Charlton et
al. [2004], the concept of forcing from the lower atmosphere might be inappropriate
for this event, as a complex interaction between stratosphere and troposphere is at
play. Our results suggest that a lower atmospheric forcing does suffice to produce the
main characteristics of the vortex split, but that important interactions occur in the
tropopause region, which are not well captured if the model is nudged only to 200 hPa.

Sensitivity runs with much stronger nudging settings produced very similar
results (not shown). This validates two assumptions underlying the nudging approach.
Firstly, the nudging is not generating spurious waves that distort the dynamics
(otherwise, that effect would have been aggravated in the runs with stronger nudging).
Secondly, the standard nudging settings suffice to reproduce realistic meteorology
(otherwise the strong nudging would have produced better results). A run with ten
times weaker nudging settings failed to reproduce the split, confirming that the
current settings are close to the optimum.

To investigate at which scales the split is triggered, we repeated the standard
Run100 while nudging only a limited set of spectral wave numbers. When nudging up
to wave number 5, some distortion of the vortex occurred, but not a complete split.

2002 Antartic vortex split
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As soon as wave number 6 was included, a full split occurred (although slightly later
and less pronounced than with wave number 7 and 8, too). This suggests that the
planetary waves that caused the stratospheric vortex split were triggered by unusually
strong synoptic scale disturbances in the troposphere. When we only nudged wave
numbers 2-7 or 3-7 (i.e. excluding wave numbers 1 and 2), the split was not
reproduced.

Plate 4.2 (page 85) shows the large difference between two "forecast runs".
Both were nudged as Run100, but the nudging was switched off on September 18th
(run F18) or 19th (run F19), at 00:00 UTC. In run F18, no split occurs, while F19
reproduces the event quite well, exhibiting relatively small differences with the
standard Run100 (the main difference is that in Run100, the vortex remnant west of
Grahamland is located about 20 degrees westward compared to the results from F19 in
Plate 4.2 (page 85). In run F18 (and in runs where the nudging was switched off a few
days earlier), the major warming and zonal wind reversal still occur. At the same time,
the vortex does become unusually elongated, but subsequently retains that shape for a
few days, and then contracts back into a more regular oval (albeit still off-centre).
Forecasting experiments with nudging up to 10 hPa yielded identical results; only runs
with nudging at least up to 19 September reproduced the vortex split.

The forecasting capability of MA-ECHAM5 thus turns out to be quite similar to
that of the ECMWF model, which reproduced the split at 10 hPa when initiated on or
after September 18, 12:00 UTC [Simmons et al., 2004]. Apparently, a crucial tropo-
spheric event shortly before 19 September played a key role in triggering the vortex
split. This trigger is likely to be connected to the tropospheric wave activity which
generated the major warming on 22 September [see Newman and Nash, 2004].
Simmons et al. [2004] also showed that the ECMWF model critically required the input
from the Advanced Microwave Sounding Unit (AMSU-A) observations to reproduce the
event: an assimilation without the satellite data (but with information from radio
sondes) produced a vortex that became elongated rather than split. Given that
MA-ECHAMS5 does reproduce the vortex split while nudging only the troposphere and
lowermost stratosphere, the critical trigger for the event is apparently provided by
the forcing towards AMSU-A observations in the region well below 100 hPa.

4.6 Conclusions

We have shown that the middle-atmosphere GCM MA-ECHAM5 can reproduce the
Antarctic stratospheric vortex split in September 2002 when the lower part of the
model (<100 hPa) is nudged towards ECMWF analyses, regardless of the time of initiali-
zation. Furthermore, we found that the model also exhibits a vortex split if left free
from nudging about 5 days before the event, essentially in forecast mode. September
18th turns out to be a critical day; only forecast runs started after that day reproduce
the split. This is quite similar to the ECMWF forecast performance, providing a strong
indication that a crucial tropospheric trigger for the split occurred shortly before

19 September. Simulations with truncated nudging showed that the critical forcing
occurs through wave numbers up to 7, indicating that the key tropospheric events
occurred on a synoptic scale.



The good agreement between the nudged MA-ECHAM5 model with its un-nudged 57
stratosphere, and the ECMWF model representation of observations means that tracer

fields simulated by our model can be compared in a meaningful way with instantaneous

observations in the stratosphere (e.g., from satellites and balloon sondes). This offers

excellent opportunities for the validation of chemical modules of interactive climate-

chemistry models.
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Abstract

We have performed a 4-year simulation with the Middle Atmosphere General Circulation
Model MA-ECHAMS5, while slightly nudging the model's meteorology in the free troposphere
(below 113 hPa) towards ECMWF analyses. We show that the nudging technique, which
leaves the middle atmosphere almost entirely free, enables comparisons with synoptic
observations. The model successfully reproduces many specific features of the interannual
variability, including details of the Antarctic vortex structure. In the Arctic, the model
captures general features of the interannual variability, but falls short in reproducing
the timing of sudden stratospheric warmings. A detailed comparison of the nudged model
simulations with ECMWF data shows that the model simulates realistic stratospheric
temperature distributions and variabilities, including the temperature minima in the
Antarctic vortex. Some small (a few K) model biases were also identified, including a
summer cold bias at both poles, and a general cold bias in the lower stratosphere, most
pronounced in midlatitudes. A comparison of tracer distributions with HALOE observa-
tions shows that the model successfully reproduces specific aspects of the instantaneous
circulation. The main tracer transport deficiencies occur in the polar lowermost strato-
sphere. These are related to the tropopause altitude as well as the advection scheme
and model resolution. The additional nudging of equatorial zonal winds, forcing the
quasi-biennial oscillation, significantly improves stratospheric temperatures and tracer
distributions.

5.1 Introduction

Van Aalst et al. [2004a] applied a Newtonian relaxation technique in a middle atmo-
sphere (MA) general circulation model (GCM) to nudge the model towards meteorological
analyses for a particular period. Van Aalst et al. [2004b] showed that their GCM,
MA-ECHAMS5 (European Centre/Hamburg model version 5) reproduces the unprecedented
Antarctic vortex split in September 2002 when nudging only the lower part of the
model (below 113 hPa) towards analyses of the European Centre for Medium-range
Weather Forecasts (ECMWF). They noted that this result offers good prospects for
direct comparisons of model results with synoptic observations, while leaving the
middle atmosphere entirely free, as in the free-running GCM.

With the current simulations we have tested this setup for a 4-year period to
examine temperature distributions and tracer transports in the stratosphere. While
these simulations employ a version of MA-ECHAM5 without comprehensive chemistry,
our analysis addresses the potential to apply this nudging technique in a GCM with
fully coupled chemistry [e.g., Steil et al., 2003; Manzini et al., 2003]. Hence, our
focus is primarily on (i) the extent to which polar dynamics approximate reality,
including the occurrence and timing of sudden stratospheric warmings and the location



of the polar vortex; (ii) the accuracy of simulated stratospheric temperatures, particu- 61
larly in the polar regions, for instance to ensure a realistic representation of Polar
Stratospheric Cloud (PSC) conditions; and (iii) large-scale tracer transports (diagnosed
by comparing modeled methane and water vapor fields with satellite observations).
While we leave most of the middle atmosphere entirely free, we also force a realistic
quasi-biennial oscillation (QBO) by applying a weak nudging to the stratospheric equa-
torial zonal wind. The QBO nudging circumvents the neglect of small-scale upward wave
propagation in the tropics owing to the relatively low vertical resolution (39 layers up
to 0.01 hPa).

Our simulations can be compared to more regular assessments of GCM performance,
which usually focus on averages and variabilities over longer time periods, comparing at
least 10-15 years of output from free-running GCMs with meteorological reanalysis data-
sets and/or climatologies based on a similarly long record of measurements. This has
several drawbacks. First, the atmospheric background chemical conditions are not constant
due to changing emissions, particularly of long-lived greenhouse gases and chlorofluoro-
carbons that affect stratospheric ozone and dynamics. Steady-state "time slice" GCM
simulations [e.g. Steil et al., 2003, Manzini et al., 2003] do not capture these trends, and
cannot be compared to sufficiently long sets of atmospheric data (particularly when the
primary interest of the GCM simulations is to study processes that are sensitive to the
changes induced by the changes in atmospheric composition). An alternative is to use
so-called transient GCM experiments [e.g. Austin, 2002], which explicitly include the
changing emissions. While these simulations are valuable to analyze long-term trends,
a difficulty is that the transient runs are associated with internal, e.g. interannual
variability, complicating detailed comparisons with measurements. Furthermore, for
many processes and parameters long measurement records are not available, thus
precluding a statistical analysis. And finally it may be desirable to simulate particular
measurement campaigns.

The nudging applied here provides a simple tool to assess the performance of a
regular GCM (in this case including the middle atmosphere, potentially also including
coupled chemistry) while retaining the full consistency and flexibility of the climate
model, as is it also used for free-running climate simulations. While it is possible to
apply the nudging technique in the entire domain for which analyses are available [as
in Van Aalst et al., 2004a], it is desirable to limit the nudging to the extent possible
[as in Van Aalst et al, 2004b] to prevent that model errors are masked by artificial
tendencies, and also because in some cases the model may actually outperform the
analyses, particularly when the model is applied with coupled chemistry, and in areas
where observations are sparse (in most of the middle atmosphere).

Section 5.2 briefly describes the MA-ECHAM5 model and the setup of our
nudged simulations. Section 5.3 discusses the analyses and observations used in our
comparisons. Sections 5.4 and 5.5 evaluate the main results for temperatures and
tracer fields, and Sections 5.6 and 5.7 present the discussion and conclusions.

5.2 Model description and nudging
MA-ECHAMS is the middle atmosphere version of the European Centre/Hamburg
(ECHAM) GCM. The standard model is described by Roeckner et al. [2003]. Changes for
the middle atmosphere version include a more sophisticated gravity wave scheme, as

4-year nudged GCM simulation
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discussed by Manzini and McFarlane [1998] and Manzini et al. [1997] for the previous
model version (MA-ECHAM4). The latter has been used extensively for a variety of
studies, including those with coupled chemistry [e.g., Steil et al., 2003; Manzini et
al., 2003]

Differences relative to (MA-)ECHAM4 include changes in the treatment of radiation
processes [Morcrette et al., 1998], surface fluxes [Schulz et al., 2001], and cloud
physics [Lohmann and Roeckner, 1996]. A high-resolution version of MA-ECHAM5 was
used by Giorgetta et al. [2002], who showed that that model version was able to
reproduce a realistic stratospheric QBO (contrary to the regular version used here). In
our current simulations, we have used the same basic model setup as in Van Aalst et
al. [2004b], with a spectral triangular truncation at T42, which corresponds to a
horizontal resolution of about 2.8 by 2.8 degrees longitude-latitude. Tracer transport is
calculated with a flux-form semi-Lagrangian advection (FFSL) scheme [Lin and Rood,
1996]; we also performed sensitivity runs with the semi-Lagrangian Transport (SLT)
scheme [Rasch and Williamson, 1990; Rasch et al., 1995], which was the standard
scheme in ECHAM4, and the Split Implementation of Transport Using Flux Integral
Representation (SPITFIRE) advection scheme [Rasch and Lawrence, 1998], which was
used in MA-ECHAM4 by Steil et al. [2003]. The time step was 900 s; full radiation
calculations were performed every 8 time steps (2 hours).

The nudging setup is similar to the standard runs of Van Aalst et al. [2004b].
Full nudging, with a relaxation time scale of 48 hours for the divergence, 24 hours for
temperature and surface pressure, and 6 hours for the vorticity [as in Guldberg and
Kaas, 2000], is applied between level 7 and 27 (corresponding to 223 hPa and about
690 hPa for locations without orography, respectively), with the nudging tapering off
exponentially in the three levels above and below (at 50, 25, and 12.5% of the full
strength, respectively). No nudging is applied above level 24 (113 hPa). To avoid the
excitation of spurious gravity waves, the ECMWF data were interpolated to the model
grid using a state-of-the-art interpolation scheme, and subsequently filtered by projec-
ting them onto the model normal modes, and filtering out all components faster than
24 hours. Even without this slow-normal-mode filtering, our nudging settings have
been shown to create minimal artificial forcings in the model [Guldberg and Kaas,
2000]. Sea surface temperatures are prescribed consistently from the ECMWF analyses.

In addition to the global nudging in spectral space, our standard simulations
also included a nudging of the quasi-biennial oscillation (QB0O). The QBO substantially
influences the large-scale dynamics and tracer transports in the middle atmosphere
(and indirectly also in the troposphere) [Baldwin et al., 2001]. Hence, a comparison of
our model with the actual atmosphere in a particular period requires a realistic phase
of the QBO. However, the standard version of MA-ECHAM5 is unable to reproduce the
QBO owing to its limited vertical resolution. Besides advanced gravity-wave paramete-
rizations and a proper representation of tropical convection (which are included), a
much higher vertical resolution is needed [Giorgetta et al., 2002]. Given that such a
resolution renders the model less suitable for longer climate runs, we have opted to
use a standard resolution, and include an “artificial” QBO (as in [Giorgetta and
Bengtsson, 1999], similar to other GCM experiments with QBO assimilation, such as
by Hamilton [1998]). This additional nudging routine applies a similar Newtonian
relaxation, but only to the zonal winds around the equator, forcing the zonal mean



zonal wind towards observations of equatorial wind data from Singapore (1°N,104°E) 63
[Naujokat, 1986; Marquardt and Naujokat, 1997]. The original observations (up to

10 hPa) were extended to 3 hPa using a backward running propagation operator that

exploits the observed regularity in the QBO propagation. This nudging is applied with

a relaxation timescale of a week (at the center of the QBO nudging domain, tapering

off towards 20 degrees latitude north and south, and towards the top and bottom of

the QBO nudging domain, at 3 and 100 hPa). This timescale [as in Hamilton, 1998] is

sufficient to force the correct QBO phase but leaves the model full freedom to develop

its own dynamics on shorter timescales.

The middle atmospheric methane and water vapor fields were updated as in Van
Aalst et al. [2004b]. Methane and water vapor above 100 hPa are initialized using a
bimonthly zonal mean climatology prepared from four years (1993-1996) of data from
the Halogen Occultation Experiment (HALOE) instrument aboard the Upper Atmosphere
Research Satellite (UARS) (see below). Tropospheric methane is set at 1.75 ppmv
(distributed over the hemispheres). After initialization, methane is advected as a
model tracer, while surface concentrations are kept constant. Methane loss and H,0
production are simulated by applying monthly zonal mean methane loss fields for reac-
tions with OH, Cl, and O(1D), taken from a chemistry-climate run with MA ECHAM4/CHEM
[Steil et al., 2003]. Photodissociation of methane and water vapor, and reaction of
water vapor with 0(1D) are not included, which results in a slight high bias of both
tracers in the mesosphere. CO, and tropospheric N,0 are fixed at 372 ppmv and
320 ppbv, respectively [WMO, 1999].

Our simulations included the period from May 1999 to October 2003, with the
first months considered as spin-up for the nudging and the tracer fields. Hence, we
obtained essentially four years of model data, including four Arctic and three Antarctic
winters, to compare to analyzed temperatures and tracer observations. Besides the
base run (with tropospheric and QBO nudging), we performed similar runs without the
QBO nudging, and also without the tropospheric nudging, i.e. after four months of
spin-up with nudging. In addition, we performed shorter (20 months) sensitivity runs with
the SLT and SPITFIRE advection schemes, with the FFSL scheme with a surface pressure
mass mismatch fixer, and with the FFSL scheme at higher resolution (spectral triangular
truncation T63, corresponding to about 1.875 x 1.875 degrees latitude-longitude).

5.3 Analyses and observations

5.3.1 ECMWF data

Operational analyses from the ECMWF were used as input for the nudging (at altitudes
below 113 hPa) and for comparisons with model temperatures at 70, 50, 30 and 10
hPa. Lower stratospheric ECMWF analyses have been shown to agree well with sonde
and satellite measurements, particularly also in the polar regions. For instance,
Pommereau et al. [2002] and Knudsen et al. [2002] only found a small warm bias of
0.49 K with a standard deviation of 0.91 K in comparisons with independent long-
duration balloon observations for Arctic winter temperatures below 30 hPa in the
(relatively cold) winter 1999/2000. Similarly, Hertzog et al. [2003] found a cold bias
of about 0.3 K with a standard deviation of 0.8 K at 70 hPa in the 2001/2002 Arctic
winter, and Knudsen [2003], using data up to 11 hPa from 1999/2000, 2002/2003 and

4-year nudged GCM simulation
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1996/1997 (ECMWF ERA reanalysis data for the latter) found biases generally well
below 1 K, except in the 11-26 hPa layer during the 2002/2003 winter, which showed
a cold bias of 1.05 +/- 1.17 K. While Manney et al. [2003] found large differences in
PSC coverage between various meteorological analyses, Knudsen [2002] has shown that
below 26 hPa, the analyzed temperatures below TNAT are within 10% of those observed
by radio sondes (i.e. within the error margins). Above 26 hPa however, the ECMWF
analyses almost always overestimate the area PSC coverage. At these higher altitudes,
the ECMWF temperatures generally become rather uncertain, given the paucity of
observations for assimilation.

We note that the quality of the stratospheric ECMWF analyses has generally
improved over time as new model versions have been released and additional satellite
observations have been assimilated [Simmons et al., 2004]. During the entire 4-year
period simulated here, the ECMWF used a model with a top level at 0.1 hPa, with 50
vertical levels until 12 October 1999, and 60 levels thereafter. The horizontal resolu-
tion was T319 until 21 November 2000 and T511 thereafter, corresponding to grid sizes
of about 60 and 40 km, respectively. A slight temperature error may have occurred in
the lower stratosphere between October 1999 and 10 April 2000 due to an error in the
humidity fields in a shallow layer just above the tropopause in this period (ECMWF
website http://www.ecmwf.int, model version history). Shifts in the quality of the
analyzed fields could partly be avoided by using reanalysis data, such as from ERA-40
[Simmons and Gibson, 2000], which do suffer from instrument and coverage disconti-
nuities, but not from changes in model versions.

5.3.2 HALOE observations

We have used methane and water vapor data from the Halogen Occultation Experiment
(HALOE) instrument aboard the Upper Atmosphere Research Satellite (UARS) [Russell et
al., 1993]. Park et al. [1996] estimated that the total error in methane is within 15%
and the precision is better than 7% over the 1 to 100 hPa height range. Harries et al.
[1996] found that the accuracy of the HALOE H,0 observations is within 10% between
0.1 and 100 hPa, and within 30% at the boundaries of its observational range (from
the tropopause to about 0.002 hPa). In the lower stratosphere, the precision is a few
percent. For both methane and water vapor the vertical resolution is about 2 km. In
this study, we have used the version 19 data (available at the HALOE website
http://haloedata.larc.nasa.gov), which should have an improved accuracy compared to
the version 17 products used in the validation papers, particularly in the lower parts
of the observational range.

The HALOE data are used in two ways. As noted above, we have initialized our water
vapor and methane fields (above 100 hPa) with a climatology of HALOE data (compiled in
1993-1996). Secondly, we have used HALOE measurements from the period that was simu-
lated in our experiments to test the model representation of tracer transports.

5.4 Results: temperatures

Antarctic and Arctic

Figure 5.1 shows a comparison of temperatures from MA-ECHAM5 with those
from ECMWF analyses, at 80°S, 10 and 70 hPa. Similar analyses were examined for
30 and 50 hPa (as discussed below), for the pole region and 70 degrees latitude
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Figure 5.1: Monthly temperatures (K) at 80°S, 10 hPa (top) and 70 hPa (bottom), for MA-ECHAM5
(grey) and ECMWF (black). Thick solid lines represent the mean, thin lines the 33 and 66 percen-
tiles, and dashed lines the minimum and maximum values.

(with very similar results as at 80 degrees). For each month, we collected the tempe-
ratures at all grid points along the latitude band (using 12-hourly data, for both
ECMWF and MA-ECHAMS5). The figure shows the monthly median and mean temperatures,
as well as the 33 and 66 percentiles and the minimum and maximum temperatures,
thus providing an impression of the distribution and variability of both our model and
the higher resolution analyses.

The figure shows that the model accurately captures the interannual variability,
especially of the lowest temperatures reached in the Antarctic vortex, including the
cold winter minimum of 2003. During each winter, the model captures the temperature
development, as well as the variability in the monthly datasets (minima and maxima
as well as standard deviations or 33/66 percentiles).

4-year nudged GCM simulation
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Figure 5.2: Area-weighed fraction of grid points south of 50°S with temperatures below 190K
at 54 hPa (dark grey), 70 hPa (black) and 89 hPa (light grey), for MA-ECHAM (solid lines) and
ECMWF (dashed lines).

This is confirmed by Figure 5.2, which shows the fractional area south of 50°S
with temperatures lower than 190K (integral calculated for each month, based on
12-hourly data), at 89, 70 and 54 hPa, as an indication of the model's ability to
simulate the extent of very low temperatures required for the formation of PSCs, which
promote chlorine activation and ozone destruction. At 89 hPa, MA-ECHAM5 has a
small cold bias, but at 54 and 70 hPa (the altitude of largest ozone loss), the model
performs relatively well. Table 5-1 shows the relative difference between MA-ECHAM5
and ECMWF in area with temperatures lower than 190 K during the month of August,
the coldest month. MA-ECHAM5 tends to overestimate the area colder than 190K at
54 and 70 hPa by about 10%, except in 2001, where it simulates a substantially larger
cold area than the ECMWF analysis. The model reproduces the relatively warm 2002
winter quite well.

54 hPa 70 hPa
2000 12 % 9 %
2001 22 % 48 %
2002 8 % 9 %
2003 10 % 0 %

Table 5-1 Relative difference between MA-ECHAM5 and ECMWF in area with temperatures lower
than 190 K during the month of August.

Relatively larger differences between MA-ECHAM5 and the ECMWF analyses occur
at the end of the Southern winter, particularly in the area between 50 and 70 hPa. The
mean temperature in MA-ECHAM5 increases more rapidly than in the ECMWF analyses,
and the area with temperatures below 190K decreases too rapidly, except in late winter
2002. This relative warming can be explained by the use of the Fortuin and Kelder




[1998] ozone climatology, which is representative for conditions in the late 1980s, 67
when the ozone hole was much smaller. When sunlight returns to the pole, the clima-
tology's overestimate of ozone concentrations results in too much absorption of solar
radiation and too fast warming. This explanation complies with the better model per-
formance for 2002, after an unusually disturbed winter with a relatively weak ozone
hole after the vortex breakup in September. Note that this rapid warming tendency is
expected to vanish in simulations with coupled chemistry, which will generate more
realistic ozone concentrations in the Antarctic vortex. Indeed, Steil et al. [2003] found
that simulations with coupled chemistry generally simulated a shift to lower average
temperatures at the South Pole ranging from 5-10 K in October to 10-14 K in November.
GCM simulations without coupled chemistry should thus consider using an updated ozone
climatology, or adding a simplified ozone loss parameterization within the polar vortex.

Larger discrepancies between MA-ECHAM5 and the ECMWF analyses appear in
summer temperatures, where MA-ECHAM5 consistently shows a cold bias of a few
degrees. This pattern is strongest at 70 and 50 hPa, weaker at 30 hPa, and virtually
absent at 10 hPa. We assume that it is similar (though smaller) to the general cold
bias in the lower stratosphere, as simulated by most middle atmosphere GCMs [Pawson
et al., 2000]. However, since stratospheric temperature gradients are relatively weak in
summer, we expect that the effect on stratospheric dynamics and tracer transports is
relatively small.

Figure 5.3 shows monthly temperatures for 80°N. During Arctic summer, the
model exhibits a similarly small cold bias as in the Southern Hemisphere, but in this
case, it also appears at 10 hPa. In winter, the interannual variability is much larger
in both MA-ECHAM5 and ECMWF, and the match between the two is slightly worse
than for the Antarctic. In some instances this can result in monthly mean temperature
differences up to 15K (at 10 hPa in 1999/2000), and typically of the order of
+/- 5 degrees, without a clear bias in any direction.

The main discrepancies are related to differences in the timing of sudden Arctic
stratospheric warmings. For instance, the evolution of temperatures in 1999/2000 at
70 hPa is captured quite well. In the upper stratosphere, however, MA-ECHAM5 shows
a strong major warming in early March 2000, after which the vortex does not fully
recover (Plate 5.1, page 88). The ECMWF analyses indeed show a warming about 10 days
later, but subsequently the vortex recovers, particularly in the lower stratosphere.
Plate 5.2 (page 88) shows that a similar ~5 day advance of the warming occurs for
December 2001, being a major event as discussed by Naujokat et al. [2002]. In some
other cases however, the model captures the evolution of Arctic temperatures very
well. For instance, in 2000/2001 the model exhibits a comparably disturbed vortex as
in the analyses after late January, and then shows an analogous recovery around
February 20th, with persistent cold temperatures well into March and April. Similarly
good simulations are obtained in the Southern Hemisphere, for instance for September
2002, which includes the unique 2002 Antarctic vortex split (shown in Plate 5.3, page 89).

While the model has a mixed success rate in capturing specific Arctic sudden
stratospheric warmings, especially their timing, the tropospheric nudging clearly helps
generating many characteristics of the overall temperature evolution during Arctic
stratospheric winters. Figure 5.4 present the same results as in the bottom panels of

4-year nudged GCM simulation
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Figure 5.3: Monthly temperatures (K) at 80°N, 10 hPa (top) and 70 hPa (bottom), represented as
in Figure 5.1.

Figure 5.1 and Figure 5.3, but now from a run without tropospheric nudging (except in
the first four months). Note that this run did include the observed sea surface tempe-
ratures, as well as the equatorial QBO nudging. A comparison with Figure 5.1 and
Figure 5.3 clearly shows that in both hemispheres, the nudged run provides a much
closer match to the observed evolution of the stratospheric winters, even though in
the Arctic the timing of specific stratospheric warmings is not simulated very well.

Midlatitudes

At midlatitudes (60, 50 and 40 degrees north and south), the mean annual cycle
as well as the seasonal and interannual variability in monthly mean temperatures are
very well captured. At 70 50, and 30 hPa, the model exhibits a small summer cold bias
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Figure 5.4: Monthly temperatures (K) at 80°S (top) and 80°N (bottom), both at 70 hPa, for a run
without tropospheric nudging, represented as in Figure 5.1.

(up to about 2K) similar to that at the poles. At 10 hPa however, the model shows

a significant winter warm bias of several degrees K relative to the ECMWF analyses, parti-
cularly in the Southern Hemisphere. As an example, Figure 5.5 shows the temperatures at
50°S at 10 and 70 hPa.

Subtropics and tropics

We found that in the northern subtropical lower stratosphere (20°N, 70 hPa and
50 hPa) the annual cycle in temperature of MA-ECHAMS5 is smaller than of ECMWF; our
model shows no or only a small cold bias in summer, but a substantial one in winter,
up to about 5 degrees. This seasonal temperature bias is restricted to the outer reaches
of the domain of the QBO nudging (which tapers off between 10 and 20 degrees North

4-year nudged GCM simulation
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Figure 5.5: Monthly temperatures (K) at 50°S, 10 hPa (top) and 70 hPa (bottom), represented as
in Figure 5.1.

and South), and does not occur in a run without QBO nudging. It is caused by the uni-
form zonal winds used by the QBO nudging domain, which do not include the annual
cycle in zonal wind at the subtropics. Sensitivity runs with more limited QBO nudging
domains suggested that in future experiments, it might be better to restrict the QBO
nudging to a somewhat smaller latitude band around the equator (e.g. up to 15
degrees North and South).

At all locations apart from the subtropics (discussed above), the fit between
MA-ECHAM5 and ECMWF is improved for the run with QBO nudging. Not only, as expec-
ted, at the equator (where the QBO nudging is strongest), but also at midlatitudes and
at the poles (although the effects there are smaller). A comparison between equatorial
temperatures at 10 hPa for the runs with and without QBO nudging (Figure 5.6) indicates



71

250

230 | =

temperature (K)

220

210 T

250

230

temperature (K)

220 - I-I';‘i;"I""‘.I_‘.II","I-I-"-."".._':_‘__ - ‘ e _-.‘..,..-,._.‘.‘._.:'_—l‘.‘. '._:

210 ol o e
O N & A O > A O > a
N &S S S &SN S
o & &F FF PSSO
NI I S S U

Figure 5.6: Monthly temperatures (K) at the equator, at 10 hPa, for a run with (top) and without
QBO nudging (bottom), represented as in Figure 5.1.

that the QBO forcing substantially improves the results; the run without QBO nudging
clearly shows a bias that varies in parallel with the QBO cycle. Note also that the tem-
poral tendency of the interannual variability is generally well captured, however, our
model is often a few degrees colder than indicated by the ECMWF analyses. At 70 hPa,
it is highest in the northern summer and very small in winter; at higher altitudes, it is
more constant through the seasons.

5.5 Results: methane and water vapor
We have also evaluated stratospheric methane and water vapor distributions to assess
tracer transport throughout our four-year simulations. Unfortunately, there is no
equivalent (in terms of coverage and resolution) of the ECMWF analyzed temperatures
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for long-lived tracers, so we had to rely on less comprehensive comparison methods.
Firstly, we have compared "snapshots" of HALOE observations, both on individual days
and during one HALOE sweep (which provides a zonal mean latitude-altitude perspective).
Secondly, we have compared the time evolution of modeled methane and water vapor
concentrations at particular altitudes and latitudes with HALOE measurements taken
around those locations.

Arctic and Antarctic methane

As in the simulations of Van Aalst et al. [2004b], we obtained an excellent
representation of the major warming and the split vortex in September 2002. Later in
Antarctic winters, the model also captures specific details of the vortex evolution. As
an example, Plate 5.4 (page 89) shows methane concentrations at 74°S on 3 November
2000 in our MA-ECHAM5 simulations and as observed by HALOE (the HALOE image is
composed of 15 vertical profiles observed over the course of the day). The model clearly
reproduces the location of the vortex, and the edges of the vortex are sufficiently
sharp. Within the vortex, however, the model exhibits too high methane concentrations
everywhere below about 30 hPa. The tropopause transport barrier seems to be too
high, and the vertical gradient too weak. It should be noted, however, that the accuracy
of the HALOE data around the tropopause is relatively low. In the midlatitudes (roughly
between 120 and 360 degrees) the simulated concentrations in the upper stratosphere
are quite realistic; in the lower stratosphere however, the vertical gradients seem too
weak, resulting in an underestimate of methane between about 20 and 5-10 hPa, and
an overestimate from the tropopause to about 50 hPa.

We obtained similar results for the Northern Hemisphere, to the extent that the
comparisons are unaffected by the different occurrence of stratospheric warmings, as
discussed above. For instance, for the 1999/2000 winter, the evolution of the late
winter vortex was quite different than in reality, so that a comparison with features in
March would be meaningless. A slightly earlier comparison with the HALOE profiles on
20 February however (Plate 5.5, page 92), shows that the model does simulate the
vortex edge at around 300 degrees longitude. As in the Southern Hemisphere however,
the methane concentrations in the modeled vortex fragment below about 40 hPa are
not show sufficiently low. In addition, contrary to the observations, the model also
simulates a second feature in the upper stratosphere (at about 50 degrees longitude).

The transport deficiencies in the lower polar stratosphere are also illustrated
by our longitudinal model-HALOE comparisons at 70°N, shown in Figure 5.7 (with
decreasing mixing ratios on the vertical axis, so that the lines are represented in the
order of their altitude). This figure shows monthly and zonal mean model data (solid
lines), and daily mean HALOE data (marks) from all days in our four-year run when the
mean latitude of the HALOE observations were within a 3 degree window around 70°N
(if more than one daily mean latitude during one pass fell in the range, we took the
one closest to the target latitude). Note that this method introduces two comparison
problems. Firstly, MA-ECHAMS5 profiles are consistently collected at one latitude
whereas the average latitude of the HALOE profiles varies. Furthermore, the HALOE
data for a particular day do not originate in that average latitude, but are collected
at different times and at slightly different latitudes (the range on one day can be up
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Figure 5.7: CH, concentrations (ppmv) versus time (days), at 70°N. The lines represent monthly
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the same shades of grey as the corresponding model levels. Time is given in UARS days; day 3100
corresponds to 7 March 2000; day 4300 to 20 June 2003.

to about 8 degrees halfway the latitude sweep at lower latitudes, less towards the
turnaround points at higher latitudes). The variability induced by this sampling
method is often too high to be able to assess the model's ability to generate inter-
annual variability in tracer transport. Finally, towards the poles, the coverage of the
HALOE measurements diminishes, particularly during polar winters.

At 70°N, the model reproduces the rise in lower stratospheric concentrations
when the polar vortex disintegrates in spring (after light returns - when HALOE can
perform measurements). The quantitative match of the methane concentrations is very
good at 10 hPa (and higher), but rather poor in the lower stratosphere, consistent
with the results of the snapshots at 3 November and 20 February 2000 (Plate 5.4 and
Plate 5.5). The reason is a too high tropopause and a too weak vertical gradient up
to about 40 hPa.

This lack of isolation of the lower vortex also results in an underestimate of
descent rates in the vortex (as estimated on the basis of tracer concentrations through
the winter). Van Aalst et al. [2004a] identified a similar lack of descent in the lower
part of the Arctic vortex in fully nudged simulations of the 1999/2000 winter (with
MA-ECHAM4 and the semi-Lagrangian advection scheme). We repeated the tracer
descent calculations from that analysis with our current model data, and found very
similar results: a good match with observations [Greenblatt et al., 2002] of descent
starting at potential temperatures around 550 and 500 K (about 30-40 hPa) in early
December, but an underestimate of descent starting around 450 and 400 K (about
50-100 hPa). This problem may substantially affect both transport and chemistry in
the lower polar vortex, and requires careful attention in the analysis of model data
from that region.
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Figure 5.8: CH, concentrations (ppmv) versus time (days), at the equator. The lines represent
monthly mean zonal mean MA-ECHAMS5 CH, mixing ratios at, from top to bottom, 0.4 hPa

(dashed dark grey), 1.3 hPa (dashed medium grey), 4 hPa (dashed black), 10 hPa (solid light grey),
24 hPa (solid dark grey), 54 hPa (solid medium grey), and 113 hPa (solid black). The marks
represent HALOE measurements, in the same shades of grey as the corresponding model levels.
Time is given in UARS days; day 2900 corresponds to 20 August 2000; day 4300 to 20 June 2003.

In the Antarctic, HALOE observations regularly capture vortex features during
October, November and December when the orbit crosses 70 degrees south. Given the
large differences in concentration inside and outside the vortex, this introduces too
much variability to make a useful comparison like the one in Figure 5.7 at 70°N (in
this case, the only meaningful comparison between MA-ECHAM5 and HALOE is to take
individual days and latitudes, as in the snapshots discussed above). Nevertheless, the
overall impression of such comparisons is the same as in the Northern Hemisphere: too
high methane values in the lowermost stratosphere, and suppressed descent, apparently
due to too strong vertical mixing.

Global methane
The equatorial region, where trace gases like methane enter the stratosphere
and are transported upwards, plays a crucial role in middle atmospheric transport.

Figure 5.8 shows a comparison between modeled monthly mean CH, data and
HALOE observations at the equator. After substantial differences in the first few
months (caused by the initialization, which was based upon 3 years of HALOE data
for April/May, not specifically for 1 May 1999), the match is generally very good.
The model also captures the modulation of the methane concentrations by the QBO,
although it is slightly weaker than in the HALOE measurements (for instance at
10 hPa). As expected, the run without QBO nudging did not show this modulation,
resulting in a substantially poorer match with the HALOE measurements (here, and
in other parts of the stratosphere).
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Plate 5.6 (page 92) shows a comparison of modeled zonal mean methane con-
centrations on 23 August 2000, compared to observations from 40-day HALOE sweeps
around that day. It shows a general agreement in concentrations, as well as a good
reproduction of the instantaneous shape of the concentration profiles (similar model-
HALOE agreement is obtained at other days throughout the run). However, methane
concentrations in the lower stratosphere at southern midlatitudes are too high, and
the vertical gradient at the top of the “shoulder” is too weak. These problems also
appear in detailed comparisons. In northern midlatitudes and in the subtropics, the
HALOE measurements are generally in good agreement with the model's monthly mean
methane concentrations, and some, but not all specific features of the interannual
variability are captured by the model (e.g., Figure 5.9). At southern midlatitudes
however, the vertical gradient is too smooth, and the model does not capture the
annual shifts in methane concentrations in the mid-stratosphere (again, because of
the weak gradients at the top of the midlatitude shoulder).

Water vapor

Given the realistic methane concentrations in most of the stratosphere, the
model also simulates an accurate chemical source for water vapor. However, middle
atmospheric water vapor concentrations also depend on the seasonal water vapor cycle
in the air that enters the stratosphere. The general pattern of the upward propagation
of this seasonal cycle, the tropical tape recorder [Mote et al., 1996], is well modeled,
as shown in Plate 5.7 (page 93).

4-year nudged GCM simulation
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The model also generates realistic stratospheric water vapor distributions,
although it fails to capture several important details in the lower stratosphere. This
can be seen in Plate 5.8 (page 93), which shows the same model-HALOE comparisons
as in Plate 5.6 (zonal mean, latitude-altitude) and Plate 5.4 (longitude-altitude), but
now for water vapor. The model does not simulate the lowest concentrations in the
lower equatorial stratosphere, and fails to show the minimum of the previous year
around 24 hPa, which is clearly visible in HALOE data. In midlatitudes, the vertical
gradient above the water vapor minimum in the lower stratosphere is too weak, while
concentrations in the lowermost stratosphere too high. At the poles, a similar transport
problem appears as in methane, with substantially too high water vapor in the lower-
most stratosphere. On 3 November 2000, the overall shape of the vortex feature and the
location of minima and maxima are well modeled, but the model simulates a too high
tropopause and fails to capture the deepest minima in the lower stratosphere. In
midlatitude air, the same smoothed vertical gradient appears as in methane.

5.6 Discussion

We found that MA-ECHAM5 with nudging up to 113 hPa simulates many aspects of the
large-scale circulation in the middle atmosphere, including its seasonal and interannual
variability. However, specific aspects of polar winters, particularly the timing of
sudden stratospheric warmings in the Northern Hemisphere, are not always realistically
simulated. This is may be related to the model's relatively coarse vertical resolution,
which is known to be insufficient to reproduce certain aspects of wave-driven dynamics
(including the QBO).

MA-ECHAMS5 generally simulates realistic temperatures, including the temperature
minima in the Antarctic winter. A few biases remain, including a cold bias throughout
the lower stratosphere (consistent with, e.g., the model intercomparison by Pawson et
al. [2000]). Sensitivity runs without tropospheric nudging (but with correct sea surface
temperatures and the QBO forcing) showed that the tropospheric nudging is not for the
cause of these biases in the model, and it does not create other ones. This finding
confirms that our nudging settings and normal mode filtering prevent the nudging
from generating spurious gravity waves that might affect middle atmospheric dynamics.
Instead, a more likely cause might be the weak hygropause (see Plate 5.8). Yet another
area where further model improvements could be made, is the model's gravity wave
drag parameterization. Although the current parameterization works well to simulate
the temperature at the winter poles, it unrealistically prescribes a constant wave
spectrum. It would desirable to vary the spectrum in space and time to better
represent the meteorological disturbances that create these waves. This should
include at least the seasonal and geographical variability. Unfortunately, the limited
observations of gravity wave spectra make it difficult to establish such data sets
[Fritts and Alexander, 2003].

The tracer distributions are generally realistic except for too weak gradients at
midlatitudes, and, particularly, a too high tropopause and too weak vertical gradient in
the polar lower stratosphere, which also results in an underestimate of descent rates in
the polar vortex. Similar problems with tracer descent in the vortex were identified in



CTM studies (which were are not affected by the GCM's tropopause bias). For instance, 77
Plumb et al. [2002] identified excessive horizontal mixing inside the vortex and
between vortex and extra-vortex air in CTM studies for the 1999/2000 winter. In an
analysis that separated horizontal and vertical tracer exchange, Considine et al. [2003]
found that their CTM exhibited compensating errors; too vigorous descent in the
meteorological input data was counterbalanced by an overestimate of horizontal
mixing. Using the TM5 zoom model, Bregman et al. [manuscript in preparation] show
that the problems with tracer descent in the 1999/2000 Arctic vortex that were identi-
fied by Van den Broek et al. [2003] were partly related to the reduced grid employed
in earlier versions of that CTM (a problem that does not apply to MA-ECHAM). However,
they also showed that substantially better results were achieved with the second order
advection scheme developed by Prather [1986] than with the more diffuse Slopes
advection scheme [Russell and Lerner, 1981], and that a similar improvement could

be achieved with substantially higher horizontal resolution (1x1 instead of 2x3 degrees).
Unfortunately, both solutions (either the second order advection or the higher resolution)
come at a high price in terms of computing resources.

In our simulations, we also obtained a slight improvement in runs at higher
hori-zontal resolution (T63 instead of T42). If horizontal mixing would be the primary
cause of the overly high methane in the lower vortex however, we would also have
expected a more diffusive tracer advection scheme to perform worse than the current
FFSL scheme, which appeared to be not the case. Instead, sensitivity tests with the
more diffuse semi-Lagrangian transport scheme yielded better results in the lower
vortex, although the best results were achieved with the SPITFIRE advection scheme,
which is least diffusive of the three. We note however, that the SPITFIRE scheme fails
to reproduce fast enough upward transport at the equator [as noted by Steil et al.,
2003] while the semi-Lagrangian scheme does not capture sharp gradients, for instance
at the subtropical barrier and at edge of the vortex, so that all three schemes have
significant drawbacks. In addition, even the (least diffusive) SPITFIRE scheme still
overestimates methane in the lower stratospheric polar vortex. We suspect that the
vertical resolution may be an important factor, not the least because a higher vertical
resolution would likely also result in a lower tropopause (as in the runs by Roeckner et
al. [2004] with the standard ECHAM5 up to 10 hPa). Hence, it would be interesting to
repeat the simulations with the MA-ECHAMS5 version with higher vertical resolution
employed by Giorgetta et al. [2002], which reproduces a QBO without assimilation,
and should also performs better in simulating wave phenomena in polar winters.
Bregman et al. [manuscript in preparation] found that in their CTM runs (at high
horizontal resolution), the vertical resolution did not have much influence on tracer
transport below 10 hPa. We emphasize however, that regardless of the model resolution,
CTM winds are taken from the high-resolution ECMWF analyses. In the case of our
MA-ECHAMS runs, the vertical resolution also affects the model dynamics, including
the location of the tropopause.

Finally, we note that the advection in ECHAM5 suffers from a mass imbalance,
caused by a mismatch between the mass fluxes and surface pressure tendencies (which
are calculated independently), and the transformation of spectral divergence, vorticity
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and surface pressure to three-dimensional winds for trace gas advection at the
Gaussian grid [see Jockel et al., 2001; Bregman et al., 2003]. Sensitivity tests with an
iterative correction of this mismatch showed that this is not primary cause of the
transport problems in the polar lower stratosphere (although it did create significant
changes at some other locations in the stratosphere). Ideally, GCMs should provide a
consistent representation of dynamics and transport on one grid. Yet another way to
improve stratospheric transport would be to employ an isentropic vertical coordinate
system [Mahowald et al., 2002], but this would require equally dramatic model chan-
ges, unsuited for coupled stratosphere-troposphere simulations.

5.7 Conclusions

We have performed a multi-year integration with the MA-ECHAM5 middle atmosphere
GCM, while nudging the dynamics in the free troposphere (below 113 hPa) towards
ECMWF analyses. In addition, we force a realistic QBO by assimilation of equatorial
zonal wind observations. We show that this model setup allows simulations of many
synoptic features of the middle atmospheric dynamics. In Antarctic winters, the model
generally reproduces the observed stratospheric meteorology very closely. In the Arctic
region, however, the model does not always capture the timing and evolution of sudden
stratospheric warmings. We nevertheless conclude that this setup provides good oppor-
tunities for further studies with coupled-climate simulations of the middle atmosphere,
for instance for the period covered by the ERA-40 reanalysis, but that comparisons
with measurements on individual days in the Arctic must be interpreted with care.

Comparing the modeled temperatures to those in the ECMWF analyses, we found
that the model exhibits a slight cold bias in the lower stratosphere, particularly at
midlatitudes, and at the poles during summer. Arctic and Antarctic winter temperatures
are simulated very well, including the extent of low temperatures needed for the
formation of PSCs. A warm bias in polar spring will likely be reduced in simulations
with coupled chemistry instead of the current ozone climatology.

Stratospheric methane and water vapor concentrations generally compare well
to HALOE observations, except in the equatorial lower stratosphere, where the water
vapor minimum is not well simulated, and in the polar lower stratosphere, where the
model simulates a too high tropopause and too weak vertical gradients. The latter
transport problem may provide limitations for coupled chemistry-climate studies of
polar ozone loss. The choice of the advection scheme and the horizontal resolution
both play a role, but the problem will probably be reduced most effectively by enhancing
the vertical resolution. Such a higher resolution could also produce an explicit QBO
(i.e. without QBO nudging) and might improve the simulation of dynamic troposphere-
stratosphere coupling in the Arctic.

At the current vertical resolution, we find that the assimilation of observed
stratospheric equatorial zonal winds to force a realistic QBO improves our results: it
not only results in a better match of equatorial winds and temperatures with the
ECMWF analyses, but also helps to simulate QBO-like features in the global tracer
fields, and improves the temperature fields at the poles. However, the extent of the
QBO nudging domain should be chosen carefully to avoid suppressing the subtropical
annual cycle in winds and temperatures.
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Plate 3.1: Latitude versus pressure zonal mean cross-sections of MA-ECHAM4 CH, and HF fields on

1 September (initialization), 1 December and 1 March.
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Plate 4.1: CH, mixing ratio (ppmv) at 10 hPa, on 20 (left) and 24 (right) September 2002
at 12:00 UTC, for Run10 (top) and Run100 (bottom).
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Plate 4.2: CH, mixing ratio (ppmv) at 10 hPa, on 26 September at 12:00 UTC, for run F18 (left) and
F19 (right) (forecast runs started from Run100 on 18 and 19 September 00:00 UTC, respectively).
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Plate 5.1: Time series of temperatures (K) at the North Pole during March 2000 in ECMWF analyses
(top) and simulated by MA-ECHAM5 (bottom).
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Plate 5.2: Time series of temperatures (K) at the North Pole during December 2001 in ECMWF
analyses (top) and simulated by MA-ECHAM5 (bottom).
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Plate 5.3: Time series of temperatures (K) at the South Pole during September 2002 in ECMWF
analyses (top) and simulated by MA-ECHAM5 (bottom).
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Plate 5.4: CH, mixing ratios (ppmv) on 3 November 2000 at 74°S, simulated by MA-ECHAM5 (top)
and observed by HALOE (bottom).
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Plate 5.5: CH, mixing ratios (ppmv) on 20 February 2000 at 56°N, simulated by MA-ECHAM5 (top)
and observed by HALOE (bottom).

- 2.0
©
o
=
o
@ 15
(%]
o
o
]
1.0
T
o
=
o
2 0.5
n
)
o
]
0.0

-60 -30 0 30 60
latitude

Plate 5.6: Zonal mean CH, mixing ratios (ppmv) on 23 August 2000, simulated by MA-ECHAM5
(top) and observed by HALOE (bottom).
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Plate 5.7: Time series of zonal mean monthly mean equatorial concentrations of water (top) and
total water (2¢CH, + H,0, bottom) (ppmv).
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Plate 5.8: H,0 mixing ratios (ppmv); on 23 August 2000 (zonal mean left), and on 3 November
2000 (at 74°S, right), simulated by MA-ECHAM5 (top) and observed by HALOE (bottom).
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Chapter 6

6.1 Summary of key findings
This thesis applies a middle atmosphere GCM (MA-ECHAM5) to study the dynamical
coupling between the stratosphere and troposphere, including implications for tracer
transports. We have applied a simple data assimilation method, Newtonian relaxation,
to simulate realistic synoptical conditions: by nudging the MA-ECHAM5 meteorology
slightly towards ECMWF analyses, we simulated specific atmospheric processes during
particular episodes. This enabled application of the model in the interpretation of
instantaneous measurements, e.g. from satellites, and to use such measurements for
model validation (on much shorter timescales than in the usual statistical validation
of GCMs based on free-running climate simulations).

We found that the nudging requires careful interpolation of the meteorological
data used for the assimilation, and proper choice of nudging parameters. The best
results were obtained when the nudging data were first projected onto the model's
normal modes, so that (spurious) fast components could be filtered out before the
nudging tendencies were applied to the model. With these settings, the nudging not
only provided good results when applied throughout the atmosphere (as for the
1999/2000 Arctic winter in Chapter 3), but it also allowed nudging of the model in
the free troposphere only. In that case (as in Chapter 4 and 5), the model's middle
atmosphere is left free to calculate its own dynamics, with only the tropospheric wave
forcing as an external driver. With only tropospheric nudging, the model realistically
reproduced many aspects of the instantaneous stratospheric meteorology, such as the
unusually early breakup of the 2002 Antarctic ozone hole. These results were also
promising for the model's representation of the dynamic coupling between the tropo-
sphere and the stratosphere. Applying the "tropospheric nudging" setup in a four-year
simulation, we have performed detailed comparisons of modeled stratospheric temperatures
with ECMWF analyses, and of methane and water vapor fields with HALOE measurements.
Such comparisons provided detailed insight into the model's performance in the current
climate, which helps to improve the model and to assess its strengths and weaknesses
for simulations of past and future climates.

6.2 Opportunities for improvement of MA-ECHAM5

The simulations with the nudged MA-ECHAM model, and in particular the long integra-
tion described in Chapter 5, showed that the model generally simulates stratospheric
temperatures accurately (including the temperature minima at the winter poles), and
realistically reproduces methane and water vapor distributions. Despite this general
agreement, the model fails to capture some specific details of the tracer fields, and
exhibits a few minor temperature biases, most of which depend upon the geographical
location and the season. Some of these deficiencies may substantially affect coupled
chemistry-climate simulations. The next paragraphs discuss a few elements of
MA-ECHAM5 that could be improved to enhance the model performance and make it
(even) more suitable for realistic climate and coupled chemistry-climate simulations.

Gravity wave spectrum

MA-ECHAMS5's gravity wave drag parameterization currently employs a uniform
gravity wave spectrum. While this parameterization provides fairly realistic temperatures
at the winter poles, it is known that the gravity wave spectrum varies considerably in



space and time. The introduction of spatial and temporal variations in the source 97
spectrum would be an obvious way to improve middle atmosphere GCMs, including the
representation of the seasonal cycle [Manzini and McFarlane, 1998]. Ideally, some of
the variability of the gravity wave spectrum would be induced by the simulated meteo-
rological disturbances in the troposphere. In that case, altered tropospheric conditions
in a changing climate would also feed back on the gravity wave spectrum and thus on
the middle atmospheric dynamics. A key bottleneck is the lack of adequate climatolo-
gical observations of gravity waves [Fritts and Alexander, 2003]. In practice, a modified
parameterization would have to rely primarily on theoretical considerations and model
experimentation. In such a tuning process, there is a risk that a parameterization with
more degrees of freedom will be used to mask other model errors, rather than providing
a more physically realistic simulation.

Vertical resolution and wave coupling

As shown in Chapters 4 and 5, the standard MA-ECHAM5 (with 39 vertical levels
up to 0.01 hPa) successfully simulates many aspects of the dynamic coupling between
the lower and the middle atmosphere. For instance, dramatic and unusual stratospheric
events, such as the 2002 Antarctic vortex split, are well reproduced on the basis of
the synoptic forcing below 113 hPa. However, we also found that sudden stratospheric
warmings in the Arctic do not always occur as in the analyses. To some degree, this
might simply be a manifestation of the internal degrees of freedom in the middle
atmospheric dynamics. On the other hand, we know that tropospheric disturbances
often play a large role in the occurrence of these phenomena (as in the Antarctic in
September 2002). More in general, we know that MA-ECHAM5's vertical resolution is
insufficient to simulate certain aspects of stratospheric dynamics driven by tropospheric
waves, in particular the QBO. Giorgetta et al. [2002] showed that this deficiency could
be removed by doubling the model's vertical resolution. While that is by itself an
attractive prospect (which would take away the need for the QBO nudging employed
in Chapter 5), it could well be that such a high-vertical-resolution model would also
provide improved simulations of the wave phenomena in the Arctic, and thus enhance
the performance of the nudging in the troposphere only. Furthermore, we note that in
experiments with the standard ECHAM5 (up to 10 hPa), Roeckner et al. [2004] showed
that a higher vertical resolution improved the representation of the polar tropopause
altitude, which would reduce some of the transport problems we encountered in that
region.

Advection scheme

In Chapter 5, we found that the choice of advection scheme substantially affects
stratospheric tracer distributions, with potentially important impacts on stratospheric
chemistry simulations (such as the downward transport of reactive chlorine in the
polar vortex). The semi-Lagrangian advection scheme employed in Chapter 3 is generally
too diffusive for successful application in the middle atmosphere. The Lin and Rood
[1996] flux-form semi-Lagrangian (FFSL) scheme used in ECHAM5 is much less diffusive,
but performs even worse in the polar lower stratosphere. The SPITFIRE advection scheme
employed in MA-ECHAM4 by [Steil et al., 2003] is the least diffuse of these three, but
fails to simulate the correct upward transport in the equatorial region. Using the same
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diagnostics applied in Chapter 3 (and in Van den Broek et al. [2003]), Bregman et al.
[manuscript in preparation] found that long-lived tracer concentrations simulated by
a chemistry-transport model (CTM) for the 1999/2000 winter improved substantially
when the horizontal resolution was increased from 2x3 to 1x1 degrees, or when a much
less diffusive second-order advection scheme [Prather, 1986] was introduced (both at
high cost in terms of computing time). They found little improvement in the lower
stratosphere when the vertical resolution was doubled. However, it should be noted
that this applies to a CTM which relies on high-resolution dynamics from the ECMWF,
while MA-ECHAM's dynamics might benefit from a higher resolution (as argued above).
We conclude that further work is needed to identify the optimal advection scheme as
well as horizontal and vertical resolution for different types of problems, taking into
account the cost in computing time.

The model's advection also exhibits a few fundamental weaknesses related to the
structure of the model: the mismatch between the surface pressure tendencies and the
advection of mass, as well as the translation of spectral winds (divergence and vorticity)
to the tracer advection calculations on the Gaussian grid (and particularly the calcula-
tion of the vertical fluxes). While a sensitivity test in Chapter 5 seemed to identify
that they did not explain the transport problems in the polar winter lower stratosphere,
they do affect stratospheric tracer transport. These structural weaknesses could only
be resolved by a complete reformulation of the entire ECHAM model.

6.3 Prospects for further applications of the nudging technique

Coupled chemistry simulations

Some of the key research questions regarding the evolution of the middle
atmosphere involve an intimate coupling between dynamics, chemistry and radiation.
Such problems can only be studied with fully coupled chemistry-climate models. The
MA-ECHAM5 model provides good opportunities for such simulations, in particular with
the Modular Earth Submodel System (MESSy) and the Module Efficiently Calculating
the Chemistry of the Atmosphere (MECCA), which have just been developed at the
Max Planck Institute for Chemistry in Mainz [see http://www.messy-interface.org,
Sander and Kerkweg, 2004; Jockel et al., 2004].

The use of the nudging technique provides good prospects for the application
of the coupled model in the interpretation of data from measurement campaigns (such
as the SOLVE/THESEO observations in the 1999/2000 winter) and during particular
episodes observed by satellites (such as the unusual evolution of the 2002 Antarctic
vortex). Such detailed comparisons will also help evaluate the strengths and weaknesses
of the model system, which will guide further model improvements and help to interpret
free-running climate simulations.

Use of analysis increments

The nudging technique described in this thesis is primarily a tool to force the
model to represent the actual meteorology. The nudging tendencies are kept as small
as possible, so that we are really evaluating the model performance, rather than the
quality of the analyzed meteorological data. A further option is to use these nudging
tendencies as a diagnostic: if the ECMWF analyses would be a perfect representation



of the state of the atmosphere, the nudging tendencies are a measure of the model 99
errors. A systematic inventory of effects of changes in several model parameterizations
on these tendencies can help to focus model development.

The potential use of analysis increments to detect forcings that are not represented
by the assimilating model was first shown by Alpert et al. [1998], who detected lower
tropospheric dust over the eastern Atlantic. Andersen et al. [2001] applied the same
technique to the 30 hPa temperatures in the ERA-15 reanalysis to estimate the stra-
tospheric radiative heating rates from large volcanic eruptions (EL Chichén in 1982
and Pinatubo in 1991). The same technique can also be applied in the ECHAM model,
using the nudging tendencies as a measure for the model error. Such an assessment of
nudging tendencies from a re-assimilation of analyzed data into a GCM may even be
superior to the evaluation of analysis increments in the original assimilation, which
can be affected by geostrophic adjustment problems [Andersen et al., 2001]. In addition,
GCM experiments open the possibility to perform sensitivity studies, aiming to reduce
the nudging tendencies (and thus the model biases) by adding additional parameteri-
zations or updating existing ones. Machenhauer and Kirchner [2000] discussed the use
of such a Systematic Initial Tendency Error (SITE) diagnosis in ECHAM4. In fact, the
slow-normal mode filtering applied in Chapters 4 and 5 of this thesis was developed
for the purpose of such analyses, whereby it is crucial that the model does not generate
spurious tendencies in response to the nudging.

This technique has not yet been applied in middle atmosphere GCMs, including
MA-ECHAMS. In particular, it could be a very interesting and useful tool to asses the
importance of radiative-dynamical feedbacks in coupled-chemistry model versions, and
to examine whether the chemical coupling helps to reduce nudging tendencies in areas
that are affected by such couplings. The interpretation of such diagnostics is compli-
cated by the poorer quality of the ECMWF analyses in the stratosphere than in the
troposphere. Given that the radiative feedback occurs through the temperature field,
the analysis could focus primarily on ECMWF temperature fields up to 10 hPa, which
have been shown to be fairly reliable. A useful setup might be full nudging up to
100 hPa, with temperature nudging, providing the increments, up to 10 hPa.

6.4 Epilogue
At the early stages of thesis, the current results were meant to be an intermediate
step, while the core of this thesis would consist of some of the simulations proposed
for future work. Instead, we have focused our efforts on the development and applica-
tion of the nudging technique, including the optimization of nudging settings, a
better interpolation scheme for the nudging data and subsequent normal mode filtering.
We found that the use of nudging only in the troposphere provided great opportunities,
and applied that setup for detailed model validations of transport and temperatures,
both critical for coupled chemistry-climate simulations. In that process, we also
introduced the QBO-nudging, which significantly improves stratospheric temperature
and transport simulations.

At the time of writing, several unique opportunities present themselves.
MA-ECHAMS5 has officially been released, and the MESSy submodel system, including
the MECCA chemistry package, have just become available. Together with the nudging
technique discussed in this thesis, this model system provides a highly advanced tool
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for coupled chemistry simulations of past, current and future climates, as well as
simulations of particular episodes.

In addition, the ECMWF has just finished the ERA-40 reanalysis, which covers
the period from mid-1957 to 2001 at high vertical and horizontal resolution (60 levels
up to 0.1 hPa, at T159 triangular truncation). While changes in observations being
assimilated (particularly satellite data) may cause some shifts over time, ERA-40 still
provides a uniquely consistent meteorological dataset. This offers great opportunities
for nudged coupled chemistry-climate simulations with changing emissions. When only
the troposphere is nudged, the stratospheric ERA-40 data can be used to validate the
model's representation of middle atmospheric dynamics. When we nudge up to, e.g.,
10 hPa, the nudging tendencies in the lower stratosphere can be used as a diagnostic
of model errors and can be used to improve specific parameterizations.

Moreover, new satellite data, such as those from the SCTAMACHY and MIPAS
instruments onboard the European ENVISAT satellite, are becoming available, and
will shed new light on processes that control the composition and chemistry of the
atmosphere. The (partially) nudged MA-ECHAM5 model with coupled chemistry will
provide an excellent tool to interpret these measurements. In turn, these measure-
ments can be used to assess MA-ECHAMS5's performance, which will trigger further
model improvements and enhance our insight in how the model will perform in
free-running climate simulations.

We are confident that there are exciting times ahead, and that the tools and
analyses presented in this thesis will be of good use in future research.
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Nederlandse samenvatting

This Dutch summary is aimed at a general audience. Specialists are referred to the
scientific summary at the beginning of this thesis, the abstracts of chapters 3, 4, and 5,
and the concluding chapter 6.

Twee mondiale milieuproblemen

Het onderzoek in dit proefschrift speelt zich af tegen de achtergrond van twee grote
mondiale milieuproblemen. Het eerste is klimaatverandering ten gevolge van de uitstoot
van broeikasgassen, die vooral vrijkomen bij de verbranding van fossiele brandstoffen.
De toenemende concentratie broeikasgassen veroorzaakt een gestage opwarming van de
troposfeer (de onderste 10 kilometer van de atmosfeer, waar ons weer zich afspeelt).

De stratosfeer daarentegen (van zo'n 10 tot 50 kilometer hoogte) koelt juist af.

Het tweede mondiale milieuprobleem is de aantasting van de ozonlaag, veroorzaakt door
de uitstoot van CFKs, die onder meer werden gebruikt als drijfgas in spuitbussen en als
koelvloeistof in koelkasten en airconditioners. De ozonmoleculen in de stratosfeer die de
ozonlaag vormen filteren niet alleen het schadelijke UV-licht uit de zonnestraling, maar
spelen ook een belangrijke rol in de structuur van de atmosfeer. Ze kunnen bijzonder
efficiént worden vernietigd door de chlooratomen uit de CFKs. Die ozonafbraak is het
sterkst in het voorjaar boven de Zuidpool, waardoor het zogenaamde "ozongat" ontstaat.

De hoeveelheid broeikasgassen zal de komende jaren blijven toenemen, zelfs ondanks
de recente ratificatie van het Kyoto Protocol. Er staat ons dus nog meer klimaatveran-
dering te wachten. Voor de ozonlaag is het beeld positiever: de internationale afspraken
in het Montreal Protocol hebben ervoor gezorgd dat er vrijwel geen CFKs meer worden
geproduceerd. Toch weten we nog niet hoe snel de ozonlaag zich zal herstellen. De
afkoeling van de stratosfeer ten gevolge van de toenemende concentraties broeikas-
gassen beinvloedt namelijk ook de ozonafbraak: op de meeste plekken wordt de ozon-
afbraak vertraagd, maar boven de polen kan hij juist verergeren. Dat wordt veroorzaakt
doordat zich alleen bij extreem lage temperaturen (zo'n -80°C) een speciaal soort
wolken kan vormen (zogenaamde Polar Stratospheric Clouds, PSCs), die een belangrijke
rol spelen bij de bijzonder effectieve ozonafbraak boven de polen. Vooral boven de
Noordpool, waar het meestal niet zo koud is als boven de Zuidpool, kan een kleine
temperatuurafname een groot effect hebben op de hoeveelheid PSCs en dus op de
ozonafbraak. In de afgelopen jaren is er boven de Noordpool inderdaad een aantal
keer ongebruikelijk sterke ozonafbraak waargenomen. De hoeveelheid ozon bepaalt
mede de temperatuur in de stratosfeer. Temperatuurveranderingen beinvloeden op hun
beurt weer de winden, waardoor ook het transport van stoffen die een rol spelen bij
de ozonafbraak verandert. Bovendien hebben veranderingen in het weer aan het



aardoppervlak gevolgen voor de temperatuur en de winden op grotere hoogte. Zo
ontstaat een ingewikkeld samenspel van factoren die gezamenlijk bepalen hoe ons
toekomstige klimaat er uit zal zien.

Klimaatmodellen

Om dat samenspel te begrijpen gebruiken we grote computermodellen die alle belang-
rijke processen in de atmosfeer beschrijven. Met krachtige computers kunnen we zo
narekenen wat er in de atmosfeer gebeurt, en ook proberen te voorspellen wat de
toekomst ons zal brengen. In dit proefschrift gebruiken we een speciale versie van zo'n
klimaatmodel. Ons model (MA-ECHAM) reikt veel hoger dan "gewone" klimaatmodellen
(tot zo'n 80 kilometer hoogte), en is dus bijzonder geschikt voor simulaties van de
stratosfeer. Bovendien is het mogelijk om ook de atmosferische chemie te laten door-
rekenen, om zo de wederzijse interactie tussen klimaatverandering en ozonafbraak te
simuleren.

Het mooie van computermodellen is dat we zelf allerlei variabelen kunnen aanpassen
om vervolgens te kijken wat er met het klimaat gebeurt. Zo kunnen we de computer
bijvoorbeeld laten doorrekenen wat er zou gebeuren wanneer de hoeveelheid broeikas-
gassen zou verdubbelen (een experiment dat in de echte atmosfeer nog even op zich
laat wachten). Om vertrouwen te kunnen hebben in zulke projecties van toekomstige
omstandigheden laten we de computer eerst een berekening maken van het huidige
klimaat, en kijken dan of de computer min of meer reproduceert wat er nu in de echte
atmosfeer gemeten wordt. Alleen als het klimaatmodel goed in staat is om het huidige
klimaat te simuleren kunnen we er vertrouwen in hebben dat we het ook kunnen
gebruiken voor studies naar wat er in de toekomst zal gebeuren.

Het lastige is alleen dat berekeningen in het klimaatmodel zich echt zo gedragen als
de atmosfeer zelf, en dus ook hun eigen weer genereren. Als we het computermodel
een aantal jaar het weer laten doorrekenen weten we vantevoren wel min of meer wat
de gemiddelde temperatuur in juni zal zijn, maar niet hoe warm het precies zal zijn

op 22 mei 1973, of hoeveel regen er die dag zal vallen. Om klimaatmodellen te testen
kunnen we dus ook alleen gemiddeldes uit het model vergelijken met gemiddeldes van
metingen in de echte atmosfeer, liefst over een zo lang mogelijke periode, bijvoorbeeld
30 jaar. Voor veel aspecten van het klimaat waar we veel metingen van hebben, zoals
de temperatuur en de regenval, is dat niet zo'n groot probleem. Maar voor chemische
processen in de stratosfeer ligt dat anders. Ten eerste hebben we maar een beperkte
hoeveelheid metingen (hoewel satellieten daar wel verandering in beginnen te brengen).
Maar bovendien is de samenstelling van de atmosfeer de afgelopen 30 jaar zo snel
veranderd (door de klimaatverandering ten gevolge van de toename van broeikasgassen,
maar vooral ook door de stratosferische ozonafbraak) dat er geen typerend gemiddelde
kan worden genomen.

Dat probleem is alleen te ondervangen als we ervoor kunnen zorgen dat het klimaat-
model min of meer het "echte" weer simuleert, zoals dat op een bepaalde dag ook in
werkelijkheid heeft plaatsgevonden. Omdat het model dat niet uit zichzelf doet moeten
we het een heel klein beetje bijsturen. In dit proefschrift is daarom een zogenaamde
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"nudging" techniek toegepast, waarbij de temperatuur en de winden in het klimaat-
model steeds een heel klein beetje richting de waarnemingen van het echte weer worden
gestuurd. Dankzij die nudging blijft het model, grotendeels door middel van zijn eigen
berekeningen, steeds de waargenomen atmosferische omstandigheden volgen. Daarmee
wordt het dus mogelijk om modelsimulaties te vergelijken met afzonderlijke metingen uit
de echte atmosfeer. Het klimaatmodel is daarmee ook breder bruikbaar geworden. Het
kan niet alleen toegepast worden om scenarios voor het toekomstige klimaat door te
rekenen, maar ook om afzonderlijke episodes uit het verleden te simuleren waarvan we
goede waarnemingen hebben, om zo hypotheses over processen in de atmosfeer te testen.

Nudging MA-ECHAM: de 1999/2000 Arctische winter

Zo'n nudging techniek was al wel toegepast voor onderzoek in de troposfeer, maar nog
niet eerder in een midden-atmosfeer klimaatmodel zoals MA-ECHAM. Dat kwam onder
meer omdat de nudging gebruik maakt van gegevens uit de weervoorspellingsmodellen
van het European Centre for Medium-Range Weather Forecasts (ECMWF), dat op zijn
beurt voortdurend allerlei atmosferische waarnemingen gebruikt. Pas sinds 1999 heeft
het ECMWF een weersvoorspellingsmodel dat tot hoog genoeg in de atmosfeer reikt om
een midden-atmosfeer klimaatmodel van nudging gegevens te voorzien. In hoofdstuk 3
van dit proefschrift beschrijven we het eerste experiment met het nudgen van ons
MA-ECHAM midden-atmosfeer klimaatmodel, en laten zien dat ons model in combinatie
met de nudging techniek goed in staat is om de bijzonder koude winter van 1999/2000
te simuleren. Om te beoordelen hoe goed het model de werkelijkheid volgt maken we
gebruik van ballon- en satellietwaarnemingen van verschillende chemische stoffen die
in zeer lage concentraties in de lucht aanwezig zijn. Sommige van die stoffen, zoals
methaan (CH,), worden geproduceerd aan het aardoppervlak en afgebroken op grote
hoogte. Andere stoffen, zoals waterstoffluoride (HF), onstaan juist op grote hoogte en
verdwijnen zodra ze lager in de atmosfeer terecht komen, bijvoorbeeld doordat ze uit-
regenen in de troposfeer (waar, in tegenstelling tot de stratosfeer, regelmatig wolken
en regen voorkomen). Uit vergelijkingen tussen modelwaarden en metingen blijkt dat
het model goed in staat is om specifieke aspecten van de werkelijke stratosferische
circulatie te simuleren, waaronder details van de bijzondere meteorologie boven de
Noordpool. Tegelijkertijd laat het grootschalig neerwaarts transport van chemische
stoffen in de loop van de polaire winter nog wel wat te wensen over, vermoedelijk
doordat het model de menging tussen verschillende luchtregimes overschat.

Uiteraard is het van belang om de nudging zo subtiel mogelijk te laten zijn. Idealiter
vormt het model een perfecte weergave van de werkelijke atmosfeer, en doet de nudging
niets anders dan te voorkomen dat het chaotische karakter van het weer het model en
de werkelijkheid uiteen laat lopen. In de praktijk is het model natuurlijk maar een
grove benadering van de echte atmosfeer, en bestaat het risico dat de nudging model-
fouten maskeert (als de nudging het model systematisch corrigeert waar het geneigd
is om een verkeerde uitkomst te genereren) of zelfs nieuwe problemen introduceert
(een reactie van het model op kleine inconsistenties tussen de waarnemingen en wat
het model op dat moment zelf uitrekent). Om dat laatste te voorkomen hebben we een
geavanceerde methode gebruikt om de ECMWF metingen geschikt te maken voor de
nudging in ons model, en hebben we zo subtiel mogelijke nudging instellingen gebruikt.



In hoofdstuk 4 en 5 hebben we bovendien nog een zogenaamde "normal mode 121
filtering" toegepast, om zo nog beter te voorkomen dat de nudging zelf ongewenste
neveneffecten genereert.

Nudging van alleen de troposfeer: de Antarctische winter van 2002
In hoofdstuk 4 gebruiken we de nudging techniek opnieuw, maar nu passen we de bij-
sturing alleen toe in het onderste deel van de atmosfeer (de vrije troposfeer), zodat
het model op grotere hoogte helemaal vrij gelaten wordt. Net als in hoofdstuk 3 zorgt
de subtiele bijsturing ervoor dat het model het echte weer blijft volgen, niet alleen op
de lagere hoogtes waar we bijsturen, maar ook in hogere delen van de atmosfeer. In
het bijzonder hebben we gekeken naar de Antarctische winter van 2002, die zich heel
ongebruikelijk ontwikkelde. Normaal gesproken is de meteorologie boven de Zuidpool
gedurende de hele poolwinter uiterst stabiel, met in de stratosfeer een enorme geiso-
leerde koude draaiende luchtbel over de hele pool (de polaire vortex), die pas opbreekt
in november of december, als het zonlicht weer terug is en de koude lucht weer wat
heeft kunnen opwarmen. In 2002 verliep de winter heel anders. In september brak de
vortex uiteen in twee stukken, en warmde de stratofeer enorm snel op, iets wat nooit
eerder zo vroeg in het Antarctische voorjaar was waargenomen. Het model bleek dit
ongebruikelijke fenomeen uitstekend te reproduceren.

Hieruit zijn twee conclusies te trekken. Ten eerste bevestigen onze simulaties dat het
weer in de troposfeer in hoge mate bepalend is voor de circulatie in de stratosfeer, en
in het bijzonder laten ze zien dat de vortex opbreking in 2002 (die op zijn sterkst
was rond 30 kilometer hoogte) veroorzaakt is door processen in de troposfeer. Door de
nudging op verschillende momenten voor de opsplitsing uit te zetten hebben we kunnen
vaststellen dat de kritische troposferische aanleiding voor de opsplitsing ongeveer een
week eerder heeft plaatsgevonden. Ten tweede geeft het feit dat de opsplitsing goed
wordt gesimuleerd aan dat het model uitstekend in staat is om de interactie tussen

de troposfeer en de stratosfeer te simuleren, wat ook weer van belang is voor het
vertrouwen dat we hebben in modelberekeningen van het toekomstige klimaat.

Temperatuur en transport in een langere simulatie
In hoofdstuk 5 passen we de nudging techniek opnieuw alleen toe in de vrije tropo-
sfeer, maar nu in een langere simulatie van ruim vier jaar. Vervolgens vergelijken we de
temperaturen en methaanconcentraties die het model uitrekent met metingen. Opnieuw
blijkt dat MA-ECHAM over het algemeen redelijk in staat is om de werkelijke omstan-
digheden te simuleren als alleen de vrije troposfeer genudgd wordt. Bovendien blijken
de temperaturen die het model in de stratosfeer uitrekent vooral boven de pool goed
te kloppen, wat van groot belang is voor een juiste simulatie van Polar Stratospheric
Clouds en de chemische processen die leiden tot de polaire ozonafbraak. Toch zijn er
ook de nodige discrepanties. Op veel plekken in de stratosfeer (behalve boven de
polen) is het model vaak een paar graden te koud. In de tropen ontbreekt de zoge-
naamde Quasi-biennial Oscillation (QBO), een continue verandering van de stratosferische
winden. Omdat dat effect van groot belang is voor onder meer het grootschalige trans-
port van chemische stoffen, hebben we daarvoor een speciale nudging geintroduceerd,
die alleen de tropische winden in de stratosfeer beinvloedt. In Arctische winters blijkt
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het model moeite te hebben om de preciese timing en ontwikkeling van plotselinge
stratosferische opwarmingen en opbrekingen van de vortex goed te simuleren (in
tegenstelling tot de zeer bijzondere opbreking van de Antarctische vortex in september
2002, die wel goed gereproduceerd werd). Tot slot staken de transportproblemen in de
stratosfeer boven de polen in de winter, die we ook al zagen in hoofdstuk 3, ook in
deze langere simulatie de kop op.

Conclusie en vooruitblik

Deze tekortkomingen geven duidelijk aan waar er de komende jaren nog modelverbeteringen
mogelijk zijn. Maar tegelijkertijd zijn ze in verhouding tot veel andere klimaatmodellen
relatief beperkt, en blijkt uit onze simulaties dat MA-ECHAM op het moment één van de
meest geschikte modellen is om de subtiele interacties tussen de stratosferische chemie
en meteorologie en tussen de troposfeer en de stratosfeer te bestuderen. Daarbij blijkt
de nudging techniek een uitstekend hulpmiddel te zijn om het model te vergelijken met
specifieke waarnemingen van de atmosfeer, vooral tijdens bijzondere meteorologische
episodes (bijvoorbeeld in een bepaalde polaire winter). In het bijzonder kan de nudging
techniek gebruikt worden om het nieuwe gekoppelde chemie-klimaat modelsysteem
MA-ECHAM5/MESSy/MECCA te testen, als voorbereiding op steeds betrouwbaardere
simulaties van het kimaat in heden, verleden en toekomst.
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