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Introduction

T he ab initio quantitative theory of multicom-
ponent condensed systems remains an almost

hopeless problem. Moreover, a much more modest
problem—computing the thermodynamic proper-
ties of systems with arbitrary interatomic potentials
in classical approximation—has not yet been
solved. The extremely simplified models, such as
one- and two-dimensional Ising models, the Kac
model, and the Baxter model, allow precise math-
ematical investigation. We do not have any three-
dimensional exactly solved model.

The phenomenological approach to quantitative
condensed matter theory is probably the only pos-
sible way. This approach can be based on various
principles, but there are some common require-
ments to phenomenological models.

One of the most popular models of condensed
matter is the lattice model (see, e.g., Refs. [1–5])
based on the assumption that atoms are distributed
over the sites of some lattice. There are many vari-
ants of use of the lattice model and its development
for equilibrium and nonequilibrium properties of
condensed systems (mainly for solid or liquid
states).

The most essential disadvantages of the lattice
models are well known. First, we consider the as-
sumption of some lattice existing independent of
the difference of atomic sizes of its components.
This assumption is comparatively plausible if the
difference of component atomic sizes is small. As a
rule, this condition does not take place. The intro-
duction of lattice permits to take into account the
short-range part of interatomic potentials. Differ-
ence of short-range parts of components inter-
atomic potentials leads to lattice distortions and the
notion of the lattice, strictly speaking, in this case
becomes invalid.

Second, the postulate of the Fermi-like functional
form of distribution function for average occupa-
tions numbers has no theoretical justification, as
there are infinitely many functions with a range of
values [0; 1].

Finally, the interatomic potentials in lattice-like
models of condensed systems, as a rule, cannot be
described with small number of parameters, such
as interaction energy of nearest-neighbor interac-
tions. The unavoidable lattice distortions lead to
changes in interatomic distances, and short-range
parts of interatomic potentials are not slowly
changing functions.

In contrast, the phenomenological model of mul-
ticomponent condensed systems should take into
account the following essential factors:

1. Short-range interatomic repulsions: These repul-
sions are not identical for different pairs of
atoms; therefore, it is impossible to take into
account the repulsions by means of lattice
introduction (at best, the lattice model can be
considered as a method of short-range inter-
actions in the case of a one-component system
and that with some essential restriction, re-
lated in particular neglect of thermal defects).

2. Presence of local fields due to long-range parts of
interatomic potentials: These fields have an es-
sential influence on both equilibrium proper-
ties and non-equilibrium processes on the cor-
responding scales.

3. Existence of comparatively stable multi-atomic
complexes: This is manifested both in thermo-
dynamics and in kinetics as one indivisible
particle.

Moreover, in real systems, some other factors can
be essential due to the specifics of constituents and
their interactions, such as variable valent states,
chemical reactions, and external field influences
(e.g., irradiation).

This article presents a generalization of a lattice
model. The method takes into account the follow-
ing: (i) the short-range parts of interatomic poten-
tials by means of geometrical restrictions method;
(ii) the presence of internal fields due to long-range
parts of interatomic potentials by means of effective
field approximation; (iii) the existence of proper
defects such as vacancies in condensed systems;
and (iv) the existence of multi-atomic complexes in
condensed matter (in particular, with variable va-
lent states of components).

All the results are formulated on the basis of the
unified mathematical approach and the common
physical ideas. All the assumptions have clear
physical sense, good foundations, and strictly
based conditions of applicability.

Short-Range Parts of Interatomic
Potentials

This section presents the general approach that
allows us to take into account the short-range in-
teraction in the system, namely, intensive repulsion
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between atoms at small distances. Note that the
short-range repulsion in the system restricts the
densities of components, and it can be taken into
account as an appropriate geometrical condition. It
should be noted that similar geometrical conditions
(constraint equations) are widely used in classical
mechanics instead of explicit forces.

Suppose that each atom of the ith component of
the system has some proper volume �i. The intro-
duction of proper volumes leads to the condition
(restriction) on the local density ni(r) of the ith
component at an arbitrary point r in the system, i.e.,

ni�r� �
1
�i

. (1)

The above condition means that short-range
parts of interatomic potentials approximated via
the hard-core potential and the quantity �i

�1 is the
maximal value of the density of the ith component.
The quantity �ini(r) is a simply volume local frac-
tion of the ith component (the local fraction of vol-
ume occupied by the ith component). If each point
of space is occupied, then the condition can be
written in the following form

�
i�1

m

�ini�r� � 1 � 0, (2)

which, hereafter, will be termed the close packing
condition.

It should be noted that condition Eq. (2) is exces-
sively strict. In the general case, it should be re-
placed by more weak condition, namely,

�
i�1

m

�ini�r� � 1 � 0, (3)

because the short-range parts of interatomic poten-
tials are not the bilateral constraints. The natural
means of getting over this difficulty is introduction
of vacancies, i.e., “empty” portions of space (holes).
However, the hole does not take into account in
implicit form in Eq. (2), because the corresponding
generalization will be fulfilled in the following sec-
tions. In contrast, if we neglect vacancies in the
condensed system considered, then total energy
minimization should be carry out under the addi-
tional close-packing condition in Eq. (2).

Further, the next step of our description is fixa-
tion of particle numbers for each component. The
law of conservation can be written as

�
�V�

ni�r�dr � Ni � 0, (4)

where Ni is the total number of particles of the ith
component in the system.

Thus, in the absence of both chemical reactions
and thermal defects (like vacancies), any model
expressions for thermodynamic functions should
be analyzed under the additional conditions shown
in Eqs. (2) and (4).

Helmholtz Free Energy Functional
and the Long-Range Parts of
Interatomic Potentials

Consider a solution of m components whose spa-
tial distributions are given by the local particle
number densities n1(r), n2(r), . . . , nm(r). The Helm-
holtz free energy functional F for a given thermo-
dynamic system can be written in the self-consis-
tent field (SCF) approximation, taking account of
only pair interactions, as

F �
1
2 �

i, j�1

m ��
�V�

Kij�r � r��ni�r�nj�r��drdr�

� T �
i�1

m � ni�r�ln�ni�r�
n�r��dr, (5)

where the first term is the configurational part of
the free energy in the self-consistent field approxi-
mation, Kij(r � r�) is the pair interaction potential of
the ith and jth components located at points r and
r�, respectively; the second term is the entropy term
of the free energy in the regular-solutions approx-
imations; T is temperature in energy units; the in-
tegration extends over the entire volume V of the
system; and

n�r� � �
i�1

m

ni�r� (6)

is the total particle number density.
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Equilibrium distribution of components mini-
mizes the Helmholtz free energy in Eq. (5) under
the additional conditions in Eqs. (2) and (4). The
simplest way of extremum search is the Lagrange
method. The corresponding Lagrange functional
has the form

L({ni(r)}, ���r��, �i) �
1
2 �

i, j�1

m ��
�V�

Kij�r�r��

� ni�r�nj�r��drdr� 	 T �
i�1

m � ni�r�ln�ni�r�
n�r��dr

� �
i�1

m

�i��
�V�

ni�r�dr � Ni� � �
�V�

��r���
i�1

m

�ini�r�

� 1�dr, (7)

which depends on the functions ni(r), �(r) and pa-
rameters �i.

Extreme conditions have the usual form

�L
�ni�r�

� 0,

�L
��(r) � 0,

�L
��i

� 0,
(8)

where i � 1, 2, . . . , m.
Hence we find

�
T ln�ni�r�

n�r�� � �
j�1

m �
�V�

Kij�r � r��nj�r��dr�

� �i��r� � �i � 0,

�
i�1

m

�ini�r� � 1 � 0,

�
�V�

ni�r�dr � Ni � 0.

(9)

Equilibrium distributions of the components
obey this set of equations. The total number of
equations is equal to the number of unknown func-
tions and parameters and equals (2m 	 1): ni(r) are

the local densities of the components, �i are the
chemical potentials of the components, and �(r) is
a function with dimensionality of pressure. At that,
all the components are contained in the set of Eqs.
(9) in rather symmetric forms.

It should be noted that the functions Kij(r) in the
Helmholtz free energy are not “true” interatomic
potentials, as the introduction of the proper atomic
volume does not permit rapprochement of atoms at
distances of less than

aij � 
��i�
1/3 � ��j�

1/3�. (10)

This condition leads to restriction of local densi-
ties in Eq. (2). Therefore, the functions Kij(r) are the
result of some cutting of “true” interatomic poten-
tials, i.e., the long-range parts of these potentials
are:

Kij�r� � 	Wij�r�, if 
r
 	 aij,
0, otherwise, (11)

where Wij(r) is the “true” potential of interacting
between atoms of the ith and jth components.

Thus, in the generalized lattice model, the singu-
lar short-range parts of the interatomic potentials
do not give direct contribution into thermodynamic
properties of system, but they appear via proper
atomic volumes.

Vacancies in Condensed Matter

Suppose that a system contains the vacancies
with the proper volume �0 and the local density
n0(r). Then, instead of Eq. (2), the close-packing
condition has the form

�
i�0

m

�ini�r� � 1 � 0. (12)

In contrast, the Helmholtz free energy functional
Eq. (5) can be transformed into the following ex-
pression:

F �
1
2 �

i, j�1

m ��
�V�

Kij�r � r��ni�r�nj�r��drdr�

� T �
i�0

m � ni�r�ln�ni�r�
n�r��dr. (13)
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It should be noted that vacancies give the con-
tributions into the close-packing condition in Eq.
(12) and into the entropy term of the free energy
functional in Eq. (13), but not into the potential
energy term of the free energy (direct interaction of
vacancies with any components absences). Total
particle number density in Eq. (6) should be defined
as

n�r� � �
i�0

m

ni�r�. (14)

Equilibrium distributions of the system are de-
scribed by Eqs. (9) with obvious changes due to the
indicated redefinitions in Eqs. (12)–(14):

�
T ln�ni�r�

n�r�� � �
j�1

m �
�V�

Kij�r � r��nj�r��dr� � �i��r� � �i � 0, �i � 0 
 m�,

�
i�0

m

�ini�r� � 1 � 0,

�
�V�

ni�r�dr � Ni � 0, �i � 0 
 m�.

(15)

This system of equations contains all the compo-
nents (including the vacancies) in symmetric form,
but the vacancies are not the quite substantial par-
ticles. Indeed, when we calculate the chemical po-
tential of ith component (i � 0) by the formula

�i � � �F
�ni�r�

�
T,V,nj�r�

, � j � i�,

at a fixed volume of the system, we should replace
ith particles by the corresponding quantity of va-
cancies. It means that chemical potentials, defined
by Eq. (15), should be renormalized as follows:

�̃i � � �F
�ni�r�

�
T,V,nj�r�

	 � � �F
�n0�r��

�
T,V,nj�r��

��n0�r��
�ni�r�

�dr�.

Using identity

��n0�r��

�ni�r�
� � �

�i

�0
��r � r��,

we have

�̃i � �i �
�i

�0
�0 � T	 ln�ni�r�

n�r�� �
�i

�0
ln�n0�r�

n�r� ��
� �

j�1

m �
�V�

Kij�r � r��nj�r��dr�. (16)

This renormalization of chemical potentials per-
mits to eliminate the function �(r), which has not
clear physical sense yet. Equations (16) under the
conditions in Eq. (12) and fixations of particles and
vacancies numbers determine the thermodynamic
equilibrium in the system

�
�̃i � T	 ln�ni�r�

n�r�� �
�i

�0
ln�n0�r�

n�r� �� � �
j�1

m �
�V�

Kij�r � r��nj�r��dr�, �i � 0 
 m�,

�
i�0

m

�ini�r� � 1 � 0,

�
�V�

ni�r�dr � Ni � 0, �i � 0 
 m�.

(17)

The set of nonlinear integral Eqs. (17) is closed
and describes the equilibrium distributions of com-

ponents in the system taking into account vacan-
cies.
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Thermodynamic Functions of
Homogeneous Multicomponent
Phases

The Helmholtz free energy (5) for a homoge-
neous system (ni(r) � const) takes the following
form:

F �
1
2 �

i, j�1

m

Kij
�0�

NjNj

V � T�N0ln�N0

N � � �
i�1

m

Niln�Ni

N��,

(18)

where Kij
(0) � (V) Kij(r)dr, Ni � Vni is the total

number of the particles of the ith kind in the system,
N � ¥i�0

m Ni is the total number of the particles and
vacancies, and V is the volume of the system.

Arbitrary change in the volume of the system at
fixed numbers of the particles N1, N2, . . . , Nm leads
to change in the number of vacancies. Therefore,
pressure should be determined by the formula

P � ���F
�V�

T,N1,· · ·Nm

� ���F
�V�

T,N0,N1,· · ·Nm

� � �F
�N0

�
V,T,N1,· · ·Nm

� ��N0

�V �
T,N1,· · ·Nm

. (19)

In contrast, change in the volume of the system
can be written as

dV � �0dN0. (20)

The use of relations (18)–(20) yields

P �
1
2 �

i, j�1

m

Kij
�0�ninj �

T
�0

ln�n
n0
�. (21)

Finally, the chemical potentials of components of
the homogeneous system can be obtained in a sim-
ilar way. Then,

�i � �
j�1

m

Kij
�0�nj � T� ln�ni

n� �
�i

�0
ln�n0

n ��. (22)

For further description, it is convenient to
change over from densities ni to the atomic concen-
trations xi using the following relations:

xi �
ni

�
j�1

m

nj

. (23)

By introducing the function (�, x) as

��, x� � �
i�1

m

xi�i �
1 � �0n0

�
j�1

m

nj

, (24)

we have relations between old and new variables:

ni �
1 � �0n0

��, x�
xi. (25)

Substituting Eq. (25) into Eq. (21) yields

P �
�1 � n0�0�

2

2��, x�2 �
i, j�1

m

Kij
�0�xixj �

T
�0

ln�1 �
1 � n0�0

n0��, x� �.

(26)

Furthermore, the chemical potentials in terms of
atomic concentrations take the form

�i �
1 � n0�0

��, x� �
j�1

m

Kij
�0�xj

� T� ln xi � ln	 1 � n0�0

1 � n0
�0 � ��, x���
�

�i

�0
ln	1 � n0
�0 � ��, x��

n0��, x� ��. (27)

Equations (26) and (27) establish the relations
between the chemical potentials �i and atomic con-
centrations xi at given temperature and pressure.
Unfortunately, it is impossible to eliminate the
number of vacancies N0 and represent the chemical
potentials �i as explicit functions of P, T, xj in the
general case. However, this elimination is possible
for two essential special cases, which are consid-
ered below.

GASEOUS PHASE

For the gaseous phase, the total fraction of vol-
ume that occupied by the particles is very small,
i.e.,

ZAKHAROV ET AL.

138 VOL. 104, NO. 2



�1 � 1 � �0n0, � �� 1. (28)

Extracting from Eqs. (26) and (27) the main terms
with respect to �1 gives

P � �1

T
��, x�

, (29)

and

�i � T ln��1

�0xi

��, x��
�

�1

��, x� 	T
�i � �0 � ��, x�� � �
j�1

m

Kij
�0�xj�. (30)

By eliminating parameter �1, we obtain the
chemical potentials as functions of temperature,
pressure, and composition of the gaseous phase,
namely,

�i � T ln��0xi

T P�
� P	
�i � �0 � ��, x�� �

1
T �

j�1

m

Kij
�0�xj�. (31)

CONDENSED PHASE

In contrast to the gaseous phase, in the con-
densed phase, the fraction of the volume occupied
by vacancies �0n0 is small, and it can be considered
as a small parameter, i.e.,

�2 � �0n0 �� 1. (32)

Extracting from Eqs. (26) and (27) the main terms
with respect to �2 yields

P � �
T
�0

ln��2�

� 	 1
2��, x�2 �

i, j�1

m

Kij
�0�xixj �

T
�0

ln���, x�

�0
��, (33)

and

�i � �T��i

�0
�ln��2� � �T ln�xi� � T��i

�0
�ln���, x�

�0
�

�
1

��, x� �
j�1

m

Kij
�0�xj�. (34)

Hence we get the expression of chemical poten-
tials via pressure, temperature, and composition of
the condensed phase

�i � �iP � T ln�xi� � � 1
��, x� �

j�1

m

Kij
�0�xj�

� �i� 1
2��, x�2 �

i, j�1

m

Kij
�0�xixj�. (35)

Equations of Phase Equilibrium
Without Chemical Reactions

As is well known, the conditions of equilibrium
in system at fixed temperature and pressure are
equalities of chemical potentials in coexisting
phases. Using expressions (31) and (34) for chemical
potentials in the gaseous and condensed phases, we
have the following system of equations:

T ln��0yi

T P� � P	
�i � �0 � ��, y�� �
1
T �

j�1

m

Kij
�0�yj�

� �iP � T ln�xi� � � 1
��, x� �

j�1

m

Kij
�0�xj�

� �i� 1
2��, x�2 �

i, j�1

m

Kij
�0�xixj�, �i � 1 
 m�, (36)

where xi and yi are the atomic concentrations in
condensed and gaseous phases, respectively.

This system of equations allows us (in principle)
to find the composition of one of the phase via the
composition of another phase.

Equations of Phase Equilibrium With
Chemical Reactions

Phase transitions and related rearrangements in
systems are an extreme form of interatomic poten-
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tials manifestation. In the general case, the inter-
atomic potential influence on equilibrium parame-
ters of systems and apparent in kinetic processes.

We assume that a chemical reaction takes place
in the system considered. In addition, suppose
that the chemical reaction can be written as fol-
lows

�
i

�iAi � 0, (37)

where �i are the stoichiometric coefficients, Ai are
the chemical symbols of the components. Then, the
condition of chemical equilibrium in the system has
the form

�
i

�i�i � 0. (38)

Substituting expressions for chemical potentials
in both gaseous and condensed phases yields

�Kg � �P�0

T ��¥i �i

exp��
P
T 	�

i

�i
�i � �0 � ��, y�� �
1
T �

i, j

�iKij
�0�yj��,

Kc � exp��� 1
T��, x� �

i, j

�iKij
�0�xj �

�
i

�i�i

T ��i, j

Kij
�0�xixj

2��, x�2 � P�,

(39)

where

Kg � ��
i

� yi�
�i� , Kc � ��

i

� xi�
�i� (40)

are the constants of the equilibrium of chemical
reaction (37) in gaseous and condensed phases, re-
spectively. Note that, in the general case, constants
Kg and Kc have different values.

We have m kinds of molecules and s indepen-
dent chemical reactions in a two-phase system.
Then, at fixed external conditions (i.e., fixed T and
P), there are 2(m � 1) unknown concentrations
[(m � 1) independent concentrations in each phase].
Equalities of chemical potentials in coexisting
phases give m equations, whereas conditions of
chemical equilibrium for each of s reactions give m
equations. Thus, for description of the m-compo-
nent two-phase system, it is necessary to find 2(m �
1) unknowns that obey the set of m 	 s equations.

URANIUM–OXYGEN SYSTEM

General Relations

Consider a multi-component system with chem-
ical reaction of the kind

�
i

�iAi � B, (41)

where �i and Ai are the stoichiometric coefficients
and chemical symbols of the reagents, respectively,
B is the chemical symbol of the reaction product.

As an example of such a reaction, it can be con-
sidered the formation of the multi-particle complex
UxOyVacz, where Vac denotes a vacancy. The
chemical equilibrium condition has the form

�B � �
i

�i�i; (42)

i.e., the chemical potential of the complex is the
linear combination of the constituents’ chemical po-
tentials.

It should be noted that chemical potential of
vacancies in the generalized lattice model is equal
to zero; therefore, the chemical potential of the com-
plex does not depend on presence vacancies.

In addition, it is known that most essential com-
pounds between uranium U and oxygen O are UO2
and UO3. Further, suppose the system contains the
particles of the following kinds:

UO2; UO3; O2. (43)

Then, the equation of chemical reaction with pro-
duction of particles UO2 and UO3 has the form

2UO2 � O2 � 2UO3 � 0. (44)

Hence, the equation for chemical equilibrium for
both gaseous and condensed phases is given by

2�1 � �3 � 2�2 � 0, (45)

where subscripts 1, 2, and 3 correspond to UO2,
UO3, and O2, respectively.
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At a given temperature T and pressure P, the
total number of unknowns is four (two indepen-
dent concentrations for each phase). In contrast,
the number of independent equations is four too
[equality of chemical potentials (36) with m � 3
and equation of chemical equilibrium (38)]. Thus,
at fixed temperature and pressure, the number of

unknown concentrations is equal to number of
equations. Therefore, compositions of both phases
predetermined unambiguously by external condi-
tions (if the system of equations has a unique solu-
tion). This system of equations for the equilibrium
compositions of coexisting phases is written as
follows:





T ln��0y1

T P� � P	
�1 � �0 � ��, y�� �
1
T �

j�1

m

K1j
�0�yj�

� �1P � T ln�x1� � � 1
��, x� �

j�1

m

K1j
�0�xj� � �1� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj�;

T ln��0y2

T P� � P	
�2 � �0 � ��, y�� �
1
T �

j�1

m

K2j
�0�yj�

� �2P � T ln�x2� � � 1
��, x� �

j�1

m

K2j
�0�xj� � �2� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj�;

T ln��0y3

T P� � P	
�3 � �0 � ��, y�� �
1
T �

j�1

m

K3j
�0�yj�

� �3P � T ln�x3� � � 1
��, x� �

j�1

m

K3j
�0�xj� � �3� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj�;

2	�1P � T ln�x1� �
1

��, x� �
j�1

m

K1j
�0�xj � �1� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj��

� 2	�2P � T ln�x2� �
1

��, x� �
j�1

m

K2j
�0�xj � �2� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj��

� 	�3P � T ln�x3� �
1

��, x� �
j�1

m

K3j
�0�xj � �3� 1

2��, x�2 �
i, j�1

m

Kij
�0�xixj�� � 0;

x1 � x2 � x3 � 1;
y1 � y2 � y3 � 1.

(46)

Systems With Variable Valent States

Now, suppose that the condensed phase can be
represented as a “compound” UO2	�, 0 � � � 1
with variable valence of uranium. Then, the prob-
lem is to evaluate � as a function of the external
thermodynamic conditions P, T and parameters of
the atoms and their interactions in the system.

Using Eq. (43), we obtain the relation between
unknowns xk and � in the form

� �
2x1 � 3x2

x1 � x2
� 2. (47)

Thus, the nonstoichiometry function � can be
found, in principle, from the system of equations
(46) at given values of parameters of components
and their interactions. However, it is difficult to
determine these parameters from independent
measurements.

At the same time, it is possible to find some of
these parameters from experimental data on
phase equilibriums of individual substances,
such as the temperature dependence of saturated
vapor pressure, but other parameters should be
found from experimental data on related binary
systems.

BINARY SYSTEMS WITH VARIABLE STATES OF ONE COMPONENT
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Conclusion

The most essential results of this study are the
following: (1) the model expression for Helmholtz
free energy of a multicomponent system, taking
into account both short-range parts of interatomic
potentials (including difference of atomic sizes) and
long-range parts of interatomic potentials in mean
field approximation; (2) interrelations between local
thermodynamic variables (densities of components,
temperature, and chemical potentials) for multi-
components in both gaseous and condensed sys-
tems with vacancies; (3) equations of equilibrium
between condensed and gaseous phases with chem-
ical reactions; and (4) the simple model for descrip-
tion of the system with variable valent states of one
of the components.

The basic ideas related to the generalized lattice
model were published in preliminary form in Refs.
[6, 7]. More recent results on the model and its
development were published in part in Refs. [8–10].
Most of the recent results related to mutual renor-
malizations of internal fields and interatomic po-
tentials are presented in Refs. [11–13].
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