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Predicting the gas—Iliquid critical point from the second virial coefficient

G. A. Vliegenthart and H. N. W. Lekkerkerker®
Van 't Hoff Laboratory for Physical and Colloid Chemistry, Debye Institute, Utrecht University,
Padualaan 8, 3584 CH Utrecht, The Netherlands

(Received 8 September 1999; accepted 29 December) 1999

We show that whereas the critical point is very sensitive to the range of interaction, the second virial
coefficient has a fairly constant value at the critical temperature. This enables us to predict the
critical temperature with fair accuracy. We discuss the connection between the second virial
coefficient as a predictor for the critical temperature and the second virial coefficient as predictor in
crystal growth as was proposed by George and WilghnGeorge and W. W. Wilson, Acta
Crystallogr., Sec. D: Biol. Crystallogh0, 361(1994]. © 2000 American Institute of Physics.
[S0021-960600)51212-4

I. INTRODUCTION nitely settled this point.®242° Also, this issue has not yet
been experimentally resolvéfl. Altogether, these results

In recent years, it has become clear that below a criticauggest that & is a borderline case which may or may not

range of the attractive interaction the gas—liquid transition ohave a liquid phase.

a given substance becomes metastable with respect to the The example of g, inspired several systematic attempts,

fluid—solid transition:™'° This was first realized and treated poth theoretical and numerical to establish the relation be-

theoretically in connection with phase transitions in mixedtween the range of the attractive part of the intermolecular

suspensions of colloidal particles and nonadsorbing polymegotential and the stability of the liquid phake. These cal-

molecules by Gast, Hall, and Russélin such colloid—  culations confirmed that below a critical range of the attrac-
polymer mixtures, the range and the depth of the attractivgion the liquid state becomes metastable.

interaction can be adjusted by the size and concentration of  For solutions of globular proteins, it has been known for
the added polymer molecule¥.** Experiments on model more than 20 years that a liquid—liquid phase separation oc-
colloid—polymer mixtures have provided conclusive evi-curs below the fluid—solid transition, i.e., this liquid—liquid
dence that the topology of the phase diagram is indeed dgshase separation is metastabfie®® In the last few years, it
termined by the ratio of the radius of gyration of the polymeryas realized that a possible explanation for the occurrence of
molecules to the radius of the colloidal partictés® For  this metastable liquid—liquid phase separation is again the
sufficiently large values of this ratio=0.29 llett etal’®  fact that the range of attraction is small compared to the size
observe a three-phase coexistence region of colloidal gags the protein moleculd’~*
colloidal liquid, and colloidal crystal phases bordered by  The metastable gas—liquid or liquid—liquid phase sepa-
three two-phase regions, colloidal-gas colloidal liquid,  ration appears to have a considerable effect on the crystalli-
colloidal-liquid + colloidal-crystal, colloidal-gascolloidal  ,5tion behavior. This was first observed empirically in the
crystal, whereas for small values of this rati&Q.29 the  ¢ase of colloid—polymer mixturé4-*6 The connection with
addition of the polymer only expands the colloidal fluid— the presence of a metastable colloidal gas—colloidal liquid
colloidal crystal region of the phase diagram of the pureyansition was made by Pocet al,*” and treated theoreti-
colloidal system, as predicted by Lekkerkerletral 2° cally by Evans, Poon, and Cat¥sin the last two years,
Following the work on colloid—polymer mixtures, it was experiment§’,5'36 numerical calculation® and theoretical
subsequently recognized that sufficiently short-ranged attragsynsideratior®® have been reported which show that the
tions could also lead to gas—-liquid metastability in m°|eC”|arpresence of a metastable liquid—liquid phase separation dras-
systems. An example of such a molecular system tg‘i‘t hafally changes the crystallization pathway in solutions of
emerged in recent years is thggCnolecule. Hageret al. globular proteins. Furthermore, a relation is emerging be-
mapped out the phase diagram qf@sing computer Simu- yyeen the second virial coefficient as a predictor for protein
lations in which the & molecules are represented by ¢ryallizatiof*2 and the solubility of proteins in agueous
spheres interacting via the Girifalco potenfidiThey con- (i) 4504353 These developments led us to investigate the

H H 23
cluded that G has no stable liquid phase. Cheagal, relation between the appearance of the gas—liquid phase

also starting from the Girifalco potential, used an integral-geaation as marked by the critical temperature and the sec-
equation approach combined with molecular dynamics simugnq yirial coefficient. Using simulation results for a variety

lations to establish the phase diagram g§ CThey predicted o hotentials with a varying range of attraction, we estab-

that the liquid phase is stable in a narrow range of tempergjsheq that whereas the critical temperature drops consider-
tures and densities. Subsequent theoretical work has not de‘tj{my upon narrowing the range of attraction, the second virial

coefficient at the critical temperature remains practically
dElectronic mail: h.n.w.lekkerkerker@chem.uu.nl constant. This allows us to predict the critical temperature
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TABLE |. Computer simulation results fof., p., and calculated values TABLE Il. Simulation results forT, p. and calculated values &, at T,
for B, at T, for the square well model. The simulation results were takenfor the hard-core Yukawa model. The simulation resultscef=1.8, 3.0,

from Ref. 56. and 4.0 were taken from Ref. 57 and those#or=3.9 and 7.0 from Ref. 2.
N kgT./€ peo® B,(T¢)/vg KO kgT./e€ peo® B,(Te)/vg
2.0 2.764 0.225 -8.21 1.8 1.17 0.313 —6.23
1.75 1.811 0.284 —8.85 3.0 0.715 0.375 —6.12
15 1.219 0.299 —8.85 4.0 0.576 0.377 —5.90
1.375 0.974 0.355 —7.46 3.9 0.55 0.370 —6.94
1.25 0.764 0.37 —6.30 7.0 0.412 0.500 —5.45

for any “simple” isotropic potential, i.e., consisting of a determined from simulation$and the corresponding values
steep repulsion at short distances and an attraction for largef B,(T.) as calculated by us are given for a number of
distances. Furthermore, we discuss the connection betweeguare well potentials with different ranges.

the second virial coefficient as a predictor for the critical

temperature and the second virial coefficient as predictor ifB. Hard-core Yukawa

crystal growth as was proposed by George and WitSsh. The hard-core Yukawa potential is characterized by a

hard-sphere core and an exponential attraction
II. LOCATION OF THE CRITICAL POINT FOR

DIFFERENT POTENTIALS WITH A VARIABLE RANGE o if r<o,
OF ATTRACTION vin=1{ ero(1-r/0) . 3)
Using different simulation techniques, notably the Gibbs Vo rr=o.

ensemble Monte Carlo methddin recent years the gas— o :
liquid part of the phase diagram of a number of potential The range of atFracuon |s_tuned by the paramadewhich
with different range of attraction has been determined. Th as th.e dimension of reciprocal length. For Iargf_ej_' the
model systems under consideration here are the square Wgﬁ)tenUal bepomes more narrow. In Taple ! the crét7|cal con-
fluid, hard-core Yukawa fluid and the Lennard-Jones 2 stants for d|ffer'ent;<<r, following from S|mulat|on§,’. and
—n fluid. These potentials are all isotropic. In the Secs.the correspondin@,(T) as calculated by us are given.

Il A—II C, we discuss the above-mentioned model potentials

(for various rangesand give their critical temperature and C. Lennard-Jones 2 n—n

the second virial coefficient at the critical temperature  The Lennard-Jones potentials

BZ(TC)' o 2n o n
- @

At a given temperature, the second virial coefficient V(r)=4e
. v(r)
B,(T)= 27-rf ( 1- exp( - ﬁ) ) rzdr, (1) constitute another widely studied family of interaction poten-
0 B tials. Here,o is the position at which the potential crosses
whereV(r) is the pair potentialkg the Boltzmann constant, zero ande the depth of the potential. With increasingthis
andT the absolute temperature, is a measure for the relativpotential becomes more steeply repulsive and more narrowly
importance of attractive interactions. A positiBg(T) indi-  attractive. In Table Ill the critical points of the gas—liquid
cates repulsions to be dominant, whereas a neg&j&) transition as determined by computer simulatfoand the
indicates that attractions are important. In the followiBg, corresponding values d,(T.) are listed for a number of
is expressed in units,=(7/6) o°, the volume of the par- these potentials. From the data presented above it appears
ticles. The diametes is in all cases taken to be the distancethat B,(T,) lies in a fairly narrow range arouné 6.3v.
at which the potential crosses zero. This leads us to think that whenevBs is about—6 v, the
fluid must be close to its critical temperature.

A. Square well

The square well potential is a well-studied model systenp. |llustrative examples
in liquid state physics® Although the model is simple, it o
contains both a repulsive and an attractive part in the poten- Let us now apply th_e criteriom,(Te) = _.6 vo 10 WO
tial which is necessaryand sufficient to exhibit a gas— well-studied models which have a potential formed by a

liquid phase transition. The square well potential is given bysFeep repulsion a.lt short.dlstances aqd an attraction for longer
distances but with a different functional form when com-

o if r<o, pared to the potentials discussed above.
V(r)={ —e if o<r<io, 2) .The first case concerns thg Girifalco potential f%,é2
0 if r=ro vyh|ch was already mentioned in Sec. |. Here, the pair pqten—
' tial between two g molecules is constructed by summing
Here,\ is a measure for the range of the potential aid  all the carbon—carbon interactions between the two mol-
the depth of the potential. Larger values)ottorrespond to ecules assuming that these interact through a Lennard-Jones
wider potential wells. In Table | the critical constants aspotential. This results in the following pair potential:
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TABLE lll. The critical point andB, at the critical point for the Lennard- TABLE IV. The critical point calculated using a virial expansion upBg
Jones 2—n model for various values af (Ref. 11). The virial coefficients are given in the appropriate powers of the eigenvol-
umev, of the particles.

n keT./e peo Bo(Tc)/vo
) 0% By(Ty)! By(T)/vd  Bu(T)lvd
6 1316 0304 619 n glc/€ PO 2AT)lvo 3(Te)/vg (Te)lvg
7 0.997 0.317 -6.43 6 1.300 0.268  —6.34 9.41 20.3
8 0.831 0.326 -6.45 7 0.980 0252  —6.66 9.93 26.7
9 0.730 0.354 -6.36 8 0.810 0243  —6.83 9.77 315
12 0.560 0.378 -6.36 9 0.705 0239  —6.91 9.77 34.4
18 0.425 0.420 —-6.41 12 0.548 0241  -6.79 8.93 35.1
18 0.426 0259  -6.31 7.64 29.2
1 1 2 : .
V(r)=—a + — Here,p is the number density andl=p v the volume frac-
s(s—=1)% s(s+1)® s tion in the system. If we calculate the critical point from this
1 1 5 equation of state, we fin#lgT./(a/c®)=0.18 andB,(T)
_|_B + ——. (5) :_6.6600. - o -
s(s—1)° s(s+1)° st° The short-range attraction limit given by the Baxter po-
: . tential
Here,s=r/2a, with a=0.355 nm andx and B are interac-
tion constants which are 7.484.0?* J and 1.366& 10" 23 J, o i r<o
respectively. The potential has a minimue~ —44.43 '
X102 J atr/2a=1.415, is zero ar/2a=1.35, and be- V() 12r(\—=1)o| .
s - o . ——=1im —| if o=r<\o, (8
comes infinite for/2a=1. The critical temperature obtained keT 1 Ao
from simulations iskgT./e=0.558! The B,= —6v, crite- 0 if r=\o

rion predictskgT./e=0.596, differing 7% from the simula-

tion value. . . . . .
Our second example concerns the potential used b TeIS essentially a square well model in the simultaneous limit
P P y —1 ande— — while keepingB, finite.

Wolde and Frenkéf in their study of the nucleation path-
ways in protein solutions 1

4— —
T

Br==0°
de 1 1 2767
V(r=— 2 16 & 3| (6)
@ -1

: C)

2
-1

r

2a

r

2a

The pair correlation function for this model potential can be
solved analytically within the Percus—Yevick approximation.
This potential can be considered as a generalized Lennargfowever, since the Percus—Yevick equation is not exact, the
Jones model and has a minimuna=—1 at r/2a  resulting equation of state depends on whether it is calcu-
=V(2/a)"*+1, is zero at/2a= \(1/a)""+1, and diverges |ated from the compressibility equation or via the internal
for r/2a=1. The parametes tunes the attractive range and energy. The critical values of the Baxterparameter and
by increasinga the potential becomes more narrow. ForB,(r.) are given by 7,=0.0976 andB,(r.)=—6.20v,
=50, the critical temperature was determined from simula{compressibility equation and 7.=0.1185 and B,(r.)
tions to bekgT./e=0.418 The prediction from theB, = —4.33v, (energy equatiorf* So indeed, thé@, values at
= — 6 criterion giveskgT./e=0.412, differing 1%. the critical point for both the van der Waals equation and the
The above examples give us confidence that for systemBaxter potential lie in the same range as the results obtained
interacting through simple continuous potentials, g  for the model potentials discussed in the Secs. Il A-II D.
=—6uvg criterion is a good predictor for the critical tem- A second attempt to “understand” the constancy of
perature. B,(T.) was made by calculating the critical point using a
The constancy 0B,(T.) should perhaps not come as a virial expansion up to fourth order for the Lennard-Jones
surprise when considering the two classical limiting cases fopn—n potentials. Such calculations were already carried out
the interaction range which are described by the van defore than 30 years ago by Barker and Monaghéor the
Waals modef (long-ranged attractiopsand the Baxter | ennard-Jones 12—6 potential. The results of those calcula-
modef® (very short ranged attractiondn the van der Waals tions, kg T./€=1.300 andp.o°=0.294, compare well with
model, the equation of state consists of a hard-sphere repuhe simulation dat&gT./e=1.316 andp.o°=0.301%® In-
sive part which can be described by the scaled particle equapired by Barker’s work we have calculated the critical point
tion of staté® plus a mean field contribution due to long- for several Lennard-Jonesi2 n potentials. From the results
ranged attractive interactions. This results in the followinglisted in Table IV, using a virial expansion of the pressure up

equation of state: to B,, we note that this simple treatment reproduces quite
L4 bt &2 well the critical temperatures and hence the constancy of the
P=kgT p(1+¢+¢%) —ap?. ) second virial coefficient. However, the critical density is not
(1—¢)° well reproduced and even shows the wrong trend.
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[ll. THE SECOND VIRIAL COEFFICIENT AS is done for the Lennard-Jones 12d6éng-ranged attraction
PREDICTOR IN PROTEIN CRYSTAL GROWTH and 36-18short-ranged attractigrpotentials.

George and Wilsatt®? observed that for protein solu- In the temperature-density plane, the appearance of the
tions which are suitable for crystal growth, the osmotic sec{Metastable gas—liquid transition is quite sensitive to the
ond virial coefficient, falls in a narrow range, the so-called interaction range, whereas in tBg-density plane thémeta-
crystallization slot. It is therefore interesting to plot phasestable gas-liquid boundary is bounded bg,=— 6v,.
diagrams in theéB,-density representation and compare themWhile simple liquids typically have a phase diagram given of
to the usual temperature density representation. In Fig. 1 thithe type in Fig. 1A), it has been argued that the phase dia-
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FIG. 2. Schematic phase diagrams indicating the regions of optimum crystalliz&ip@ptimum crystallization around the critical poifB) Optimum
crystallization below the critical point.
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TABLE V. The second virial coefficient for a number of proteins, data Drenth®® we obtain the results presented in Table V. From

taken from Ref. 43. Table V we note that apart from two exceptionally large
Protein MasgkD) B, (10 “molcnig?d  B,/u, negat_iv_e value§ .oBZ/vo for STMV and ovastatin, the sec-

ond virial coefficients vary between4 vy and—40v,. The

BSA 65 —21 ~186  yaluesB, /vy, which are on average smaller thai indicate
Canavalin 141 -0.8 —-15.3 that th ti tallizati diti i d
Concanavalin A 102 o5 _a347 at the optimum crystallization conditions vary from aroun
Concanavalin A 102 ~19 —26.4 the critical point to below the critical point.

a-chymotrypsin 25 -8.4 —28.6

B-lactoglobulin A 36 -2.4 -11.8

B-lactoglobulin A 36 —6.2 —30.4 The authors wish to thank Jan Dhont for many stimulat-
B-lactoglobulin B 36 —28 ~13.7  ing discussions and help on the calculation of the virial co-
B-lactoglobulin B 36 -6.2 -30.4 .

L efficients. We are grateful to Daan Frenkel, Paul van der
ysozyme 14 —-2.8 -5.3 h . X X
Ovostatin 720 71 695 Schogt z_ind Ben W|_d0m for helpful d|sc_USS|ons and sharing
Ovalbumin 43 -6.1 -35.7 their insights on critical phenomena. Finally we thank Jan
Pepsin 36 —7.8 —-38.2 Drenth, Cor Haas, and Roberto Piazza for sending us pre-
Eepsfn gg *g-g *12-; prints of their work and for illuminating discussions on pro-

epsin -0. -3. . .
Ribonuclease A 14 -4.1 -7.8 tein crystallization.
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