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A B S T R A C T   

The gas-condensate flow in the near-well region is significantly influenced by phase behavior, flow regimes, and 
pore geometries. In conventional gas-condensate reservoirs the key pore-scale parameters affecting gas and 
condensate relative permeabilities include velocity (i.e., pressure gradient), interfacial tension (IFT), wettability, 
and pore structure. To examine the impact of these parameters, three-dimensional (3D) and two-dimensional 
(2D) pore-network models (PNMs) were developed. A proposed compositional model was used to implement 
the cyclic process of condensate corner flow (film flow for circular tubes) and condensate blockage. Response 
surface methodology (RSM) was employed to achieve high accuracy in phase equilibrium calculations and to 
enhance computational speed. 

The 3D PNM simulations of gas-condensate core-flood experiments confirmed the consistency and accuracy of 
the implemented methodology. A parametric study of governing factors such as pore shapes, wettability, IFT, and 
flow rate was conducted using the developed PNMs. The findings revealed that pore geometry and contact angle 
dictate the condensate meniscus curvature and snap-off process in pore throats. The unblocking of throats by 
condensate bridges was primarily controlled by contact angle, IFT, and pore cross-section. A shift to neutral 
wetting substantially improved gas-condensate flow in higher IFTs and angular pore shapes. 

The positive velocity effect on low-IFT gas-condensate flow, known as the coupling rate effect, was more 
pronounced in simulations with lower contact angles, and its impact was negligible at neutral wettability, similar 
to the IFT effect. The simulation results and findings underscore the influence of each factor and offer a method 
for incorporating the effects of pore shape (i.e., formation type and structure), contact angle, velocity, and IFT in 
continuum scale simulations.   

1. Introduction 

Gas-condensate flow around the wellbore in conventional reservoirs 
is very different from the common immiscible incompressible two-phase 
oil and gas flow because of the complex velocity and IFT effects in this 
low-IFT flow system (i.e., coupling effect of viscous and capillary forces). 
The interplay of pore morphology, wettability and interfacial tension 
and their influence on porous medium permeability have not been 
studied in the context of gas-condensate flow, where the composition 
and mass transfer govern condensate phase creation and then mobili
zation and trapping of condensates is determined by the competition 
between viscous and capillary forces. The aforementioned competition 
and the influence of these factors on condensate mobilization is of 

course dependent on the velocity, wettability, pore shape and interfacial 
tension whereas condensate blockage is also influenced by the pore 
morphology, wettability and interfacial tension. The main differences 
between immiscible incompressible two-phase flow problems and gas- 
condensate flow involve the positive coupling effect as well as compo
sitional variations due to mass transfer between phases during multi
component transport in porous media below dew point pressure. Given 
the importance of the subject and the complexity of gas-condensate flow 
in porous media, there has been a wealth of studies on the gas- 
condensate flow and the physical factors controlling it. However, such 
studies, mostly core scale and experimental in nature, have rarely 
focused on the pore scale analysis of gas-condensate flow, and the effect 
of different pore morphologies. A pore-scale modeling approach, 
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accounting for the compositional changes has to be employed to inves
tigate the intertangled effects of pore morphology, wettability and 
interfacial tension on the gas-condensate flow, and the pore scale 
mechanisms, which are macroscopically manifested in the gas- 
condensate relative permeability alterations under different reservoir 
conditions. This shortcoming has in fact been addressed in the current 
study. 

Early experimental studies on the gas-condensate flow investigated 
the dependence of gas-condensate flow on IFT and condensate satura
tion (Bardon and Longeron, 1980; Asar and Handy, 1988; Haniff and Ali, 
1990; Munkerud and Torsaeter, 1995) while later core-flood experi
mental studies revealed the positive velocity effect at low IFTs on the 
simultaneous flow of gas and condensate (Danesh et al., 1994; Hen
derson et al., 1995, 1996, 1997, 1998, 2001; Blom et al., 2000; Mott 
et al., 2000; Mahdiyar and Jamiolahmady, 2014; Gholampour and 
Mahdiyar, 2019). Those core-scale studies aimed at analyzing the effects 
of controlling parameters such as velocity and IFT on gas-condensate 
relative permeabilities, which are the backbone of flow simulators for 
predicting the well deliverability. For instance, Danesh et al. (1994) 
were the first ones to introduce the positive coupling rate effect, which is 
the positive effect of velocity on gas relative permeability. Some other 
studies focused on the direct experimental observation of the 
gas-condensate flow identifying the governing local rules with the aid of 
micromodels (Danesh et al., 1990; Coskuner, 1997; Jamiolahmady et al., 
2000; Al-Kharusi, 2000; Al Harrasi, 2011; Al Harrasi et al., 2013). Using 
a high-pressure glass micromodel, Jamiolahmady et al. (2000) disclosed 
that the gas-condensate flow is governed by the cyclic process of 
gas-condensate flow in the throats (i.e., gas-flow path interruption by 
condensate blockage and gas flow re-establishment by gas pressure in
crease). Then, they developed a mechanistic model to implement the 
mentioned cyclic process. Their results confirmed the coupling rate ef
fect on the gas-condensate relative permeability. 

The studies of Jamiolahmady et al. (2000) highlighted the complex 
interactions among fluid flow, IFT and condensate formation and thus 
pointed out the need for pore-scale studies. In the subsequent years, the 
core flooding experiments reported a strong improvement effect of 
wettability change to the intermediate/gas-wetting conditions on 
gas-condensate flow. Those experiments mainly focused on the labora
tory analysis of reservoir core samples by chemical treatment and 
confirmation of contact angle effect via spontaneous imbibition tests or 
core-flood experiments (Li et al., 2011; Zhang et al., 2014; Karandish 
et al., 2015; Al-Anazi et al., 2007; Liu et al., 2006; Noh and Firoozabadi, 
2008; Fahimpour and Jamiolahmady, 2015; Hoseinpour et al., 2019). 

Despite significant progress in the development of modeling ap
proaches and simulation studies for gas-condensate flow (Panja et al., 
2020), there is a pressing need for pore-scale models to more effectively 
assess the impact of various interacting parameters. Condensate for
mation is heavily influenced by the formation and movement of 
condensate bridges, which are governed by pore-scale mechanisms, such 
as snap-off. Consequently, the continued advancement of pore-scale 
models is a crucial aspect of gas-condensate flow research. Without 
this development, establishing reliable macroscopic constitutive re
lationships for gas-condensate systems, such as relative permeability, 
remains a challenging endeavor. 

Pore-scale models can be categorized into two primary method 
groups. The first group employs a simplified representation of pore 
space, idealized as a collection of percolating or non-percolating geo
metric elements, such as pore-network models, capillary tube bundles, 
interacting capillary bundles, extended capillary tube bundles, pore 
morphology techniques, and pore unit assemblies (Raoof and Hassani
zadeh, 2010; Khaksar et al., 2013, 2015; Nikooee et al., 2016; Sweijen 
et al., 2016, 2017; Daneshian et al., 2021; Cai et al., 2022; Hosseinkhani 
et al., 2023; Hosseinzadegan et al., 2023). The second group consists of 
direct numerical simulations (DNS) that involve detailed flow simula
tions performed directly on a comprehensive depiction of pore space 
(Raeini et al., 2015; Golparvar et al., 2018; Fathi et al., 2017; Zhao et al., 

2019; Li et al., 2020; Mehmani et al., 2020; Cai et al., 2022). A thorough 
discussion on the advantages and disadvantages of pore-network 
modeling compared to other pore-scale models, such as phase-field, 
lattice Boltzmann (LB), smooth particle hydrodynamics (SPH), dissipa
tive particle dynamics (DPD), volume of fluid (VOF), and level-set, is 
presented in Hosseinzadegan et al. (2023). Additionally, Yu et al. (2021) 
provide an extensive review of pore-scale models for modeling flow in 
unconventional reservoirs, with a specific focus on pore-network 
modeling and lattice Boltzmann. 

While direct numerical simulations, such as lattice Boltzmann sim
ulations, can offer detailed insights into processes like gas diffusion in 
the nanopore-scale structures of unconventional reservoirs (Yu et al., 
2017, 2021), the simpler (coarser) porous structures of conventional 
gas-condensate reservoirs and the computational expense of direct nu
merical simulations make pore-scale models like pore networks an 
attractive alternative for modeling flow in conventional reservoirs. 
Pore-network modeling is based on a highly idealized depiction of 
porous media and significantly faster multiphase formulations, making 
it a suitable choice for exploring various scenarios required for sto
chastic modeling and parametric studies. 

Pore-network model (PNM) simulation has been widely employed to 
investigate pore-scale phenomena in single or multiphase flow systems 
(Fatt, 1956; Koplik and Lasseter, 1985; Hui and Blunt, 2000; Blunt et al., 
2002; Thompson, 2002; Al-Gharbi and Blunt, 2005; Piri and Blunt, 
2005; Joekar-Niasar and Hassanizadeh, 2012; Raoof and Hassanizadeh, 
2012). The PNM portrays the void space of a porous medium as a two or 
three-dimensional lattice consisting of pore bodies linked by pore 
channels (i.e., throats) (Raoof et al., 2013; Nikooee et al., 2014; Rostami 
et al., 2015; Daneshian et al., 2021). Pore-network models, much 
favored due to their lower computational cost are capable of capturing 
pore-scale physics (e.g., wettability and pore geometry and topology 
effects) and coupled processes in multiphase flow systems (Joekar-Nia
sar and Hassanizadeh, 2012; Xiong et al., 2016; Hosseinzadegan et al., 
2023). In recent years, PNMs have, therefore, been employed to study 
the gas-condensate flow inspecting various pore scale phenomena of 
concern. Hosseinzadegan et al. (2023) present a comprehensive review 
of the pore-network models of gas-condensate flow. Hereafter, there
fore, only a brief review of the major gas-condensate PNM studies is 
presented. 

Mohammadi et al. (1990) developed a two-dimensional (2D) PNM 
and studied the effect of pore geometry and coordination number on the 
relative permeability in a capillary dominant flow regime using perco
lation theory. Fang et al. (1996) studied the IFT, pore shape, and contact 
angle hysteresis effect, and later on, Wang and Mohanty (1999) inves
tigated the impact of pore and throat size, pore connectivity, and spatial 
correlation on critical condensate saturation through 2D PNMs consid
ering both capillary and gravity effects. Then, Wang and Mohanty 
(2000) simulated the dynamic flow of gas and condensate in a cubic 3D 
PNM to study the impact of pore structure (i.e., geometry and aspect 
ratio) on relative permeability. Bustos and Toledo (2003, 2004) con
structed 2D and 3D PNMs and analyzed the impact of pore size statistical 
properties, pore shape, and contact angle hysteresis on relative perme
ability, disregarding viscous forces. The effect of viscous forces was, 
however, taken into account by Li and Firoozabadi, 2000, who used a 
phenomenological condensation model and studied the impact of 
wettability alteration to intermediate-wet medium on critical conden
sate saturation and relative permeability in 2D networks. The in
teractions between gravitational, viscous and IFT on relative 
permeability were also studied. Jamiolahmady et al. (2003) and 
Momeni et al. (2017) investigated the coupling rate effect in a dynamic 
3D bond PNM. 

Momeni et al. (2017) pioneered the development of a dynamic 
semi-compositional two-phase flow model for gas-condensate systems, 
in which phase changes were accounted for using flash calculations at 
each time step, decoupled from the two-phase dynamic model. This 
approach aimed to improve quantification of condensate phase amounts 
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and properties within the flow model. Subsequently, two parallel studies 
on gas-condensate compositional pore-network modeling were con
ducted by Chen et al. (2020) and Santos and Carvalho (2020). 

Chen et al. (2020) developed a 3D dynamic compositional 
pore-network model (PNM) for two-phase gas-condensate flow, exam
ining the impact of phase changes on flow patterns within pore bodies 
under unsteady-state conditions. Their study introduced invasion by 
comparing capillary pressure and entry pressure, and primarily simu
lated a two-phase drainage process involving the injection of a gas 
mixture into a medium initially in the liquid state. They considered two 
different compositions and accounted for snap-off within pore throats. 
Their findings revealed that condensation of the injected gas phase and 
vaporization of the residual heavier component in the liquid phase 
significantly influenced gas fingering phenomena during unfavorable 
displacements at the pore scale. 

Santos and Carvalho (2020) developed a 2D compositional PNM 
featuring straight cylindrical pore throats, designed for pore-scale 
simulation of retrograde condensation. They modeled gas-condensate 
molar flow under high capillary number flow conditions within the 
wellbore region, focusing on low interfacial tension and considering 
only film flow on the pore surfaces. 

Utilizing the compositional model proposed by Santos and Carvalho 
(2020), which incorporates the snap-off effect, Reis and Carvalho (2020, 
2021) investigated the influence of contact angle, velocity, and inter
facial tension (IFT) on relative permeability curves within a 3D pore 
network consisting of pore elements exhibiting a converging-diverging 
profile. However, their research did not delve into the impact of vary
ing pore geometries on the outcomes. In a separate study, Reis and 
Carvalho (2022) explored the mechanisms by which gas injection pro
cesses vaporize accumulated heavy components in the pore network, 
resulting from condensate blockage. 

Advancements have been made not only in pore-network modeling 
of conventional gas-condensate reservoirs, which is the focus of the 
current study, but also in modeling unconventional reservoirs. In these 
reservoirs, the hydrocarbon mixture flow in the nanoporous structure of 
shale is significantly influenced by nanoscale flow physics and the het
erogeneous pore structure (Yu et al., 2019; Song et al., 2020; Chen et al., 
2021; Cui et al., 2022). Labed et al. (2018) developed a pore-network 
model (PNM) to characterize gas and condensate phase behavior in 
shales, analyzing flow patterns, pore size effects, and condensate 
blockage on Knudsen flow, while assuming minimal impact from 
capillary forces and gas adsorption-induced phase changes. Subse
quently, Song et al. (2020) created a pore-network gas-condensate flow 
model based on a steady-state phase transport model and reconstructed 
3D pore structure images. This model was used to study phase behavior 
and gas transport, taking into account pore shape, structure, interface 
curvature changes, gas slippage, and liquid phase boundary slip length 
in tight shale formations. The conventional thermodynamic model for 
phase equilibrium calculations was enhanced by considering the effects 
of oil-gas capillary pressure and spatial occurrence on fugacity balance. 
By incorporating the influence of capillary forces on phase saturation in 
nanoscale shale matrices, the researchers demonstrated that hydrocar
bon mixture permeability is strongly affected by factors such as 
composition, pressure, temperature, multiscale heterogeneity, and 
wettability. For a more comprehensive review of PNM studies on un
conventional reservoirs, readers are encouraged to consult Cui et al. 
(2022). 

Gas-condensate flow in conventional reservoirs presents several 
unresolved questions that could be addressed through pore-network 
modeling, specifically utilizing the recently introduced dynamic 
compositional pore-network modeling (DCPNM). Gas-condensate flow 
in conventional reservoirs heavily relies on wettability. In particular, the 
intricate interplay of wettability, interfacial tension (IFT), flow rate, and 
pore geometry governs condensate trapping and mobilization, a crucial 
physical process that influences flow dynamics in gas-condensate sys
tems. To the best of the authors’ knowledge, this phenomenon has not 

been thoroughly analyzed using gas-condensate pore-scale models. 
Therefore, this study investigates the interaction and effects of pore 
geometry, IFT, flow rate, and wettability on the gas-condensate relative 
permeability in conventional reservoirs through a pore network 
approach. To achieve this, an efficient procedure for DCPNM of gas- 
condensate flow, considering the coupling between phase equilibrium 
and two-phase flow in conventional reservoirs, has been proposed. 
DCPNM was then employed to conduct an extensive parametric study 
elucidating the influences of these factors. 

Existing procedures for dynamic compositional pore-network 
modeling typically utilize flash calculations for phase change calcula
tions separately (Santos and Carvalho, 2020; Reis and Carvalho, 2021). 
However, only a few studies have considered modeling fluid flow in 
conjunction with phase equilibrium calculations, which can result in 
increased computational cost (Chen et al., 2020), rendering the model 
computationally expensive for an extensive parametric study. To 
address this, a response surface methodology was implemented, 
replacing the flash calculations in the proposed methodology. The ob
tained relative permeabilities in 3D models at steady-state conditions 
were compared to available experimental data and previous 
gas-condensate pore-network models (PNMs) in the literature, con
firming the reasonable accuracy of the proposed methodology and the 
reliability of the mathematical formulations. Additionally, the positive 
velocity effect and the negative impact of IFT on gas-condensate relative 
permeabilities were examined, and the results are discussed. 

The developed methodology is described in the following sections. 

2. Pore-network models geometrical and topological description 

In this study, a dynamic compositional pore-network model was 
mathematically formulated to consider the molar flow of gas and 
condensate in the network of pore throats and investigate the effects of 
major physical factors and pore morphology on the gas condensate flow 
in conventional porous media. We implemented condensation banking 
by the concept of snap-off and a cyclic process of condensate bridge 
formation and its displacement by the gas viscous force at different 
pressure gradients along the network. 

Fig. 1 depicts this process in a representative pore element when the 
pressure level in the system is below the dew-point pressure (Pd). The 
pressure at outlet pore throats is set below the dew point, and inlet 
boundary conditions can be defined either as constant pressure or con
stant condensate-gas volume ratio (in this study the former has been 
used). 

2.1. 3D model structure and morphology 

A 3D model with triangular throats was constructed based on the 
statistical data derived from a Berea image (Dong, 2008), and the 
average coordination number was set to 3. The resulting 3D pore 
network was an equivalent spatial picture of the pore structure, and it 
was used to reproduce the experimental core flood data. For the pore 
throats, a prismatic shape and a triangular cross-sectional shape were 
selected based on the shape factors (i.e., the ratio of pore area to the 
square of its perimeter) obtained from a given pore shape distribution of 
a Berea core sample (Dong and Blunt, 2009; Yi et al., 2017) and depicted 
in Fig. 2(c). The mean of pore shape factors was 0.03, representing 
triangular throats, and the approach given by Patzek and Silin (2001) 
was implemented to calculate the angles of each throat cross-section. 
The inscribed radii of the pore throats were assigned based on a Wei
bull probability distribution function. Fig. 2(a–b) presents the pore size 
distributions and aspect ratios of a Berea digital core sample and those of 
our study. The pore throat radii were distributed between 1.28 μm and 
19.21 μm, resulting in a mean value of 8.15 μm. The pore body radius 
was assigned according to the distribution of aspect ratio (i.e., the ratio 
of the pore body radius to the throat radius); AR = Rb/Rt, given for a 
Berea core sample. The distribution functions of the generated aspect 
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ratio of our models and the distribution derived from a 3D image of a 
Berea sandstone given by Dong (2008) were depicted in Fig. 2(b). A 
representative cubic pore network of 20 × 20 × 20 nodes was used for 
PNM simulations neglecting the gravity effect. In addition, lattice 
lengths (the length between pore body centers) were set to a constant 
value of 90 μm to match the porosity (φ = 18.2%) and absolute 
permeability (K = 92mD) of the selected model to represent a Berea core 
sample used in core flood experiments by Jamiolahmady et al. (2003). 
As an exact match to the Berea core sample was not possible, a repre
sentative model with φ = 17.36% and K = 86 mD was considered close 
enough to the core sample. 

2.2. 2D model 

After validating the model and mathematical formulations, given the 
lower computational cost, 2D pore-network models with the dimensions 
of 25 × 25 × 1 were employed for the comprehensive parametric study 
to thoroughly investigate the effects of pore geometry, wettability, 
interfacial tension, and velocity on relative permeabilities using the 
proposed mathematical model. The effect of the selected dimension of 
the 2D network models was assessed before main parametric analysis 
simulations for a given condensate saturation and pore network statis
tical parameters (i.e., pore size distribution and aspect ratio) as well as 
pore geometry, at fixed wettability and flow conditions (i.e., the same 
IFT and velocity). After determining the minimum required network 
dimensions, three pore cross sections of the circle, square and equilateral 
triangle were selected, and the interplay effects of wettability and pore 
shape on the gas-condensate corner flow and snap-off in 2D simulations 
were examined. 

Considering the reduced computational cost, 2D pore-network 
models were utilized for an extensive parametric analysis to thor
oughly examine the impact of pore geometry, wettability, interfacial 
tension, and velocity on relative permeabilities. Consequently, 2D sim
ulations aimed to quantify the effects of these contributing factors on 
process of gas-condensate blockage and mobilization, and in turn, the 
gas-condensate relative permeability. Although the simplistic 2D inter
connectivity of the pore space may yield results that are not directly 
comparable to experiments conducted in actual reservoir rocks, the 
model can accurately represent most of the physical mechanisms asso
ciated with high capillary number flows of retrograde gas, which was the 
primary objective of this study. The 2D model effectively captures the 
interaction of pore morphology, interfacial tension, wettability, and 
velocity, whose influence on gas-condensate flow is of interest, and can 
thus be considered an alternative to (or a virtual counterpart of) 
microfluidic investigations of a gas-condensate system. However, the 
latter requires a sophisticated experimental setup to simulate reservoir 
temperature and pressure conditions. As a result, pore-network model 
studies, even those utilizing 2D models, can expedite the research 
process. 

Similar to 3D simulations, the throat size and aspect ratio distribu
tions for 2D models were generated based on Berea data, just like the 3D 
model. The receding contact angle was chosen to represent the 
displacement of the condensate by gas and to assess the influence of 
wettability changes on the resulting permeability curves, ranging from 
strongly liquid-wet conditions to neutral wetting at a 90-degree contact 
angle. It is important to note that a spatially uniform contact angle was 
employed in each simulation and varied for different cases, representing 
diverse wettability scenarios. 

3. Mathematical model 

The gas condensation process (the evolution of condensate blockage) 
around the production well, which varies as a function of time and phase 
behavior is a dynamic process due to compositional variation. To 
simulate the process of condensate trapping and mobilization, and its 
influence on gas condensate flow, a model accounting for the coupled 
multicomponent transport and dynamic two-phase flow governed by the 
competition of capillary and viscous forces is required. A dynamic 
compositional pore-scale model is therefore essential for accurately 
capturing this process. The mathematical framework of the developed 
component-based pore-network model is described considering the gas 
condensation at different pressure gradients. 

In this study, flow properties were calculated using an equation of 
state (EOS), considering simultaneous gas and condensate flow in pore 
throats as a core-corner flow pattern before snap-off conditions. Pressure 
depletion-induced condensation led to condensate banking, increasing 
the number of closed throats. The model incorporated the cyclic process 
of throat opening and closing due to the interplay of capillary and 
viscous forces, using step functions described in the following section. 

3.1. Gas-condensate flow process 

Under wellbore flow conditions, the concurrent flow of gas and 
condensate is primarily influenced by capillary and viscous forces. 
Factors such as fluid flow properties, phase behavior, pore space ge
ometry, and morphology also affect flow patterns in gas condensation 
systems. Pressure depletion results in more condensate dropouts, and an 
increase in the condensate radius of curvature in pore corners leads to 
gas blockage in restricted throats. This phenomenon, known as the snap- 
off process, causes the wetting phase liquid to form a bridge primarily 
located at throat mid-sections. Micromodel observations by Jamio
lahmady et al. (2000) indicated that an increase in gas pressure can 
eliminate this condensate bridge due to viscous force. In other words, 
gas flow can be re-established, if the pressure drop along the throat 
surpasses a threshold capillary pressure value, termed entry pressure. 
Consequently, the gas-condensate flow functions as a cyclic process 
under the interaction of capillary and viscous forces, which is signifi
cantly influenced by pore geometry, contact angle, and fluid properties. 

Fig. 1. The simplified two-dimensional pore network with different pore throat cross sectional shapes. A pore element is represented by pore body nodes i and j 
linked with a pore throat shown by ij-index. 
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3.1.1. Fluid flow properties 
The following flow properties and conditions were used to simulate 

flow conditions of core flooding experiments performed by Jamio
lahmady et al. (2003) by means of the pore-network modeling approach. 
A binary mixture of methane and normal butane (C1-nC4) was 

introduced to the network, whose fluid initial conditions were set as 
presented in Table 1. Three pressure levels (1897 psi, 1853 psi, 1753 psi) 
and a temperature of 37 ◦C were considered to arrive at the experimental 
fluid properties (i.e., IFT and viscosity). The pressure levels correspond 
to the IFT values of 0.015, 0.04, and 0.15 mN/m. The first two IFT values 
are the same as those reported in the experimental data (Jamiolahmady 
et al., 2003) and the pressure of 1753 psi was considered to provide 
further insight into the effect of an increase in IFT due to a higher 
pressure decline in the reservoir. The modeling will be used to simulate 
gas-condensate flow at different flowing conditions for research pur
poses and provide variable flow paraments such as IFT and condensate 
dropout in the model. 

3.1.2. Flow conditions for relative permeability calculation 
In order to simulate the flow conditions in the pore network that 

correspond to the experimental conditions (i.e., to generate each point 
on the relative permeability curve), the molar composition of methane 
was chosen to attain the desired condensate saturation based on the 
phase diagram at the given experimental pressure level. Consequently, 
for the scenario with an inlet pressure of 1897 psi, the molar percentage 
of methane ranged from 80% to 75.5%; for the second case with an inlet 
pressure of 1853 psi, it ranged from 81.5% to 75%; and for the third case 
with an inlet pressure of 1753 psi, it ranged from 83% to 74.5%. These 
composition ranges established the initial conditions for the network, 
resulting in condensate dropouts (i.e., overall network condensate 
saturation) approximately between 1% and 30%, consistent with the 
experimental setup. 

Subsequently, a range of pressure gradients was established along 
the network length for each case to achieve various flow velocities. The 
gas-condensate flow simulation proceeded until a steady-state flow was 
reached throughout the pore network (i.e., the average pressure within 
the entire network stabilized, and the molar flow between the inlet and 
outlet faces of the network converged). Ultimately, the flow rates of gas 
and condensate at the outlet face of the network were determined to 
generate relative permeability curves. 

3.2. Assumptions 

The water content was ignored for simplicity in the simulations. The 
gravity influence in all cases was neglected because the phase densities 
were close to each other at given fluid compositions, and pore throat 
lengths were relatively short (i.e., the gravity force acting by the 
condensate column was much lower than the magnitude of the viscous 
and capillary force in the vertical throats). Based on the review of Joe
kar-Niasar and Hassanizadeh (2012), it is computationally very expen
sive to track the interfaces within both pore throats and pore bodies, 
therefore in some pore-network models (see e.g., Aker et al., 1998; 
Knudsen and Hansen, 2002; Lovoll et al., 2005), it is assumed that the 
volume and resistance have been mainly assigned to throats, and the 
interface has not been tracked in pores, and no resistivity to flow has 
been assumed therein. Furthermore, in modeling gas-condensate flow in 
conventional reservoirs, for the reason that nanopores and pores of sizes 
comparable to throats are less abundant as compared to shales, 
commonly the bond model has been used and no interface in pores has 
been considered (please see for instance the works of Jamiolahmady 
et al. (2003) and Momeni et al. (2017), where the fluids were only 
distributed inside the pore throats meeting at nodes having no volume of 

Table 1 
Selection of three pressure levels for gas condensation with corresponding IFT, 
gas and liquid viscosities at 37 ◦C.  

Pressure (psi) 1897 1853 1753 

IFT (mN/m) 0.015 0.04 0.15 
μg (mPa.sec) 0.023 0.022 0.019 
μl (mPa.sec) 0.036 0.038 0.043  

Fig. 2. 3D Model statistics: a) The throat-size distribution, b) The aspect ratio 
distribution compared with a 3D image of Berea sandstone given by Dong 
(2008), and c) The throat shape factor distribution adopted from a Berea 
sandstone (Dong and Blunt, 2009; Yi et al., 2017). 
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their own). Thus, all simulations were done via bond model, ignoring 
pore body nodes volumes and assuming that the pore body nodes have 
infinite conductivity because the gas-flow blockage is dominant in 
throats under the snap-off process. 

Based on the previous observations in microfluidics (Jamiolahmady 
et al., 2000), the gas condensate flow patterns were modeled as a cyclic 
process consisting of condensate corner flow (film flow for circular 
throats), followed by condensate bridging in the throats due to snap off, 
and then condensate bridge displacement and redistribution in the 
adjacent throats under the effect of viscous forces. For all different fluid 
distributions in the model, constant pressure gradients (Dirichlet 
boundary conditions) were applied along the network to predict the 
relative permeabilities, following the same procedure used in previous 
studies (Wang and Mohanty, 2000; Santos and Carvalho, 2020; Song 
et al., 2020). The gas and liquid phases were supposed to be thermo
dynamically at equilibrium conditions instantly, and the porous matrix 
was also assumed to be incompressible with no chemical reactions. 
Considering angular pore shapes in conventional porous systems, the 
presence of condensate as a wetting film on the grain surfaces was 
ignored, as the condensate accumulated in the corners provides a much 
higher conductance as compared to the wetting film on the surface of the 
rock grains, in the angular pores, the similar assumption has been fol
lowed in the previous pore network studies (For angular shapes, please 
see quasi-static pore-network model of Bustos and Toledo (2003), dy
namic pore-network model of Momeni et al. (2017)). This assumption 
may not be true in unconventional reservoir rocks such as shale matrix 
when the average pore radius is smaller than 100 nm and thereby the 
thin wetting film affects the fluid flow dynamics (i.e., connectivity and 
mobility) (He et al., 2021). 

3.3. Governing equation 

The molar conservation law presented in Eq. (1) was applied for all 
components in the defined control volume, Vi, which houses the pore 
body node and its connected half-length pore throats (shown as ij-index) 
to a pore body node, i, as depicted in Fig. 3. A control volume is placed at 
each node of the network, in which only the volumes of the throats 
ending at that node are considered. 

−
∑Ncap

j
CijHij

(
Tlij + Tgij

)
ΔΦij +Qm =Vi

∂
∂t
(
Slxmρl + Sgymρg

)
;m= 1…nc,

(1)  

where (Tlij + Tgij) = (xmρlgl + ymρggg)ij, Φ is the potential calculated in 
the throat, T is the transmissibility term, Q is the flow rate at the sys
tem’s boundary, S is the saturation term, H is the step function, C is the 

pore-throat index, V is the control volume defined for each pore body 
node (with infinite conductivity), and Ncap is the number of throats 
connected to pore body, i. In addition, xm and ym are the mole fractions 
of component, m in the liquid and gas phase, ρl and ρg are the molar 
liquid and gas density, gl and gg refer to the liquid and gas conductance. 

The derivation of the molar conservation equation is presented in 
Appendix A. The transmissibility of each phase flowing through the ij- 
index throats was defined as a function of the liquid and gas conductance 
(i.e., gl, gg), each component liquid and gas molar fractions (i.e., xm, ym), 
and molar densities (i.e., ρl, ρg). These terms were determined using the 
upwind approach (i.e., a throat property was interpolated on the up
stream position of the two surrounding nodes) at the time counter (n+1) 
as follows: 

Tl
n+1
ij =(xmρlgl)

n+1
ij =(xmρlgl)

n+1
i ; if Pgi > Pgj (2a)  

Tl
n+1
ij =(xmρlgl)

n+1
ij =(xm lgl)

n+1
j ; if Pgj > Pgi (2b)  

Tg
n+1
ij =

(
ymρggg

)n+1

ij
=
(

ymρggg

)n+1

i
; if Pgi > Pgj (3a)  

Tg
n+1
ij =

(
ymρggg

)n+1

ij
=
(

ymρggg

)n+1

j
; if Pgj > Pgi (3b)  

In conventional gas-condensate reservoirs, the capillary pressure effect 
on the phase equilibrium has been assumed negligible because of the 
coarser pore structure (Reis and Carvalho, 2021), and therefore, in Eq. 
(1) the potential term was formulated as presented in Eq. (4): 

ΔΦij =ΔΦg,ij = ΔΦl,ij = Pg,i − Pg,j − He
ijΔPe

ij (4)  

where ij is the throat index connecting the pore body node, i to the pore 
body node, j. The term (ΔPe

ij) was defined as throat entry pressure (Pentry)

for the condensate bridge in the capillary, ij. The expressions (Hij,He
ij)

were defined as a function of throat entry pressure and critical gas 
saturation. In other words, Hij and He

ij are unit step functions depending 
on gas saturation at the snap-off condition and entry capillary pressure 
for the condensate bridge in the throat, ij. 

Critical gas saturation (Sg,crit) was defined as the gas saturation (Sg) at 
the critical condensate film thickness (tcrit) when the snap-off occurs. 
The pore-throat index (Cij) was defined as zero if the pore throat is not 
connected to the pore body node, as (− 1) if the pore throat enters the 
pore body node, and as (+1) if the pore throat exits the pore body node. 

In this proposed model, the volume consistency or saturation 
constraint (i.e., the summation of phase volumes equals to the control 
volume), which relates the pressure and molar phase properties in each 
control volume was fulfilled in the course of solving flow and phase- 
equilibrium equations (i.e., a set of equations is solved to calculate 
each phase property at equilibrium conditions). The phase viscosities, μg 
and μl, were obtained by applying the LBC correlation (Lohrenz et al., 
1964). We assumed an isothermal flow of gas-condensate under ther
modynamic equilibrium between gas and condensate in the pore bodies. 
The procedure for phase equilibrium calculations, known as flash cal
culations, is commonly implemented using an EOS (i.e., Peng and 
Robinson, 1976). For phase definition, as single phase or two-phase, the 
stability test given by Michelsen (1982) was implemented. The flash 
calculations were then required to be performed for the two-phase 
mixture at each time step to calculate all phase properties. During 
each time step, once the main variables were updated, a flash calculation 
can be performed for each control volume, Vi to determine new phase 
properties for the initial state of the next time step. More details for the 
procedure of phase equilibrium calculations using an EOS are given by 
Michelsen (1982), and Danesh (1998). It is noted that the phase equi
librium calculation has been coupled with gas-condensate pore-network 
models in pioneer studies by Jamiolahmady et al. (2003) and Chen et al. 
(2020). In this study, the flash calculations have been replaced with the 

Fig. 3. Representation of a control volume Vi encompassing the volume of half 
throats entering that network node with i-index, connected to Ncap number of 
neighboring nodes with j-index. A throat is thus specified with the ij-index. 
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RSM as the RSM favors a less nonlinearity in the formulation, it has less 
computational time and, therefore, the equations derived from the RSM 
have been directly implemented in the calculations. During each simu
lation, phase properties required in flow terms calculations in the 
throats were assigned based on their upwind network node pressure and 
the overall composition. 

3.4. Auxiliary equations 

The position of phase interfaces at pore spaces is commonly gov
erned by local rules governing the displacement of the main terminal 
and arc menisci in the pore bodies and pore corners. On this basis, the 
flow of gas and condensate phase in the present pore-network model was 
formulated based on entry pressure, the phase’s hydraulic conductivity, 
and criteria for pore-scale processes (i.e., snap-off criterion), described 
hereafter in 3.4.1 and 3.4.2. The cyclic process of condensate bridging 
and displacement is also presented by the definition of step functions in 
section 3.4.3. 

3.4.1. Entry capillary pressure and conductance 
For single-phase laminar flow in a circular, triangular or square 

cross-section, the analytical expressions for conductance have been 
given by Oren et al. (1998) and Patzek and Silin (2001), applying 
Poiseuille’s law. Multiphase flow through the pore corners in different 
geometries is more complex, and efforts have been directed to solve the 
fluid flow numerically using Navier-Stokes equations to derive con
ductivity terms for laminar corner flow correlated empirically with 

experimental works. In this study, we used the terms provided by Hui 
and Blunt (2000), which were successfully analyzed with laboratory 
results (Zhou et al., 1997; Firincioglu et al., 1999) and were applied in 
the mixed-wet random pore-scale network models. Piri and Blunt (2005) 
used these expressions and successfully simulated multiphase 
capillary-dependent physical processes at the pore scale. The conduc
tance terms used in this study are presented in Table 2. The “free 
boundary condition” (i.e., the wetting boundary length at the liquid/gas 
interface is not supposed to generate flow resistance in the calculation of 
wetting conductance (Zhou et al., 1997)) suitable for gas-condensate 
interfaces was also considered. We assumed that the liquid phase wets 
the throats wall in a circular cross-section, and for square and triangle 
cross sections, the liquid phase flows as a corner flow, as shown in 
Table 2. The condensate conductivity is related to the resistance factor 
(β), contact angle, corner half angles, condensate corner area, viscosity, 
and interface radius of curvature. For entry pressures, the threshold 
capillary pressure of piston-like displacement in pore elements with 
non-circular cross-sections and different wettability is found using the 
MS-P theory (Mason and Morrow, 1991; Valvatne and Blunt, 2004). 
Entry pressures are derived from the conservation of energy applied to 
the main terminal meniscus (MTM) in a given pore by equating the 
virtual work of the MTM movement to the change in the surface free 
energy. Adopting the MS-P theory in the gas-condensate systems, once a 
condensate bridge was formed, the gas phase pressure difference exerted 
on the two sides of condensate is compared with the entry pressure of the 
throat defined in Table 2 for the throats of different cross sections. 

Table 2 
The entry pressure and related flow conductance terms for selected geometries.  

Geometry: square cross section shown 
in Fig. 4 

Refer Fig. 4 

Entry pressure (Piri and Blunt, 2005) When α <
π
2
− θr 

Pentry =
σ
R

[

cos θr +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
tan α

2
(sin 2θr − 2θr − 2α + π)

√ ]

(5)   

where θr is the receding contact angle and α is the corresponding corner half angle 

when α ≥
π
2
− θr 

Pentry =
2σ
R
(cos θr) (6)   

Flow conductance (Term g refers to 
flow conductance) 

Non-wetting phase conductance: (Piri and Blunt, 2005; Chen et al., 2020) 

gg
ij = gg =

0.5623GA2
g

μgl
(7)   

where G is the throat shape factor, Ag is area occupied by gas, μg is the gas viscosity and l is the length of capillary. 
Corner wetting-phase conductance for the corresponding corner half angle α when (Bustos and Toledo, 2003 adopted from Blunt, 1997;  
Hughes and Blunt, 2000): 

when ​ α <
π
2
− θr

gl
ij = gl =

Vlr2
l

βμll2

(8)   

Vl = ncAcl= ncrl
2 l
[

sin(α+ θ)cos(α+ θ) +
cos2(α + θ)

tan (α) −
π
2
+ α+ θ

]

(9)   

Ac =A
(
1 − Sg

) /
nc (10)   

where Vl refers to the condensate volume residing in the pore corners, nc refers to the number of corners for a given polygonal cross-section 

and rl refers to the meniscus radius of curvature defined in the pore corner as rl =
σ
Pc 

in which σ, and Pc are the interfacial tension and the 

capillary pressure, respectively. Other parameters are the pore length, l, the pore corner half-angle, α, and the contact angle, θ. 

β=
12 sin2 α(1 − C)2

(ψ1 − Cψ2)(ψ3 + fCψ2)
2

(1 − sin α)2C2(ψ1 − Cψ2)
3 (11)   

ψ1 = cos2(α+ θ) + cos(α+ θ)sin(α+ θ)tan (α) (12)   

C=
(π

2
− α
)

tan (α) (13)   

ψ2 = 1 −
θ

π
2
− α

(14)   

ψ3 =
cos(α + θ)

cos α (15)   

(continued on next page) 
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3.4.2. Snap-off criterion 
In the context of gas-condensate PNMs, several snap-off criteria have 

been examined for capillary condensation. Threshold radius for throats, 
accounting for the condensate bridging formation in tight throats, have 
been considered by Mohammadi et al. (1990), Fang et al. (1996), and 
Wang and Mohanty (1999, Wang and Mohanty, 2000. On the other 
hand, Bustos and Toledo (2003) and Momeni et al. (2017) used the 

threshold capillary pressure, which corresponds to the condition where 
the gas phase will no longer have contact with the pore wall (i.e., at the 
snap-off pressure, an additional condensation process leads to the for
mation of condensate bridge). Jamiolahmady et al. (2003) employed a 
correlation that they derived from their mechanistic model (Jamio
lahmady et al., 2000) developed in 2000, which determined the evolu
tion time required for a condensate bridge to be created from an initial 

Table 2 (continued ) 

Corner wetting-phase conductance for the corresponding corner half angle, α, is given by gl in the following expression when: (Piri and Blunt, 
2005) 

α ≥
π
2
− θr

gl
ij = gl =

Ac
2(1 − sin α)2

(φ2 cos θ − φ1)φ3
2

12μl sin2 α(1 − φ3
2)(φ2 + f φ1)

2

(16)   

φ1 =
(π

2
− α − θ

)
(17)   

φ2 = cot(α)cos θ − sin θ (18)   

φ3 =
(π

2
− α
)

tan(α) (19)   

Ac = rl
2
(

cos θ(cot(α)cos θ − sin θ) + θ+α −
π
2

)
(20)   

In the above formulation, f = 0 for the gas-condensate interface and the factor f varies between 0 and 1 according to the fluid interface 
boundary conditions.  

Geometry: circular cross-section shown 
in Fig. 5 

Refer Fig. 5 

Entry pressure The criterion for condensate bridge displacement: 

Pentry =
2σ
R
(cos θr) (21)   

where R is the radii of a capillary (Piri and Blunt, 2005) 
Flow conductance (Term g refers to flow 

conductance)  
gg

ij = gg =
0.5GA2

g

μgl
(22)   

(Piri and Blunt, 2005) 

gl
ij = gl =

π
(
R2 − SgR2

)2

8μll
(23)   

where g and R are referred to as conductance and tube radius respectively. (Reis and Carvalho, 2021: in straight throats, the equivalent 
radius equals radius R) 

Geometry: triangular cross-section 
shown in Fig. 6 

Refer Fig. 6 

Entry pressure when α1 <
π
2
− θr 

Fd =

1 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 −
4GC

cos2θr

√

1 + 2
̅̅̅̅̅̅
πG

√ (24)   

Pentry =
σ cos θr

r

(
1+ 2

̅̅̅̅̅̅
πG

√ )
Fd (25)   

C=
∑n

i=1

[

cos θr
cos(θr + αi)

sin αi
−
(π

2
− θr − αi

)]

(26)   

where α1 is the sharpest corner half angle. G denotes the shape factor, θr stands for the receding contact angle, and αi specifies the 
corresponding corner half angle (Piri and Blunt, 2005) 

Pentry =
2σ
R
(cos θr) (27)   

when 

α1 ≥
π
2
− θr (Piri and Blunt, 2005) 

Flow conductance (Term g refers to flow 
conductance)  

gg
ij = gg =

3GAg
2

5μgl
=

3R2Ag

20μgl
(28)   

(Piri and Blunt, 2005) 
Corner wetting-phase conductance for the corresponding corner half angle α when: 

α <
π
2
− θr

gl
ij = gl =

Acr2
l

βμll

(29)   

Ac = rl
2
(

cos θ(cot(α)cos θ − sin θ) + θ+ α −
π
2

)
(30)   

Ac =A
(
1 − Sg

) /
nc (31)   

β is the same factor as that defined for a square-shaped throat (Eq. (11)) 
Corner wetting-phase conductance for the corresponding corner half angle α when: 

α ≥
π
2
− θr gl

ij = gl , the same expression as the one defined for a square-shaped throat (Eq. (16))  
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condensate thickness, depending on the throat shape, fluid properties, 
and initial condensate film thickness. 

Reis and Carvalho (2020, 2021) identified a critical condensate film 
thickness for capillaries with a converging-diverging profile and circular 
cross-section. This thickness is proportional to the narrowing radius of 
each capillary, and they set the critical condensate film thickness to 
one-fourth of the narrowest radius, Rmin. They also adopted the 
geometry-controlled condition given by Beresnev et al. (2009) for the 
fluid break-up in a sinusoidal-shaped pore-throat. In this study, for 
triangular and square cross sections, the criterion for the wetting phase 
curvature loss (with the throat wall) was considered in terms of a 
threshold capillary pressure. However, for circular cross sections, an 
assumed film thickness limit (critical film thickness equal to one-fourth 
of the throat radius) was used (see Table 3). 

3.4.3. Step function definition 
After snap-off, the displacement of condensate bridges in throats is 

controlled by the local entry capillary pressure, Pentry, which is presented 
in Table 2. The gas flow is re-established by the condensate bridge 
displacement when the gas pressure along each throat (i.e., ΔPij) exceeds 
the predefined entry pressure as a function of IFT between the phases, 
contact angle, pore geometry and pore radius. A step function is applied 
for the cyclic process of condensate blockage and displacement. In this 
approach, the conductance terms are multiplied by a continuous 
approximation of a unit step function, Hij presented in Eq. (1). Hij is set to 
unity when the condition for the throat corner flow (film flow for cir
cular cross-sectional capillaries) of condensate is satisfied (i.e., the 
throat is open to annular gas and condensate corner flow), and set to 
zero when the gas flow is interrupted by the formation of a condensate 
bridge (and as long as the condensate bridge is not displaced). The term, 
He

ij is introduced for the condensate bridge displacement defined in Eq. 
(4), which is zero when we have the condensate corner flow (film) or the 
throat is blocked, and is one when the gas flow displaces the condensate 
bridge (in this case, Hij is switched to one, please see flow chart pre
sented in Fig. 7). 

3.5. Saturation distribution in the throats of a node 

Jamiolahmady et al. (2003) initiated their pore-network model in 
dynamic mode with a fixed initial condensate saturation distributed in 
the network by filling the smallest pores. They assumed a thin film 
thickness for all remaining pores in their model. Under dynamic 
gas-condensate flow conditions, they determined the condensate film 
thickness from a proposed film thickness correlation in pores open to gas 
flow, which they had established earlier in a mechanistic study of 
condensate formation in a unit pore. Reis and Carvalho (2020, 2021) 
implemented the gas-condensate annular flow by a condensate thickness 
related to condensate saturation calculated from the compositional 
pore-network model in wide-open capillaries. When a throat was in a 
closed state, they considered a condensate bridge housed at the nar
rowest position in the throat within its maximum capillary pressure 
difference. In the current work, the condensate saturation in connecting 
throats is determined by distributing the total liquid molar volume in a 
control volume to its connecting throats (i.e., considering half of each 
throat attributed to a control volume and with respect to its molar vol
ume). This approach leads to the formation of condensate bridges in tiny 
throats first and then in larger size throats, as reported in previous 
studies (Jamiolahmady et al., 2003). Moreover, if the gas phase can 
mobilize condensate bridges, the condensate would flow into the cor
responding control volume at the considered node, then based on the 
molar balance of the wetting phase at that control volume, the satura
tion of the throats residing therein would be updated. Fig. 8 shows the 
implementation of this approach in a pore body node with control vol
ume, Vi, with Ncap number of connecting pore throats with index, ij to a 
pore body node with index, i. In this approach, the total liquid molar 
numbers in each pore body control volume Vi, is determined as a func
tion of the control volume, Vi, molar liquid density, ρLi, and liquid 
saturation, Sli. Considering the control volume composed of Ncap capil
laries (Ncap denotes the number of the throats, half of whose lengths is 
inside the control volume), NLi as the total moles of liquid in the control 
volume, Vij/2 as the volume of the half-length throat, and ρl ij/2 as the 
liquid molar density, each half-length throat liquid saturation Slij/2, can 
be approximated by Eq. (32d). In this method, densities in the throats 
are evaluated according to the upstream gas pressure. This approach is 
consistent with core flood experiments presented in retrograde 
condensation because it gives thin condensate thickness for large-size 
throats and larger condensate thickness up to pore throats’ radii for 
smaller throats in the whole pore network. 

NLi =ViρliSli (32a)  

NLij
2
=Vij

2
ρlij

2
Slij

2
(32b)  

Fig. 4. Two-dimensional representation of the fluid configuration: a square 
cross-section capillary in the presence of two fluid phases. r refers to the radius 
of the fluid-fluid meniscus, R is the inscribed radius of the cross section, θ stands 
for the contact angle of the wetting phase and α is the half-corner angle. 

Fig. 5. The circular cross-section capillary in the presence of a) the wetting fim 
(condensate) flow on the surface of pore throat walls and b) the condensate 
bridge displacement under viscous displacement. R is the radius of circular 
pore throat. 

Fig. 6. Two-dimensional representation of the fluid configuration in a trian
gular cross-section capillary presenting the wetting phase (condensate) corner 
flow and the non-wetting phase flow in the center. R is the inscribed radius of 
the cross section. 
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NLi =ViρliSli =
∑Ncap

j=1
Vij

2
ρlij

2
Slij

2
(32c)  

Slij
2
≈ (ViρliSli)

/(
∑Ncap

j=1
Vij

2
ρlij

2

)

≈
(
NLi
/

Ncap
)
/(

Vij
2
ρlij

2

)

(32d)  

3.6. Initial/boundary conditions 

The absolute permeability is calculated by setting the initial pressure 
and composition of the network above the dew point pressure (i.e., to 
achieve a single-phase gas flow). Then the pressure at the outlet face of 
the network is set to a lower value applying a small pressure gradient 
across the network while keeping the inlet at the defined initial pressure 
condition. 

To calculate each point of the relative permeability curve, the initial 
state of the system is defined in order to represent a two-phase gas- 
condensate flow. The initial gas-condensate flow at time = 0 is defined 
with an initial pressure as P0i = Pinlet = Pi, an initial mixture composition 
as Z0i = Zi (i stands for each pore body control volume), and an outlet 
boundary pressure denoted as Poutlet = Pi – ΔP, where ΔP is a small 
pressure gradient defined based on the system flow rate, and Zi is the 
considered compositions discussed in section 3.1.2. Pinlet and Poutlet are 
the pressures fixed at the inlet and outlet face of the pore network 
respectively (see Fig. 1). 

Table 3 
The snap-off criterion for selected geometries.  

Geometry Snap-off pressure, Ps Critical gas saturation, Sg, crit at snap-off condition 

Square cross section (Bustos and Toledo, 2003) 
Ps =

σ cos(α + θ)
Rt cos α where Rt is the throat inscribed radius. 

≈78.5% 

Equilateral triangle cross section (Piri and Blunt, 2005) For θ ≤
π
2
− α 

Ps =
σ
Rt

(cot α cos θ − sin θ)

≈60% 

Circular cross section (Reis and Carvalho, 2021) Rc = 0.25 Rt where Rc is the condensate thickness ≈56.25%  

Fig. 7. Definition of the cyclic process of condensate blockage and displacement by step functions in the mathematical model.  

Fig. 8. The definition of a pore volume and the evolution of condensate phase 
in the connecting throats. 

Table 4 
List of unknowns and equations in the compositional model formulation.  

Unknowns: Equations: 

Fluid Pressures Pl , Pg 1 Overall composition constraint (Eq. (33)) 1 equation 
Fluid Saturations Sl , Sg 2 Condensate equilibrium equations (Eq. (34)) nc-equations 
Overall Composition Zm,m = 1…nc 3 Gas equilibrium equations (Eq. (35)) nc-equations 
Condensate Composition xm,m = 1…nc 4 Vapor fraction/saturation relationship (Eq. (36a)) 1 equation 
Gas Composition ym,m = 1…nc 5 Saturation constraint (Eq. (37)) 1 equation 
Total 3nc + 4 unknowns 6 Capillary pressure relationship (Eq. (38)) 1 equation 

7 Differential molar balances (Eq. (39)) nc-equations  
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3.7. Compositional model formulation 

The compositional model equations are represented with (3nc+4) 
unknowns, which involves (3nc+4) equations as shown in Table 4 (nc 
stands for number of components). In this work, the number of com
ponents is two; hence, the model has ten unknowns requiring ten 
equations to be solved. The list of supplementary equations together 
with the main conservation equation is presented in Table 5. 

To simplify the system of equations, the number of unknowns is 
reduced, and the eliminated variables are calculated after determining 
primary unknowns based on the supplementary equations. For this 
purpose, the gas pressure and the overall composition are selected as the 
primary variables defined in each control volume; the gas and conden
sate saturations are calculated during each flash calculation, which was 
replaced by RSM as linear functions in the simulations considering an 
incompressible porous medium due to tiny pressure change at the micro 
scale. In the procedure of phase equilibrium calculations at a given 
mixture composition, Zm, pressure, P and temperature, T, the constraint 
equation given in Eq. (33) is always fulfilled. In addition, the total molar 
vapor and liquid fraction (nV and nL), the nc-components fraction in the 
liquid and gas phase (xm and ym) are calculated at the thermodynamic 
equilibrium condition (Eq. (36b)) using an equation of state. 

With the assumption of zero capillary pressure in the pore body 
nodes, the gas and condensate phase pressures are considered equal. As 
a result, the system of the molar conservation equations is solved for the 
gas phase pressure. The main set of governing differential equations (Eq. 
(39)) is coupled with the phase equilibrium calculations (provided 
above) as well as the saturation constraint equation (Eq. (37)). Finally, 
the solution technique, which is described in the next section is imple
mented to determine the variables. 

3.8. Solution technique, model algorithm 

The system of nonlinear equations is derived from molar conserva
tion written for all pore body nodes, discretized, and expressed in the 
form of residual functions. A Newton-Raphson method was applied to 
solve for the primary unknown variables. Based on this approach, all 
residual functions are linearized, and all principal variables are calcu
lated and updated using an iterative scheme to find the solution to these 
main variables at each time step. The procedure for time step selection is 
presented in Appendix B. 

Defining X as the vector of primary variables, R as the residual 
functions, τ as the iteration number, and n as the time step counter, the 
linearization approach for each pore body node, i leads to: 
[
Jn+1]τ

.
[
Δδn+1]τ+1

=
[
− Rn+1]τ (40a)  

where J is the Jacobian matrix containing numerical derivatives of re
sidual functions concerning principal variables, and Δδ is the difference 
between primary variables during each iteration, as follows: 

(X)τ+1
− (X)τ

=
[
Δδn+1]τ+1 (40b)  

(X)τ+1
=(X)τ

−
(
J− 1R

)τ (40c)  

J =
∂R
∂X

(40d) 

Having defined the tolerance value, if the system of equations 
converged to the desired solution with an acceptable error, the solution 
is set to the new unknowns and the simulation moves on to the next time 
step. The solution of the principal variables could be achieved when R→ 
0 that is (X)τ+1→(X)n+1. 

Table 5 
List of main and supplementary equations in the compositional model formulation.  

1  
∑nc

m=1
Zm = 1 (33)   

2  

xm =
Zm

1 + nV (Ki − 1)
;m= 1…nc (34)   

where Ki = ym/xm. 
3  

ym =
KiZm

1 + nV (Ki − 1)
=Kixm ;m= 1…nc (35)   

4  

Sg =
nV ρl(

(1 − nV )ρg + nV ρl

) (36a)    

fgm = flm ;m = 1…nc (36 ​ b)   

where fgm is the fugacity term for the mth component in gas phase and flm is the fugacity term for the mth component in liquid phase. 
5  

Sg + Sl = 1 (37)   

6  

Pl =Pg − Pc (38)   

Assuming Pc = 0 in the pore body nodes: Pl = Pg. 
7  

−
∑Ncap

j
CijHij

[(
xmρlgl + ymρggg

)

ij

]

ΔΦij +Qm =Vi
∂
∂t
(
Slxmρl + Sgymρg

)
,m= 1…nc (39)   

With the assumption of zero capillary pressure the potential gradient is defined as: ΔΦij = ΔΦg,ij = ΔΦl,ij.  
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Fig. 9. The flowchart of the applied dynamic compositional pore-network model used for the simulation of gas-condensate flow.  
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Numerical problems arise when a phase emergence or vanishment 
happens, which can cause less numerical convergence and oscillations 
during Newton method iterations (Weishaupt and Helmig, 2021). 
Possible remedies have been reported in previous studies by Class et al. 
(2002), introducing a switching strategy for a set of primary variables of 
the solution method and also, by Lauser (2014), Lauser et al. (2011), 
Weishaupt and Helmig (2021), implementing a more stable approach 
with fixed primary variables but with an extra constraint equation to be 
solved for phase saturations. In this work, the case of simulations is 
within the two-phase region with no abrupt compositional change, 
thereby, such numerical problems are not encountered. The macro
scopic flow terms, such as relative permeability values, are calculated 
when the steady-state flow condition was established along the pore 
network using Darcy’s law. The flowchart for the simulation of dynamic 
gas-condensate flow in the pore network implementing the proposed 
mathematical model is shown in Fig. 9. The above approach is similar to 
the algorithm proposed by Chen ate al. (2020) where a fully implicit 
algorithm was applied, and the main variables (i.e., pressure, saturation 
and composition) were simultaneously solved within each time step 
using Newton iterations. However, we could not directly employ their 
results for comparison due to differences in composition, saturation 
range, research focus (gas-condensate flow in our study vs. viscous 
fingering in Chen et al. (2020)), and model types (bond model in our 
study vs. pore-site model in Chen et al. (2020)). 

3.9. 3D model assessment and verification 

3.9.1. Molar balance check 
The molar consistency equation for the whole network was first 

examined in each time step to inspect the numerical model accuracy. 
Fig. 10 presents the molar conservation across the whole network during 
one of the 3D simulations. When the inlet total molar rate of the system 
approaches the outlet total molar rate, the average pressure along the 
network tends towards a constant value at which the network outlet 
flow rates are calculated to obtain the relative permeability curve. 

3.9.2. Comparison with experimental data 
To validate the model, the results of the 3D PNM simulations were 

compared with experimental data available in the literature for the 
liquid-wet medium. The 3D pore-network model was constructed to 
have an absolute permeability as the initial conditions of the experi
ments. Next, the compositional gas-condensate flow was set up to 
simulate different velocity levels and fluid IFTs, reported at experi
mental conditions (Jamiolahmady et al., 2003). It is worth noting that 

required model parameters were measured and obtained from experi
ments performed by previous studies, allowing us to implement and use 
them in our model (for example, the average coordination number, Z, 
was taken from CT images of Berea Sandstone). Furthermore, to 
compare the simulations with experimental results, all simulations have 

Fig. 10. 3D pore network molar consistency representing the accuracy of 
implemented numerical model. 

Fig. 11. 3D PNM and experimental (Jamiolahmady et al., 2003) gas and 
condensate relative permeability at IFT = 0.015 mN/m and constant velocity of 
a) 36 m/day, b) 18 m/day and c) 9 m/day. 
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been conducted with triangular shapes for modeling Berea sandstone 
within condensate saturation range of 0%–35% encompassing the 
experimental data points for the considered composition, temperature, 
and pressure. 

As shown in Figs. 11 and 12, a fairly reasonable agreement has been 
achieved between the 3D model and core-flood experiments reported by 
Jamiolahmady et al. (2003). To further examine the model validity, 
several model parameters have also been selected to analyze their effect 
on the 3D model results. The effect of aspect ratio, contact angle and 
coordination number on the gas-condensate relative permeability in 3D 
models was analyzed and compared with the experimental results 
(Fig. 13), which shows the adequacy and accuracy of the selected values 
for these model parameters. As can be seen, any change in the average 
coordination number, Z, contact angle as well as aspect ratio results in a 
deviation of prediction from the experimental data and less accuracy of 
the predictions. Further analysis of the 3D results is discussed in the next 
section. 

4. Simulations results and discussions 

4.1. 3D model results: comparison with other studies 

Fig. 14a and Fig. 15a compare the IFT effect on relative permeabil
ities; in higher IFTs, the Jamiolahmady et al. (2003) model did not have 
a good match for condensate saturations above 25% (showed a sharp 
decrease in Krg and a sharp increase in Krc), while the Reis and Carval
ho’s (2021) model overestimated the Krg in saturation range below 25% 
and had an acceptable match at higher condensate saturations above 
25%. Their Krc simulated values were also overestimated in comparison 
to experimental data. In our model, Krc and Krg are almost in line with 
experimental data, but at saturations above 25%, which is not in the 
practical range, they are overestimated. 

At the velocities of 36 m/d and 18 m/d, looking at Fig. 14a and b as 
compared to Fig. 15a and b, the IFT had a pronounced adverse effect on 
Krg and Krc. The reason was due to the higher capillary force effect on the 
entrapment of condensate in the restriction capillaries. Comparing 
Fig. 14(a–c) and Fig. 15(a–b), the positive impact of velocity on Krg and 
Krc was appreciable, especially for the Krg. 

At an IFT of 0.015 mN/m, the results of Reis and Carvalho’s model 
(2021), did not have a good match with experimental data for both Krg 
and Krc curves. There was an overestimation of Krg for the condensate 
saturations below 25% and Krc at condensate saturations between 15% 
and 30%. This controversy can be attributed to the effect of the annular 
flow of condensate as a thin layer of liquid along the capillary walls with 
a converging-diverging profile, due to which each phase was expected to 
flow freely (i.e., the friction of pore walls and fluids does impact the 
flow, and moreover, the effect of angularity on the throat conductance 
has not been considered in their study). 

The pore-network model of Jamiolahmady et al. (2003) showed a 
fair match with experimental at lower velocities for lower IFTs. Addi
tionally, at higher IFTs, their model failed to get a fair match with Krg 
and Krc, especially at condensate saturations above 25%. 

The comparison of the performance between our model, previous 
models and experimental results indicates that the discrepancy in results 
can be attributed to several factors including the pore-network repre
sentations, assumptions, governing equations, numerical algorithms, 
and other unrepresented rock sample characteristics (e.g., irregular pore 
shape, mixed wettability, etc.). In terms of pore-network representation, 
for instance, Jamiolahmady et al. (2003) considered circular-shaped 
pores with a constant outlet radius/inlet radius ratio for all pores. 
They have also introduced the equivalent pore throat length as an 
additional geometrical parameter to account for the effect of flow 
resistance and pore tortuosity on gas-condensate flow. On the other 
hand, Reis and Carvalho (2021) considered the converging-diverging 
pore geometry, in which the condensate phase was distributed either 
as a thin film on the surface of pore throats or a condensate bridge 

Fig. 12. 3D PNM and experimental (Jamiolahmady et al., 2003) gas and 
condensate relative permeability at IFT = 0.037 mN/m for a) constant velocity 
of 36 m/day and b) constant velocity of 18 m/day. 

Fig. 13. Sensitivity analysis of the 3D PNM model parameters: the effects of 
contact angle, coordination number and aspect ratio on the gas-condensate 
relative permeability as compared to the experimental data (Jamiolahmady 
et al., 2003) at IFT = 0.037 mN/m for constant velocity of 36 m/day. 
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Fig. 14. 3D PNM gas and condensate relative permeability curves and experimental data (Jamiolahmady et al., 2003) at IFT = 0.015 mN/m and constant velocity of 
a) 36 m/day, b) 18 m/day and c) 9 m/day. 
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accumulated at the pore throat mid-section during snap-off conditions. 
In the current study, however, a pore network representation based on 
the pore shape factor distribution available for a Berea sandstone sam
ples has been used, for which angular cross sections have been utilized. 
Angular shapes used for modeling Berea sandstone in this study could 
provide a better representation of the pore space than the circular 
cross-sectional shapes employed by Jamiolahmady et al. (2003) and Reis 
and Carvalho (2021). As snap-off mechanism, which controls the 
gas-condensate flow phenomena (i.e., through the cycle of condensate 
blockage and mobilization), is manifested more markedly in angular 
shapes. Therefore, it seems that pore morphology plays a great role 
through its influence on fluid phase conductance and snap-off criteria. 
Given the importance of pore morphology, therefore, this study presents 
a comprehensive parametric study inclusive of pore morphology effects 
on the gas-condensate flow, accounting for different rock porous 
geometries. 

The current model demonstrated strong predictive ability for gas- 

condensation systems’ Krc curves, particularly at saturations up to 
30%, which are common in gas-condensate reservoirs. The condensate 
relative permeabilities matched experimental results well due to the 
incorporation of the friction factor beta, which effectively accounted for 
the wetting phase’s corner flow in angular-shaped capillaries, assuming 
a free boundary between the gas and condensate interface. The proposed 
model yielded improved predictions, particularly in low interfacial 
tensions (IFTs), owing to the effect of pore shape angularity on throat 
conductance and snap-off, which were not considered in Reis and Car
valho’s (2021) model. Additionally, the developed PNM leveraged a 
compositional algorithm (molar conservation) to provide better esti
mates of condensate creation and associated snap-off processes 
compared to Jamiolahmady et al.’s (2003) model. 

Moreover, analysis of the average statistics of blocked throats due to 
condensate formation at various condensate saturations under different 
velocities and IFTs confirmed the facilitating effect of velocity on 
blockage removal and the contribution of capillarity (higher IFT) to 

Fig. 15. 3D PNM gas and condensate relative permeability curves and experimental data (Jamiolahmady et al., 2003) at IFT = 0.037 mN/m for constant velocity of 
a) 36 m/day and b) 18 m/day. 
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condensate blockage (see Fig. 16). 

4.2. 2D model results 

Fig. 17 presents the effect of 2D network size on the relative 
permeability values. As can be seen, the network size has little impact on 
gas relative permeabilities beyond 25 × 25 × 1 networks. Under fixed 
wettability and flow conditions, our selected 2D network model di
mensions have proven sufficient and representative for parametric 
analysis. 

Fig. 18 illustrates the distribution of throat size, condensate satura
tion, and condensate blockage (i.e., the condensate bridges that cannot 
be mobilized by the gas viscous flow; H = 0) in the throats of the pore 
network at steady state flow conditions. The condensate bridges that can 
be mobilized by the viscous gas flow, would flow eventually into the 
corresponding control volume at the considered node, then the satura
tion of the throats in the specified control volume would be updated 
based on the molar balance of the wetting phase (condensate) at that 
control volume (please see section 3.5). In the following, the sensitivity 
analysis of the major interacting parameters of gas-condensate flow is 
presented. 

4.2.1. The effects of pore shape and IFT on gas-condensate relative 
permeability 

At the same fluid velocity level, Fig. 19a indicates that the square 
throat cross-section exhibited the lowest gas and condensate relative 
permeability compared to the triangular and circular-shaped throats. 
This effect can be attributed to the snap-off process, which occurs at 
lower condensate saturations for square cross-sectional throats. As a 
result of snap-off, the reduction in gas relative conductivity occurs at 
lower condensate saturations. The relative permeabilities of triangular 
shapes were closer to the results of PNMs with circular-shapes cross 
sections than the PNMs with the square cross section due to the prox
imity of the limiting condensate saturation controlling snap-off. The 
limiting condensate film thickness for snap-off was set to 0.25 R t 
(equivalent to a condensate saturation of 43.75%) for cylindrical 
throats. For throats with triangular cross-sections, the condensate 
blockage occurred around a condensate saturation of 40% (i.e., the 
saturation at which the wetting condensate phase swells towards the 
center of the pore throat). 

Bustos and Toledo (2004) analyzed the pore shape effect (i.e., an
gularity) on gas-condensate relative permeabilities for triangle, square, 
and octahedron cross-sections using pore-network modeling. However, 
they did not consider near-wellbore regions and only accounted for the 
capillary and gravity forces. In the current model, the square-shaped 
throats exhibited more blockage at relatively lower condensate satura
tions simulated under dynamic flow conditions. 

Another important factor governing the decline of gas and conden
sate relative permeability at the same condensate saturation was the 
interfacial tension (IFT). The effect of IFT on relative permeability is 
rooted in its presence in the definition of entry pressure for a given 
throat, which is a function of pore geometry, IFT, and contact angle. In a 
strongly liquid-wet medium, higher values of IFT at lower reservoir 
pressures cause the capillary force to maintain the condensate bridges in 
the narrowest capillaries, blocking a greater portion of gas flow paths. 
The negative effect of IFT was also pronounced for the condensate 
relative permeability, as a lower number of throats contribute to the 
flow of condensate. At lower condensate saturations, relative perme
ability curves were similar for different shapes at the same pore size 
distributions because the number of blocked throats due to snap-off is 
small, having a minor impact on the relative permeabilities. Fig. 19b 
shows that the IFT has almost no effect on the relative permeability of 
gas and condensate at a contact angle of 90◦ (i.e., neutral wettability) for 
all investigated pore shapes. The reason is that the blocked throats are 
already displaced by the gas phase at contact angles close to 90◦. 
Additionally, the contribution of viscous force in the absence of a high 

Fig. 16. The results of 3D simulations showing the effect of velocity and IFT on degree of condensate blockage and viscous force contribution in displacement of 
condensate bridges in pore throats. 

Fig. 17. The effect of 2D network dimension on gas relative permeability at Sc 
= 16.9%, IFT = 0.037 mN/m, pore shape of triangle, contact angle = 0, and 
velocity of 36 m/day. 
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capillary force effect led to the movement of the condensate bridges 
mostly along the network (lower blockage) in neutral wettability. On the 
other hand, the angularity effect on the reduction of relative perme
abilities was found to be less for neutral wettability. 

4.2.2. The effects of pore shape, contact angle and IFT on gas-condensate 
relative permeability 

Fig. 20(a–c) shows the influence of pore shape and wettability on the 
relative permeabilities at different IFTs. The wettability alteration, 
almost in all cases, had a positive effect on the relative permeability of 
both phases. Our results are consistent with the results obtained for the 
improvement effect of wettability change investigated by Li and Fir
oozabadi, 2000 in a phenomenological model studying gas condensa
tion. Bustos and Toledo (2003) also approved the positive effect of 
wettability change to the intermediate wetting on gas-condensate rela
tive permeabilities at the condensate saturations above 20% through 
their 3D pore-network model with square cross-section capillaries under 
the just contribution of capillary and gravity force (i.e., not considering 
the viscous effects, dominant in near wellbore region and not from a 

dynamic PNM approach). In our parametric study, the wettability effect 
was more substantial at the highest IFTs and more pronounced on gas 
relative permeability than condensate relative permeability regardless 
of pore shape. 

Fig. 21(a–c) presents the influence of IFT and contact angle on 
relative permeabilities for different throat shapes. The wettability effect 
was more beneficial at higher IFTs, and it was seen that its effect on the 
relative permeabilities is relatively higher for square and triangular- 
shaped throats, and more noticeable at higher condensate saturations 
(higher than 15%). The negative effect of IFT on the gas and condensate 
relative permeabilities was stronger for the square cross-section because 
a larger number of throats are blocked and could not be opened to gas 
flow. The contact angle change was also effective almost in a wide range 
of condensate saturations and its effect was more pronounced in angular 
cross-section throats. The wettability effect for each pore shape at IFT of 
0.04 mN/m and velocity of 35 m/day was shown in Fig. 22(a–c). The 
higher the contact angle was, the higher the gas relative permeability 
would become, particularly for the values of contact angle close to the 
corner angle of angular-shaped throats (this pattern is much more 

Fig. 18. 2D PNM simulations (triangle pore shape): a) 2D throat size, b) the condensate saturation distribution of the 2D model representing c) the distribution of 
blocked throats as a result of condensate creation and snap-off mechanism (pore network average Sc = 15.9% at the steady state condition). 
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Fig. 19. 2D PNM Gas and condensate relative permeability curves at constant velocity of 35 m/day for a) liquid-wet medium and b) neutral-wettability medium.  
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Fig. 20. 2D PNM Gas and condensate relative permeability curves at constant velocity of 35 m/d for a) IFT = 0.015 mN/m, b) IFT = 0.04 mN/m and c) IFT = 0.15 
mN/m. 
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appreciable in the square cross section). Additionally, based on the 
average statistics of the opened throats to the gas flow and condensate 
bridge displacements presented in Fig. 23 confirms the positive effect of 
wettability on blockage removal, and the contribution of capillary force 
(higher IFT) on the condensate blockage. 

4.2.3. The effects of velocity and IFT on gas-condensate relative 
permeability 

Fig. 24(a–c) illustrates the relationship between relative permeabil
ities and various velocities and interfacial tensions (IFTs). The positive 
effect of velocity is more pronounced at higher IFTs and elevated 
condensate saturations. This is because a greater pressure gradient, 
associated with higher velocity levels, aids in the mobilization of 
condensate bridges under increased gas phase pressure. The impact on 
gas relative permeability becomes more apparent due to the increased 
number of condensate bridges at higher condensate saturations. 
Conversely, at lower condensate saturations, there are fewer blocked 
throats, resulting in a minimal increase in phase permeabilities as ve
locity increases. The effect of velocity change on condensate relative 
permeability is less significant than its impact on gas relative perme
ability. This is because velocity changes primarily open gas pathways in 
the blocked throats, which considerably influence gas relative 

permeability. In contrast, condensate relative permeability is associated 
with condensate thickness and the contribution of corner condensate 
flow, both of which are minimally affected by velocity changes. Instead, 
these factors are largely governed by pore shape and wettability. 

5. Summary and conclusions 

A 3D dynamic compositional PNM, featuring an efficient algorithm 
for coupling phase equilibrium and two-phase flow, was developed to 
model the gas-condensate flow in conventional reservoirs. Furthermore, 
a fully implicit algorithm was employed to simulate gas-condensate flow 
in conjunction with phase equilibrium calculations. The response sur
face methodology (RSM) was utilized to approximate phase properties 
as linear functions with high precision, accelerating simulations and 
enhancing the computational speed of Newton’s iterations. The 3D 
model’s results aligned with experimental data from Berea core flood 
experiments, demonstrating the proposed computational algorithm’s 
reasonable accuracy. A novel approach was introduced to determine 
condensate saturation in throats based on liquid mole count and throat 
size order. Considering corner conductivity for the condensate phase 
resulted in improved condensate relative permeability predictions 
compared to prior research. To minimize computational costs of 

Fig. 21. 2D PNM Gas and condensate relative permeability curves at constant velocity of 35 m/day for throat geometry of a) circular cross-section, b) square cross- 
section and c) triangular cross-section. 
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extensive parametric studies requiring multiple dynamic compositional 
pore-network models, 2D models were used to examine retrograde 
condensation in porous media without gravity effects across three pore 
shapes. 

The parametric study revealed that altering wettability to interme
diate and neutral wetting in angular pore geometries significantly 
mitigated condensate blockage, particularly under higher IFTs. This 
improvement was most evident in gas relative permeabilities at 
increased condensate saturations. Gas relative permeability noticeably 
decreased at the highest IFTs due to snap-off and the intensifying 
capillary force constricting condensate bridges in throats. Square- 
shaped throats exhibited the lowest gas-condensate relative permeabil
ities as snap-off occurred at lower condensate saturations. Additionally, 
simulations revealed the positive coupling rate effect (i.e., the positive 
influence of velocity and the negative impact of IFT). The velocity effect 
was predominantly pronounced at larger interfacial tension values, 
while the IFT impact was minimal under neutral wetting conditions. 

6. Outlook for the future studies 

This study’s findings highlight the importance of pore geometry and 

rock petrographic types in condensate recovery. A more comprehensive 
analysis of pore shape (shape factor) and wettability’s influence on gas- 
condensate relative permeabilities necessitates extending pore-scale 
visualization and imaging of transport phenomena in gas condensation 
systems. However, this requires the development of a high-pressure 
experimental setup and tailored imaging facilities. Until then, the 
established compositional pore-network model can act as a numerical 
experiment, illuminating the effects of various governing factors. 

The suggested procedure can be integrated into future research 
examining gas-condensate flow in unconventional reservoirs such as 
shales. However, it must accommodate specific characteristics of these 
media, including organic matter presence (see e.g., Yu et al., 2020), 
nanopore flows, multiscale pore structures (Yu et al., 2018, 2019, 2021), 
capillary effects on phase equilibrium (Song et al., 2020), and other 
relevant processes and phenomena for unconventional reservoirs. 
Finally, the development of hybrid pore scale models, that is the use of 
pore-network models for simulating gas-condensate flow, incorporating 
the advanced numerical schemes such as phase field-based lattice 
Boltzmann for better characterization of condensate bridge coalescence 
at the pore scale (see e.g., Younes et al., 2022) can be considered as 
another direction for future studies. 

Fig. 22. 2D PNM Gas and condensate relative permeability curves at IFT = 0.04 mN/m and constant velocity of 35 m/d for throat geometry of a) circular cross- 
section, b) square cross-section and c) triangular cross-section. 
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Fig. 23. 2D PNM (with square shaped throats): the effect of contact angle and IFT on the average percentage of throats open to gas flow and condensate bridge 
displacement. 

Fig. 24. 2D PNM Gas and condensate relative permeability curves at liquid-wetting conditions for a) circular cross-section, b) square cross-section, and c) triangular 
cross-section. 
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Nomenclature 

A area 
D referring to the height 
f fluid 
f fugacity 
g fluid conductance 
G shape factor 
H step function showing the status of opening or closing of a capillary for flow 
Hij step function specifying the opening or blockage status of a throat 
He step function specifies the status of bridge displacement in a throat 
Ki ratio of gas molar fraction to the liquid molar fraction 
Krc condensate relative permeability 
Krg gas relative permeability 
l throat length 
L Liquid 
m mass 
nc number of corners 
nc number of components 
nL liquid molar fraction 
nV vapor molar fraction 
N number of moles 
Ncap number of connecting throats to a pore body 
P pressure 
Pc capillary pressure 
Pe entry pressure 
ΔP pressure gradient 
ΔPe pressure gradient needed to mobilize the condensate bridge snapped-off in the throat 
Q flow rate 
r1 the radius of curvature for the condensate meniscus at a specified saturation 
Rt inscribed radius of the throat 
R throat radius 
S fluid saturation 
t time 
Δt time step 
tcrit the condensate thickness at which the condensate film gets snapped off in a throat 
T transmissibility term 
V volume 
x index for the liquid molar fractions 
y index for the gas molar fractions 
Z mixture molar composition  

Greek Symbols 
α corner half angle 
β resistance factor 
θ contact angle 
θr receding contact angle 
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φ fluid potential 
μ fluid viscosity 
φ porosity 
ρ fluid density 
σ gas-condensate interfacial tension 
v molar velocity 
τ iteration number  

Subscripts 
c corner 
crit critical 
entry referring to entry pressure 
g index for the gas phase 
i property in pore body node i 
j property in pore body node j 
in inlet 
ij index for the capillaries 
l index for the condensate liquid phase 
m component 
out outlet 
r receding  

Superscripts 
e entry 
g gas phase 
l liquid phase 
n time counter 
t time  

Abbreviations 
2D two dimensional 
3D three dimensional 
AR aspect ratio 
C1 methane 
nC4 normal butane 
EOS equation of state 
IFT interfacial tension 
LBC Lohrenz-Bray-Clark (Lohrenz et al., 1964) 
MTM main terminal meniscus 
PNM pore-network model 
RSM response surface method 

Appendix A. Derivation of molar conservation equation 

The conservation law can be applied over a specified control volume, Vi by definition of fluids flow through each face of its body. Considering 
molar flow rates, the material balance is written for all components in the fluid mixture, entering or exiting the control volume with respect to time, Δt 
as the following expressions:  

Entering molar flow − Exiting molar flow + Source/sink terms = Accumulated molar term                                                                                              

The number of moles of each component entering the system=

(
∑Ncap

ij
Nm,ij

)

in

Δt ;m= 1…nc (A.1)  

The number of moles of each component exiting the system=

(
∑Ncap

ij
Nm,ij

)

out

Δt ;m= 1…nc (A.2)  

Accumulated molar term=Vi
(
Slxmρl + Sgymρg

)t+Δt
− Vi

(
Slxmρl + Sgymρg

)t (A.3)  

−
∑Ncap

j

[(
Nml + Nmg

)

ij,out −
(
Nml + Nmg

)

ij,in

]
+Qm =Vi

(
Slxmρl + Sgymρg

)t+Δt
−
(
Slxmρl + Sgymρg

)t

Δt
(A.4) 

Molar concentrations of condensate and gas are defined as follows based on molar fractions and molar densities: 

Cml = xm
n
V
= xm

m
MW

m
ρl

= xm
ρl

MW
= xmρl

(
kmol

/
m3) (A.5) 
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Cmg = ym
n
V
= ym

m
MW

m
ρg

= ym
ρg

MW
= ymρg

(
kmol

/
m3) (A.6)  

ρf =molar density of fluid in
(

kmol
m3

)

=
ρf

MWf
(A.7)  

ρf =mass density of fluid in
(
kg
/

m3) (A.8) 

Next, using molar concentrations, the molar material balance is written as a function of components molar fractions in the liquid and gas phase. 

−
∑Ncap

j

[(
CmlvmlA + CmgvmgA

)

ij,out −
(
CmlvmlA + CmgvmgA

)

ij,in

]
+Qm =Vi

(
Slxmρl + Sgymρg

)t+Δt
−
(
Slxmρl + Sgymρg

)t

Δt
(A.9)  

−
∑Ncap

j

[(
xmρlvmlA + ymρgvmgA

)

ij,out
−
(

xmρlvmlA + ymρgvmgA
)

ij,in

]

+Qm =Vi

(
Slxmρl + Sgymρg

)t+Δt
−
(
Slxmρl + Sgymρg

)t

Δt
(A.10)  

−
∑Ncap

j

[(
xmρlvmlA + ymρgvmgA

)

ijout
−
(

xmρlvmlA + ymρgvmgA
)

ijin

]

+Qm =Vi
∂
∂t
(
Slxmρl + Sgymρg

)
(A.11) 

The fluid molar velocity in the throat is defined and is given below as a function of the fluid conductance and the fluid potential gradient over 
length of the throat. 

Vmf ,ijA=Qmf ,ij = gmf ,ij
(
Φf ,i − Φf ,j

)
(A.12)  

Φf ,i =Pf ,i + ρf gDi (A.13) 

Applying fluid conductance and the terms for potential gradients, the molar conservation equation is reformed as: 

−
∑Ncap

j

[(
xmρlglΔΦl + ymρgggΔΦg

)

ij,out
−
(

xmρlglΔΦl + ymρgggΔΦg

)

ij,in

]

+ Qm =Vi
∂
∂t
(
Slxmρl + Sgymρg

)
(A.14) 

Assuming a laminar flow for a single-phase flow in the circular capillary, the single-phase conductance, gp can be derived analytically using 
Poiseuille’s law: 

gp = k
A2G
μp

=
1
2

A2G
μp

; p = gas or liquid phase (A.15)  

where k value for equilateral triangles and squares are 3/5 and 0.5623 respectively and G is the geometrical shape factor defined: 

G=
A
P2 (A.16) 

Finally, ignoring the capillary pressure in the pore body nodes with assumption of low-IFT flow in a conventional gas-condensate reservoir leads to 
the ultimate form of molar conservation equation as Eq. (A.17): 

−
∑Ncap

j
CijHij

[(
xmρlgl + ymρggg

)

ij

]

ΔΦg,ij +Qm =Vi
∂
∂t
(
Slxmρl + Sgymρg

)
,m= 1…nc (A.17)  

where ΔΦij = ΔΦg,ij = ΔΦl,ij. The terms Hij and He
ij are step functions depending on conditions for corner (film) flow, snap-off and condensate bridge 

displacement in the corresponding throat. 
ΔΦij is the potential gradient over the throat length given in Eq. (A.18), which is defined based on the phase (gas) pressures in the pore body nodes, 

i and j linked to the throat, ij. The pressure gradient required to mobilize the condensate bridge in the capillary, ij defined as ΔPe
ij is also included when 

the condensate bridge is displaced by the increase of gas pressure induced by the viscous force. 

ΔΦij =ΔΦg,ij = Pg,i − Pg,j − He
ijΔPe

ij (A.18)  

Appendix B. Time step selection 

There are only a few studies on gas condensation flow based on the compositional pore-network models, which have presented a procedure for the 
time step selection due to the complex thermodynamic phase behavior of gas-condensate systems in comparison to multiphase incompressible flow 
systems. For immiscible incompressible two-phase flow, Joekar Niasar and Personeel (2010) determined the time step based on the required time to 
fill a pore body by the nonwetting phase or wetting phase depending on the process. The same procedure has also been used by Mogensen et al. (1999), 
Joekar-Niasar and Hassanizadeh (2012) and Wu et al. (2020). 

The selection of the minimum residence time for the time step increases the computational expense of dynamic pore-network models. For modeling 
dynamic two-phase flow, Chen et al. (2020) proposed an improved scheme for all three methods (fully implicit (FI), implicit pressure explicit 
saturation (IMPES), and implicit pressure semi-implicit saturation (IMP-SIMS)). A physically constrained time step selection scheme was 
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implemented; 1) constraint for the wetting phase to be in the range of irreducible residual wetting phase saturation, and 2) for each pore body i, only 
the largest uninvaded pore throat connected to the pore body is allowed to be invaded within one time step. Thus, the local maximum time step size 
was determined for all pore bodies and thereby the minimum value of all local time steps for the entire network was used as the global time step size. 
They stated that the FI approach in comparison to IMPES and IMP-SES methods, is globally mass conservative in pore-network modeling simulation 
regardless of the type of pore morphology. On the other hand, the wetting phase saturation stays in the physical range because of the iterative nature of 
the FI method, in which the pressure and saturation are updated simultaneously. 

The reported time step for gas-condensate PNM of Jamiolahmady et al. (2003) was based on the evolution time of all pores and they selected the 
value of evolution time representing the maximum evolution time for the class of pores (containing 0.1% of all pores) that close first) as the time step. 
Momeni et al. (2017) considered the condensate phase residing in the pore throat corners and calculated closure time in each throat by dividing the 
number of moles of gas needed to close each throat by the current molar flow rate of gas in each throat. Then, the lowest time duration calculated for 
closing the throats in the model was chosen as the suitable time step for the whole network. 

In our study, the timestep was selected to satisfy the following criteria: the residence time to fill the smallest throat in a control volume, as well as 
an acceptable courant number range applied in the work of Zhang et al. (2015), and consideration of the concept of pressure diffusion (Muskat, 1937) 
(i.e., drainage radius; how far pressure diffuses during a transient test). We followed the radius of investigation formulation (Van Poolen, 1964; 
Kuchuk, 2009), implementing in the pore network flow. A pressure transient test was performed on the pore network, and the time, in which a pressure 
impulse spreads along the network during a draw-down test was calculated. Consequently, the selected time step was checked to be small enough so 
that simulations capture the transient conditions (i.e., the process of trapping and mobilization of gas condensates) happening inside the network prior 
to approaching the eventual steady-state condition, starting from an initial pressure distribution. 

Appendix C. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.geoen.2023.211937. 
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Mehmani, A., Verma, R., Prodanović, M., 2020. Pore-scale modeling of carbonates. 
Marine and Petroleum Geology 114, 104141. 

Michelsen, M.L., 1982. The isothermal flash problem. Part I. Stability. Fluid Phase Equil. 
9, 1–19. 

Mogensen, K., Stenby, E., Banerjee, S., Barker, V.A., 1999. Comparison of iterative 
methods for computing the pressure field in a dynamic network model. Transport 
Porous Media 37, 277–301. 

Mohammadi, S., Sorbie, K., Danesh, A., Peden, J., 1990. Pore-level modelling of gas- 
condensate flow through horizontal porous media. In: SPE Annual Technical 
Conference and Exhibition. Society of Petroleum Engineers. 

Momeni, A., Dadvar, M., Hekmatzadeh, M., Dabir, B., 2017. 3D pore network modeling 
and simulation for dynamic displacement of gas and condensate in wellbore region. 
Int. J. Multiphas. Flow 97, 147–156. 

Mott, R., Cable, A., Spearing, M., 2000. Measurements and Simulation of Inertial and 
High Capillary Number Flow Phenomena in Gas-Condensate Relative Permeability. 
SPE 62932. AEA Technology. 

Munkerud, P.K., Torsaeter, O., 1995. The effects of interfacial tension and spreading on 
relative permeability in gas condensate systems. In: IOR 1995-8th European 
Symposium on Improved Oil Recovery (Pp. Cp-107). European Association of 
Geoscientists & Engineers. 

Muskat, M., 1937. The flow of fluids through porous media. J. Appl. Phys. 8 (4), 
274–282. 

Nikooee, E., Habibagahi, G., Khaksar, H., Hassanizadeh, S., Raoof, A., 2014. Pore 
network modeling of unsaturated soils: fundamentals, recent advancements and 
future perspectives. In: Numerical Methods in Geotechnical Engineering-NUMGE, 
2014, pp. 1007–1012. 

Nikooee, E., Sweijen, T., Hassanizadeh, S.M., 2016. Determination of the relationship 
among capillary pressure, saturation and interfacial area: a pore unit assembly 
approach. In: E3S Web of Conferences (vol. 9, p. 02002). EDP Sciences. 

Noh, M., Firoozabadi, A., 2008. Wettability alteration in gas-condensate reservoirs to 
mitigate well deliverability loss by water blocking. SPE Reservoir Eval. Eng. 11 (4), 
676–685. 

Oren, P.E., Bakke, S., Arntzen, O.J., 1998. Extending predictive capabilities to network 
models. SPE J. 3 (4), 324–336. 

Panja, P., Velasco, R., Deo, M., 2020. Understanding and modeling of gas-condensate 
flow in porous media. Adv. Geo-Energy Res. 4 (2), 173. 

Patzek, T.W., Silin, D.B., 2001. Shape factor and hydraulic conductance in noncircular 
capillaries: I. One-phase creeping flow. J. Colloid Interface Sci. 236 (2), 295–304. 

Peng, D.-Y., Robinson, D.B., 1976. A new two-constant equation of state. Ind. Eng. Chem. 
Fundam. 15 (1), 59–64. 

Piri, M., Blunt, M.J., 2005. Three-dimensional mixed-wet random pore-scale network 
modeling of two-and three-phase flow in porous media. I. Model description. Phys. 
Rev. 71 (2), 026301. 

Raeini, A.Q., Bijeljic, B., Blunt, 2015. Modelling capillary trapping using finite-volume 
simulation of two-phase flow directly on micro-CT images. Advances in Water 
Resources 83, 102–110. 

Raoof, A., Hassanizadeh, S.M., 2010. A new method for generating pore-network models 
of porous media. Transport Porous Media 81 (3), 391–407. 

Raoof, A., Hassanizadeh, S.M., 2012. A new formulation for pore-network modeling of 
two-phase flow. Water Resour. Res. 48, W01514. 

Raoof, A., Nick, H.M., Hassanizadeh, S.M., Spiers, C.J., 2013. PoreFlow: a complex pore- 
network model for simulation of reactive transport in variably saturated porous 
media. Comput. Geosci. 61, 160–174. 

Reis, P.K., Carvalho, M.S., 2020. Pore-scale analysis of condensate blockage mitigation 
by wettability alteration. Energies 13 (18), 4673. 

Reis, P.K., Carvalho, M.S., 2021. Pore-scale compositional modeling of gas-condensate 
flow: effects of interfacial tension and flow velocity on relative permeability. 
J. Petrol. Sci. Eng. 202, 108454. 

Reis, P.K., Carvalho, M.S., 2022. Pore-scale analysis of gas injection in gas-condensate 
reservoirs. J. Petrol. Sci. Eng. 212, 110189. 

Rostami, A., Habibagahi, G., Ajdari, M., Nikooee, E., 2015. Pore network investigation on 
hysteresis phenomena and influence of stress state on the SWRC. Int. J. GeoMech. 15 
(5), 04014072. 

Santos, M., Carvalho, M., 2020. Pore network model for retrograde gas flow in porous 
media. J. Petrol. Sci. Eng. 185, 106635. 

Song, W., Liu, L., Wang, D., Li, Y., Prodanović, M., Yao, J., 2020. Nanoscale confined 
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