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Chapter 1

Introduction

Pumping through a trillion hearts and flowing over two-thirds of the
earth’s surface, few subjects are more deserving of study than the
movement of salty liquids.

1.1 Introduction for a general audience

In this thesis we will describe the transport of liquids carrying dissolved salt,
known as electrolytes. Our aim is to describe how much charge, liquid, and chem-
icals move from location A to location B per unit of time. Such transfer is critical
for biology, where it nurtures cells, but also for industry, where it is used to pu-
rify our drinking water. Besides being crucially important, the transport of charge,
liquid and chemicals is also so commonplace that it can even be observed when
brewing your morning cup of coffee.

Transport in everyday life When turning on the coffee machine, a current
of charge runs from the socket at high voltage to the machine at low voltage.
Subsequently, fluid flows from the reservoir at high pressure to the filter at low
pressure. Finally, diffusion of caffeine occurs from the coffee grounds at high
concentration to the water at a low concentration. In all these examples transport
occurs because substances are driven to lower energies, as a difference in

• voltage (energy/charge) moves charges,

• pressure (energy/volume) moves fluid volume,

• concentration (∼energy/#atoms) moves atoms.

While in your coffee machine all these transport phenomena occur separately,
in electrolytes they occur simultaneously at the same position and hence move-
ment of charges, fluid and chemicals become intricately connected. Due to this
connection it is possible to drive flow using voltage and charges using pressure.
At first sight, such transport is strange as the units of driving potentials and trans-
ported substance do not match. In such cases it would be unclear why, and in what
direction, this transport would even occur.

As we will demonstrate in later sections of the Introduction such transport
in electrolytes, known as electrokinetics, occurs quite spontaneously. Transport
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where the units of the transported substance do not match its driving force was
first discovered in 1794 [1], when dead frogs were animated by currents driven
by temperature differences, and was independently rediscovered in 1822 [2]. It
has fascinated physicists ever since, but its behaviour remained mysterious until
the governing laws were found in 1931 [3]. This theory assumes a linear relation
between transport and driving potentials to hold: Ohm’s law is a prime example
of such a linear relation where increasing the voltage difference over a resistor
ten-fold will yield ten-times more current. But why then does the title refer to
“not-so-linear” transport?

Linear or nonlinear transport? The term “not-so-linear” is due to experi-
mental observations which show that this linearity actually breaks down already in
relatively simple electrolyte systems, such as reactive and conical channels. What
makes all these findings surprising is that these deviations from linearity occur in
systems which only differ minutely from a charged, straight, non-reactive, chan-
nel for which transport is linear over a large range of driving forces. Examples
of non-linearities in this thesis are conical pores which allow an electric current
to go through only one way and reactive channels whose charge changes with
flows. Furthermore we show that even chemical kinetics become non-linear at the
electrolyte-mineral interface. For all these problems we have to disentangle the
subtle interplay of fluid flow, electric currents, and chemical transport responsible
for the observed deviations from linearity.

The following sections in this Introduction will start by introducing the govern-
ing equations for fluid and ions after which we will derive the well-known linear
response relations for a straight, non-reactive, channel. During the derivation we
highlight which details are crucial for the understanding of electrokinetic experi-
ments. Many methods and considerations in the Introduction will prove useful in
later Chapters. In Section 1.2 we use single-particle dynamics to derive the gov-
erning equations for electric fields, fluid and ions in electrolytes. Subsequently, in
Section 1.3 we zoom out to derive the linear transport relations for a straight, non-
reactive, micrometer cylinder. Finally in Section 1.4, we zoom out even further
to discuss the limits set on such transport relations by thermodynamics. Grad-
ually moving from microscopic (atomic) to macroscopic (micrometer) transport,
we show that for relatively plain microscopic physics it is easy to obtain rich and
complex macroscopic physics. In the Introduction we focus on linear transport
through a non-reactive, straight, cylindric channel while in the rest of the thesis
we consider non-linear transport through reactive and conical channels.

Introductory notes As in the Introduction we treat a wide variety of physics
the following sections will necessarily be compact. For longer expositions we
refer to Ref. [4] for electrostatics, Refs. [5, 6] for fluid mechanics, to Ref. [7]
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1.2. Governing equations for dilute electrolytes

for treatment of the Langevin equation and the seminal papers Refs. [3, 8, 9] for
the thermodynamics of linear-response. For Poisson-Boltzmann theory and its
range of validity we recommend Ref. [10] while the Supplementary Material of
Ref. [11] was often consulted for the derivation of electrokinetic linear response
relations. We recommend Refs. [12, 13] for excellent introductions to the surface
chemistry of mineral-water interfaces.

1.2 Governing equations for dilute electrolytes

In this second section of the Introduction, we derive the equations of motion for
momentum, mass, charge and ions in dilute electrolytes, known as the Poisson-
Nernst-Planck-Stokes equations by considering single particle motion. The phe-
nomena introduced in this section constitute well-known 19th and 20th century
physics, and during their derivation we discuss sensible ways of dealing with such
equations for transport problems. Furthermore, we estimate the relevant time- and
length-scales of transport relevant in microfluidic experiments.

Usually the non-equilibrium governing equations are derived by considering a
perturbation to a thermodynamic equilibrium state, but here we choose to present
a purely kinetic derivation. This ensures not only that the mathematical machinery
remains light, but also puts us on sure footing when transport becomes non-linear
(as derivations from thermodynamics usually imply a linearization). However, our
derivation which considers the movement of single ions, extends poorly to dense
electrolytes which require the treatment of particle interactions beyond mean field.

1.2.1 Continuity and conservation

Before delving into the specifics of transport, it will be useful to consider general
transport behaviour of an abstract quantity ϕ , allowing us to find properties the
trajectory of ϕ must obey in steady-state where ∂tϕ = 0. These properties can
often be used to sketch out a solution before doing any calculations.

For any transported quantity ϕ the continuity equation

∂tϕ = Sϕ −∇ · (ϕuϕ), (1.1)

describes the local change in the quantity ∂tϕ as function of its local velocity
uϕ and local source strength Sϕ , which is a source when Sϕ > 0 and a sink when
Sϕ < 0. The continuity equation essentially states that if transport does not balance
production then either accumulation or depletion must occur. In principle ions
should be conserved as they carry both mass and charge, but in Chapter 2 and 3
we will see that chemical reactions can add ions to an electrolyte solution through
charge separation and dissolution of a solid. Similarly, momentum ought to be
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conserved but can actually be injected into the electrolyte through an externally
applied gravitational or electric field.

When no sources are present anywhere, the transport must be divergence-free
everywhere (∇ ·uϕ = 0) and in this case the trajectory of fluid and ions must either
form closed loops, or extend to infinity. Trajectories starting at a source must
either end in a sink, or also extend to infinity. Such a trajectory, also known as a
streamline zϕ(s) with s the parametrization of the streamline, always follows the
local velocity vϕ and hence can be found by solving for dzϕ(s)/ds×vϕ = 0. As
the velocity can only have a single value at every position, this definition directly
shows that streamlines can never intersect. These properties often allow one to
sketch paths that momentum, ions and fluids will take before really grappling
with any equations [14].

1.2.2 Electric fields

To induce net transport of ions or fluid requires a force to change their momentum.
While such forces can be exerted locally by atomic collisions, it is also possible
to inject momentum into an ion over long ranges through an electric field. Here
we will briefly discuss the laws governing electric fields, and by what methods
explicit expressions for electric fields can be found.

Poisson equation From experimental observation it is known that the electric
field −∇ψ at position r resulting from a single proton charge e in the origin 0 is
given by the Coulombic inverse-square law

−∇ψ =
r̂
|r|2

e
4πε

, (1.2)

with r̂ the unit vector, and the dielectric permittivity ε which in water is 4.4 e (mV
µm)−1. This inverse-square law is valid as long as the velocity and acceleration
of the ions (with respect to that of the fluid) is slow enough for relativity to be
negligible. As the divergence of the field is entirely localized at the origin ∇2ψ =
−eδ (r)/ε , with δ (r) the Dirac delta function, it can be seen that every (static)
electric field ultimately results from a charge. This electric field is linear in charge
e, and hence the electric field of a continuous (negative) charge density eρe(r) is
given by the sum of fields from the individual charges resulting in

∇
2
ψ =− e

ε
ρe(r), (1.3)

which is the well-known Poisson equation. Strictly speaking ρe is not a source
of electric field in the sense of the continuity Eq. (1.1), however it is possible to
construct streamlines z∇ψ(s), obeying z∇ψ(s)×∇ψ = 0, which actually describe
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1.2. Governing equations for dilute electrolytes

the paths ions in water would take were there no flow or diffusion. Such a particle
trajectory, known as an electric field line, starts at a positive and terminates at a
negative charge distribution when the total system is charge neutral.

Gauss’ law While the Poisson equation is hard to solve for general charge
distributions ρe(r), some simple solutions are known when the charge distribution
is localized on a two-dimensional surface. In such cases the two-dimensional
charge distribution eσ(r) defines the electric field normal to the charged surface
by Gauss’ law

n̂ ·∇ψ =− e
ε

σ , (1.4)

where n̂ is the inward pointing normal vector of the charged surface. In such cases
the approach is often to use Gauss’ law as as a boundary condition to the Laplace
equation ∇2ψ = 0, which is much simpler to solve than the Poisson Eq. (1.3).
For several highly-symmetric geometries such as spheres, cylinders and parallel
plates the Laplace equation can be simplified even further by using symmetries
to reduce it to a one-dimensional ordinary differential equation. Some classical
results following this approach can be found in [4]. Such simple results can be
used to construct solutions for more complicated problems by, carefully, gluing
several simple solutions together, as we show in Chapter 2 and 4.

1.2.3 Fluid mechanics

When electric fields change the momentum of ions, this momentum is quickly
dissipated in the fluid thereby setting it into motion. Interestingly, we will see that
the mechanism by which momentum is transported is similar to the mechanism by
which particles are transported, namely diffusion. While fluid mechanics can be
quite complex and rich in its own right, in this section we will show that at small
(micrometer) scales the equations governing flow can be dramatically simplified.

Incompressibility When there is no net force, the momentum density p =
ρmu over a closed system should be conserved, where ρm is the mass density and
u (without subscript) is the local fluid velocity. From experiments it is known that
the typical density of a dilute aqueous electrolyte ρm ≃ 1 kg L−1 barely varies,
at constant temperature and low salt concentration. As mass is generally also
conserved Sρm = 0 the continuity equation for the flow of mass ∂tρm =−∇ ·ρmu
simplifies to

∇ ·u = 0, (1.5)

for an incompressible fluid with constant density.

5



Momentum transport Considering momentum conservation in electrolytes
will result in richer physics. Not only can momentum be added and extracted but
it is also transported by two distinct mechanisms: advection and diffusion. Ad-
vection of momentum occurs when movement of a fluid parcel carries away its
own momentum: increasing the electrolyte velocity twofold hence increases mo-
mentum transport fourfold. Diffusion occurs when nearby water molecules with
different velocities interact, thereby exchanging momentum. The rate of diffusive
momentum transfer is proportional to the average velocity difference between two
fluid elements −ν∇u where ν is the diffusion constant of (transverse) momentum,
also known as the kinematic viscosity, which in water ≃ 1 mm2 s−1. Considering
both diffusive and advective transport the continuity equation for the momentum
density reads ∂tp = Sp −∇ · (p⊗ vp) = F−ρm∇ · (u⊗u−ν∇u), where F is an
external force density acting as a momentum source, which after some algebra
reads

ρm
(
∂tu+u ·∇u−ν∇

2u
)
= F, (1.6)

which is the famous Navier-Stokes equation. Whether diffusive or advective
momentum-transport dominates is quantified by the Reynolds number Re= uL/ν ,
with L a typical length-scale over which the flow occurs. Flowing water in every-
day life moving over more than a millimeter in a second has Re≫ 1, and here
momentum transport is dominated by advection. In this thesis, however, we con-
sider fluid flows over micrometers where Re≪ 1 and hence the advective term
u ·∇u can be neglected. Furthermore, the momentum source F in this thesis con-
sists of merely two components (i) the normal stress, equal to the pressure gradient
−∇P, and (ii) an external electric field −∇ψ acting on a charge density ρe within
the fluid. This allows us to reduce the Navier-Stokes equation to the following
(purely diffusive) Stokes equation

ρm∂tu = η∇
2u−ρe∇ψ −∇P, (1.7)

with η = νρm the dynamic (shear) viscosity. Together with Eq. (1.5) the Stokes
Eq. (1.7) will be used to describe flow everywhere in this thesis. Typically flow
in the low-Reynolds regime is much more well-behaved than flow in the high-
Reynolds regime where the non-linear advection term u ·∇u in Eq. (1.6) allows
for chaotic and turbulent flows beyond Re ≃ 103, introducing a variety of com-
plications that are often undesirable in experiments and applications. However,
turbulence is also responsible for mixing of fluids at macroscopic scales. The lack
of turbulence at micrometer-scales makes the mixing of fluids very difficult.

1.2.4 Diffusion, conduction and advection of ions

Much of this thesis will be focused on the transport of ions over micrometer
lengths and in this section we consider how ions are transported by three separate
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1.2. Governing equations for dilute electrolytes

transport mechanisms: advection, conduction and diffusion. During the derivation
we highlight that in microfluidic experiments advection, conduction and diffusion
of ions all have comparable velocities. The balance and interplay of these trans-
port mechanisms is key to understanding the experiments in this thesis.

Advection and conduction Ions in the electrolyte not only move with the
surrounding fluid at a velocity u but can also undergo conductive and diffusive
transport on their own. The velocity v of a single ion within the fluid is given by
the Langevin equation

m
dv±(t)

dt
=−mξ (v±(t)−u)∓ e∇ψ + f(t), (1.8)

where m is the mass of the ion and ξ is the friction coefficient for a single spherical
particle as derived by Stokes divided by the mass, ξ = (6πηa)/m such that ξ−1

has dimensions of time. The hydrodynamic radius a ≃ 0.1 nm for ions in water,
and counter-intuitively the hydrodynamic radius is inversely proportional to the
ionic radius [15]. When the random thermal force vanishes, f(t)≃ 0, the terminal
velocity of an ion

v± =∓e∇ψ(mξ )−1 +u if t ≫ ξ
−1 (1.9)

will be reached at a characteristic time ξ−1 ≃ 10 fs, comparable to the time be-
tween atomic collisions. Any excess momentum injected into the ion by the exter-
nal field ∇ψ will have diffused into the fluid over this timescale, driving flow as
discussed in the derivation of Eq. (1.7). For typical electric fields in this thesis ≃ 1
MV/m (for voltage drops of 1 V over 1µm) we find typical terminal velocities of
1 mm/s, comparable to the fluid velocity and resulting in a typical residence time
of 1 ms for an ion in a micrometer channel.

Diffusion Ions dispersed in fluids do not only undergo steady-state forces by
external fields, but also experience random thermal forces f(t) due to solvent
molecules bumping into the ion by thermal motion. This thermal force is well ap-
proximated by random, uncorrelated, white noise which has no preferred direction
and hence an expectation value ⟨f(t)⟩ = 0 but a non-zero mean square amplitude
⟨ fi(s) f j(s′)⟩= (2mkBT ξ )δi jδ (s−s′), with δi j the Kronecker-delta [7]. We aim to
find the transport induced by this random forcing, and we start by substituting the
random force into the Langevin Eq. (1.8) for vanishing external fields ∇ψ ≃ 0 and
obtain the velocity correlation ⟨v(t) ·v(t ′)⟩= 3exp(−ξ |t−t ′|)kBT/m, from which
we directly observe that the average thermal-energy of an ion (m/2)⟨v(0) ·v(0)⟩=
3kBT/2, as required by equipartition of energy, thereby showing the amplitude
(2mkBT ξ ) of the noise term ⟨ fi(s) f j(s′)⟩ was chosen correctly. The mean-square
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velocity can be converted to a mean-square displacement ⟨|R(t)−R(0)|2⟩ by in-
tegration

⟨|R(t)−R(0)|2⟩=
∫ t

0

∫ t

0
ds ds′⟨v(s) ·v(s′)⟩ ≃ 6Dt if t ≫ ξ

−1, (1.10)

where we defined the diffusion constant D = kBT/(mξ ) which is typically on the
order of µm2 ms−1 for ions in water.

From Eq. (1.10) it can be seen that the time it takes to travel a given length
L grows as L2/D and for macroscopic lengths L ≥ 1 mm diffusive transport is
very inefficient and takes more than 20 minutes. However, on micrometer length
scales the diffusive transport time L2/D ≃ 1 ms is comparable to both advective
transport time L/u ≃ 1 ms, and conductive transport time e∇ψL/(mξ ) ≃ 1 ms
for typical electric fields of −∇ψ ≃ 1 MV/m. It is this delicate balance of dif-
fusion, advection, and conduction that lead to rich physics in microfluidics. The
balance of diffusion and advection is described by the Peclet number Pe=uL/D,
reminiscent of the Reynolds number Re=uL/ν . While the Reynolds is often small
at micrometer length scales, as in water the ratio of momentum to ionic diffusion
is large ν/D ≃ 103 the micrometer systems considered in this thesis have large
Pe≃ 1 but small Reynolds number Re≪ 1. Specifically the transition from dif-
fusion (Pe≪ 1)- to flow (Pe≫ 1)- dominated ion-transport is key to much of the
interesting physics observed in Chapter 2, 4 and 5. Furthermore, in Chapter 5
we introduce the ratio of the conductive and advective (electro-osmotic) transport
rates w = eDη/(kBT ε|ψ0|) which is dimensionless and depends only on the sur-
face potential ψ0 and electrolyte properties: in water typically w ∈ [1− 10] for
|ψ0| ∈ [0.1−0.01] V.

To find an explicit equation of motion for diffusive transport we calculate the
probability p(R, t) of finding a particle at location R at time t from its initial
position 0. While the mean displacement by random thermal motion is zero over
N timesteps

⟨R⟩= N−1
N

∑
i=0

∫ ti+1

ti
ds vi(s)≃ 0 if N → ∞, (1.11)

as we have seen from Eq. (1.10) the mean-square displacement will increase with
time due to random thermal collisions. This probability distribution p(R, t) can
be calculated straightforwardly by observing that Eq. (1.11) describes the sum-
mation of independent, statistically identical, displacements which per the central
limit theorem [7] will result in a Gaussian distribution which is uniquely defined
by (i) normalization and (ii) the variance ⟨|R(t)−R(0)|2⟩ as already calculated
above, resulting in p(R, t)= (12πDt)−3/2 exp(−|R|2/(12Dt)). As announced this
probability profile is peaked around the origin, but spreads out over time due to
the random thermal motion of the ions. The spread of this probability distribution
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1.2. Governing equations for dilute electrolytes

obeys

∂t p(R, t) = D∇
2 p(R, t), (1.12)

which is aptly named the diffusion equation as it is the equation of motion for a
diffusive particle.

Diffusion-conduction-advection Having described the motion of a single
particle in an external field (Eq. (1.9)) as well as by thermal motion (Eq. (1.12))
we now combine these results after first converting the single-particle velocities
into many-particle densities ρ± = pN±/V and fluxes j± = ρ±v±, with N± the num-
ber of negative and positive ions within an arbitrary small volume V . While this
conversion may seem innocent, this step actually introduces a variety of errors
as the single-particle equation of motion implicitly neglect any ion-ion correla-
tions present for a collection of ions. Such ion-ion correlations invalidate both
the presented derivation of the diffusion equation and the diffusion constant. The
deviations stemming from these correlations become very relevant at high con-
centrations ρ± ≳ 1 M where 1% of the electrolyte consists of ions and transport
qualitatively differs from the dilute transport described in this thesis. Without fur-
ther comment we hereby refer the reader to several theories that may be more
appropriate in this dense electrolyte regime: Ref. [16, 17].

Continuing in the dilute regime and focusing on a 1 : 1 electrolyte of mono-
valent ions with equal diffusion constants D± = D, we substitute Eq. (1.9) and
Eq. (1.12) in the continuity equation ∂tρ± =−∇ · (v±ρ±) to obtain the diffusion-
conduction-advection equation

∂tρ± = D
(

∇
2
ρ±±∇ · (ρ±

e∇ψ

kBT
)

)
−∇ · (ρ±u), (1.13)

also known as the Fokker-Planck or Smoluchowski equation. Again writing this
equation as a continuity equation ∂tρ± =−∇ · j± we find for the flux

j± =−D(∇ρ±±ρ±
e∇ψ

kBT
)+ρ±u, (1.14)

which is known as the Nernst-Planck equation. Here the first diffusive term re-
produces Fick’s law, the second term represents Ohmic conduction, and the third
term Stokesian advection. In principle Eq. (1.13) is a linear differential equation
which can be solved analytically with the proper boundary conditions provided
∇ψ and u are fixed. However in the next section we will see that coupling this
equation to the Poisson and Stokes Eqs. (1.3)-(1.7) introduces non-linearities and
hence complications.
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1.2.5 Putting everything together

Combining the Poisson, incompressibility, Stokes, and diffusion-conduction-advection,
Eqs. (1.3,1.5,1.7,1.13) resulting from the continuity equation for momentum, mass
and ions a closed set of equations is found

∇
2
ψ =− e

ε
ρe, (1.15)

∇ ·u = 0, (1.16)

ρm∂tu = η∇
2u−ρe∇ψ −∇P, (1.17)

∂tρ± = D
(

∇
2
ρ±±∇ · (ρ±

e∇ψ

kBT
)

)
−∇ · (ρ±u), (1.18)

that are known as the Poisson-Nernst-Planck-Stokes equations. Each individual
equation in this set describes relatively plain physics and constitutes a linear, sec-
ond order, differential equation. However by coupling these equations together
a non-linear feedback emerges: as momentum transports ions, it changes the
ion distributions, which again changes how much momentum is injected into the
fluid. While such coupling makes the PNPS equations interesting, simultaneously
any rigorous mathematical treatment becomes difficult due to the non-linearities
emerging from the coupling.

Not-so-linear A standard approach in dealing with such non-linear equations
is linearizing the differential equations around a homogeneous solution with ∇ψ =
∇ρ = ∇P = 0, and afterwards solving for the lowest order term for small gradi-
ents. However by this approach we immediately lose the coupling that we wish
to capture [18], such as the coupling of fluid flow to electric field or the coupling
between electric current and pressure. The linear-response referred to in the title
is thus explicitly not the expansion of the PNPS equations to lowest order.

Instead we study transport near thermodynamic equilibrium, such that the ion
densities ρ± remain near their equilibrium values ρ±,eq, as described by Poisson-
Boltzmann theory in Section 1.3.2, for which together with the equilibrium pres-
sure and electric field all fluxes vanish u = j± = 0 and ∂tρ± = 0. For a non-
equilibrium electric field and pressure the Stokes equation is then a differential
equation linear in ∇ψ and ∇P. Substituting this flow in the Nernst-Planck Eq. (1.14)
we find that the ion fluxes j± are likewise linear in pressure and voltage. As flow re-
mains coupled to voltage and ion fluxes remain coupled to pressure this approach
qualitatively differs from an expansion around a homogeneous state, yet still re-
sults in fluxes linear in ∇P and ∇ψ . No explicit linearization is performed around
equilibrium, instead this approach assumes that combining equilibrium densities
ρ±,eq with non-equilibrium fields ∇P and ∇ψ results in valid, self-consistent, so-
lutions obeying the continuity Eq. (1.1). In Section 1.3 we will find that this

10



1.3. Fluid and charge transport through a pipe

assumption is valid for straight, non-reactive channels, and for this system trans-
port is indeed linear. However in later Chapters we show that this assumption is
no longer valid when the channel radius R(x) varies laterally, or when the non-
reactive channel is replaced by a dissolving channel. For these systems the ion
densities vary with pressure and voltage, and hence transport becomes non-linear.

1.3 Fluid and charge transport through a pipe

In this third section of the introduction we use the equations of motion (1.15)-
(1.18) derived in the last section to solve for the transport of charge and ions
through a, micrometer, non-reacting, charged pipe. First we propose a set of ap-
propriate (standard) boundary conditions for Eqs. (1.15)-(1.18) and then we solve
for the ion profiles ρ±(r) within the charged pipe in thermodynamic equilibrium
where all fluxes vanish u = j = 0, resulting in the so-called Poisson-Boltzmann so-
lutions. We then solve the PNPS Eqs. (1.15)-(1.18) to describe transport of charge
and fluid through a pipe, and find that transport resulting from the non-linear equa-
tions of motion is linear in both pressure and voltage. In the rest of thesis we find
that this linearity is fragile to any change in the standard boundary conditions.

As depicted in Fig. 1.3, we consider a pipe with radius R and length L such
that L ≫ R in cylindrical (x,r,θ) coordinates with x ∈ [0,L] and r ∈ [0,R], with
the system being rotationally (θ ) invariant such that the system is fully character-
ized in two-dimensional (x,r) coordinates. In the next subsection we discuss the
forces ∆P and ∆ψ driving transport, while in the section thereafter we consider
the ionic layer of thickness λD (Debye length) screening the surface charge eσ on
the channel wall.

- - - - - - - -

--------

Figure 1.1: Schematic of the cylindrical channel of length L and radius R considered in
Section 1.3. The channel wall carries a surface charge density eσ , attracting counter-ions
and repelling co-ions, thereby forming a layer of length λD screening the surface charge.
A pressure and potential difference, ∆P and ∆ψ respectively, are applied from x = 0 (left)
to x = L (right).
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1.3.1 Boundary conditions

The governing PNPS Eqs. (1.15)-(1.18) describe most experiments involving di-
lute electrolytes reasonably well, but to model an experiment a set of representa-
tive boundary conditions must be chosen. This is actually the most crucial step in
modelling any experiment, and as such we will carefully present the procedure by
which boundary conditions are chosen.

Potential difference As Eqs. (1.15)-(1.18) constitute four second-order dif-
ferential equations, we need eight boundary conditions. Four of these boundary
conditions will be at the channel ends (0,r) and (L,r) setting the thermodynamic
potentials of the two reservoirs connected to the channel: the pressure P, electric
potential ψ , and chemical potential µ± − µ0,± = kBT log(ρ±/ρ0,±) of each ion
which is proportional to their concentration, with ρ0,± an arbitrary reference con-
centration. For transport the difference in the potentials is the most relevant, and
therefore we write the boundary conditions as

P(0,r)−P(L,r) = ∆P, (1.19)

ψ(0,r)−ψ(L,r) = ∆ψ, (1.20)

ρ±(0,r)−ρ±(L,r) = 0, (1.21)

with reference potentials P(L,r) = P0, ψ(L,r) = 0, and concentration ρ±(L,r) =
ρb. Not only does the concentration ρb set the chemical potential difference, but it
will also be key to the transport properties of the channel. By setting the boundary
conditions at the channel edges, we implicitly assume that the potential at the
edge of the channel immediately decays to the value deep within the connected
reservoir: this is a good assumption when the aspect ratio is large, L≫R, however
in Chapter 5 we consider the case where this assumption is not met.

Surface transport properties The remaining three boundary conditions are
set on the channel-electrolyte boundary at (x,R). The choice of boundary condi-
tion is determined by the mechanism by which ions, momentum, and fluid are ex-
changed between the solid channel wall and electrolyte. Momentum transfer from
the electrolyte to the solid is the subject of active research [19, 20], but for chan-
nels with a radius larger than the slip length ≃ 10 nm it is appropriate to assume
collisions between wall and solvent are perfectly inelastic setting ux(x,R) = 0,
known as the no-slip boundary condition. As everywhere in this thesis the solid
surface is assumed to be impermeable to solvent, the total fluid velocity at the
boundary is set u(x,R) = 0. The boundary condition for the electric field at the
surface is determined by Gauss’ law (Eq. (1.4)), as described in Section 1.2.2. Fi-
nally, while the impermeability of the solid wall for ions j±(x,R) may seem trivial,
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1.3. Fluid and charge transport through a pipe

it is actually violated by chemical reactions which can extract ions from the sur-
face. When the channel is non-reactive, the boundary conditions on the channel
wall read

u(x,R) = 0, (1.22)

n̂ ·∇ψ =−eσ/ε, (1.23)

n̂ · j± = 0, (1.24)

where n̂ is the inward pointing surface normal. For a fixed and given surface
charge eσ , the PNPS Eqs. (1.15)-(1.18) constitutes a closed set of equations with
the boundary conditions Eq. (1.19)-(1.23). For straight channels this set of equa-
tions can be solved analytically and it will be convenient to first solve them for
vanishing pressure and potential drop ∆P = ∆ψ ≃ 0 where similarly all flow and
fluxes vanish u= j± ≃ 0. Thereafter we can use these results to calculate transport
for finite ∆P and ∆ψ . When the flow and fluxes vanish the system is effectively in
thermodynamic equilibrium, which is described by Poisson-Boltzmann theory as
described in Section 1.3.2.

1.3.2 Note on surface chemistry

In this thesis we change the boundary conditions Eqs. (1.22)-(1.24) in Chapters 2
and 3 to more realistically model the surface charge eσ at the solid-electrolyte in-
terface. Such surface chemistry can be dominated by ions present at trace amounts:
in Chapter 2 the charge is determined by fluoride present at a 1 : 1000 ratio to chlo-
ride. This sensitivity requires distinguishing ions by chemical species rather than
solely by their charge. In this thesis we make the distinction between two kinds of
surface reactions: charging reactions where the net charge of the surface changes,
and charge neutral dissolution where neutral sub-units detach from the surface.

Charging An example of a charging reaction is

CaF2(s)
kdes−−−⇀↽−−−
kadsρF

CaF+
(s)+F−

(aq), (1.25)

where an ion, in this case fluoride, desorbs from a solid (calcium fluoride) surface
(s), to the aqueous electrolyte (aq) at a constant rate kdes. The rate of the reverse
process, where an ion adsorbs onto the surface from the electrolyte, occurs at a rate
kadsρF with ρF the density of fluoride ions at the solid surface r = R. The rate ∂tσ

by which the surface charge density changes does not only depend on ρF but also
on σ : a reaction can only occur when a charged site and fluoride ion meet, and this
probability is proportional to ρFσ . Conversely, when the probability of a single
uncharged surface site releasing an ion is constant, the total rate of desorption is
proportional to the total number of uncharged sites Γ−σ with Γ the saturation
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charge density. From these considerations we can directly write down the kinetic
Langmuir equation

∂tσ = kdes(Γ−σ)− kadsρFσ , (1.26)

and the corresponding fluoride flux at the wall becomes n̂ · jF = ∂tσ . In steady-
state ∂tσ = 0 and charging reactions can never be a source of ions in this case.
Solving for ∂tσ = 0 we find the equilibrium surface charge density σeq = Γ/(1+
(kadsρF/kdes)), known as the Langmuir isotherm.

Dissolution An example of a dissolution reaction is

CaF2(s)
kdis−−−−−⇀↽−−−−−

kprecρCaρ2
F

Ca2+
(aq)+2F−

(aq), (1.27)

where an entire charge neutral calcium fluoride unit dissolves with rate kdis and
precipitates at rate kprecρCaρ2

F . From similar considerations as for charging, we
can write down the rate of dissolution

2n̂ · jF = n̂ · jCa = kdis − kprecρ
2
FρCa. (1.28)

When neglecting the change in channel radius due to dissolution, such a reaction
can form a steady-state source of ions, thereby invalidating Eq. (1.24). In Chapter
2 we will consider what happens when charging and dissolution reactions are
coupled.

While such simple treatment of chemical reactions already leads to rich physics,
in reality reactions (1.25)-(1.27) are highly idealized: not only do multiple reac-
tions occur concurrently on real surfaces, the rates kdes, kads, kdis and kads also
depend on σ and all local densities ρi. An extensive literature disentangling sur-
face chemistry exists for which we recommend Ref. [12, 13] as introductions and
Ref. [21] as reference work.

1.3.3 Equilibrium theory

In this section we discuss the equilibrium space charge density eρe = e(ρ+−ρ−)
near the channel wall screening the surface charge eσ . The theory describing this
equilibrium distribution is known as Poisson-Boltzmann theory [10]. The equi-
librium charge density, known as the electric double layer (EDL), is responsible
for coupling the Poisson, Stokes and Nernst-Planck equations together and it is
this equilibrium space charge density that couples current to pressure and flow to
voltage, as discussed at the end of Section 1.2.5. Furthermore, when the surface
charge density is large not only does the charge density vary radially but also the
total salt density ρs = ρ++ρ− increases. This change in salt density modifies the
channel conductance as we will see in Chapter 4 and 5.
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1.3. Fluid and charge transport through a pipe

Poisson-Boltzmann theory Before calculating the fluxes through the cylin-
drical channel, we have to find the ion profiles ρ± in thermodynamic equilib-
rium where the fluid velocity u = 0 and ion fluxes j± = 0 all vanish. From the
PNPS equations we find that in this case the ion density obeys the Boltzmann
distribution ρ±(r) = ρb exp(∓eψ(r)/kBT ) fixing the concentration when the elec-
tric potential ψ(r) is known. Writing the space charge density ρe = ρ+−ρ− =
ρb sinh(eψ/kBT ) we obtain the Poisson-Boltzmann equation

e∇2ψ

kBT
= λ

−2
D sinh

(
eψ(r)
kBT

)
, (1.29)

from Eq. (1.3) which in other fields is better known as the sinh-Gordon equation
[22]. Here the Debye screening length is defined as

λD = (8πλBρb)
−1/2 (1.30)

and the Bjerrum length λB = e2/(4πεkBT ) is the length at which two ions have
an electrostatic energy of kBT , which in water ≃ 0.7 nm. The Debye screen-
ing length results from the competition between electrostatic attraction pulling
screening-ions to the charged surface, repulsion of co-ions, and random ther-
mal forces (Eq. (1.10) dispersing the ions. In the dilute range where the PNPS
Eqs. (1.15)-(1.18) are valid, ρb ∈ [10−6 −1] M, the Debye length varies between
λD ∈ [103 − 1] nm and hence electrostatic attraction typically localizes counter-
ions within a nanometer range of the charged surface. This layer is known as the
electric double layer (EDL) and this equilibrium charge density in the fluid is key
to all of the interesting physics in this thesis.

Gouy-Chapman equation While Eq. (1.29) is a non-linear differential equa-
tion, the potential-distribution can actually be solved for analytically when the
channel curvature is smaller than the double-layer decay range R ≫ λD in which
case (∂ 2

r ψ + ∂r/r)ψ ≃ ∂ 2
r ψ at the EDL near the channel wall. When integrat-

ing Eq. (1.29) once and evaluating the potential at r = R, substituting Gauss’ law
Eq. (1.4) we obtain the Gouy-Chapman, a.k.a. Grahame, equation [10] relating
the surface charge eσ to surface potential ψ0

eψ0

kBT
= 2sinh−1(2πλBλDσ). (1.31)
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Integrating the Poisson-Boltzmann equation once more we find an expression for
the electric potential

eψ(r)
kBT

= 4tanh−1
(

γ exp
(r−R

λD

))
≃ (1.32)

(eψ0/kBT ) exp
(r−R

λD

)
if eψ0 ≪ kBT ;

4 tanh−1
(

exp
(r−R

λD

))
if eψ0 > 4kBT,

(1.33)

with γ = tanh
(
eψ0/(4kBT )

)
∈ [−1,1] quantifying whether the surface is “weakly

charged” when |γ| ≪ 1, in which case the Gouy-Chapman Eq. (1.31) becomes
linear in the surface charge eψ0/kBT ≃ 4πλBλDσ or “strongly charged”, when
|γ| ≃ 1, in which case the relation is logarithmic eψ0/kBT ≃ 2log(2πλBλDσ). In
Chapter 3 we show that weakly and strongly charged surfaces exhibit qualitatively
different reaction kinetics. While the equilibrium EDL always contains as much
charge as need to screen the charged surface, 2π

∫ R
0 drrρe(r) = −(2πR)σ , the

amount of salt ρs(r) = ρ+(r)+ρ−(r) in the EDL depends strongly on the degree
of charging as 2π

∫ R
0 drr(ρs(r)−2ρb) = (2πR)γσ [11], which is always positive.

In this thesis we structurally neglect the contribution of salt adsorption to transport
which is justified in the small EDL limit λD ≪ R as long as the surface potential is
not too large ψ0 ≤ 4kBT/e ≃ 100 mV. In Section 1.4 we derive an explicit range
of validity for this assumption. Analytic expressions including salt adsorption are
known [10, 11] but are somewhat cumbersome.

1.3.4 Transport matrix

Having fully characterized the equilibrium state of a cylindrical channel with sur-
face charge eσ in thermodynamic equilibrium, we can now explicitly calculate the
transport of charge eje = e(j+− j−) and fluid u. For straight, non-reactive, chan-
nels with the boundary conditions Eqs. (1.19)-(1.24) this derivation is straightfor-
ward. However, any small change in the boundary conditions (Eqs. (1.21)-(1.24))
makes such a calculation very difficult, as flow and flux driven by small ∆P and
∆ψ with equilibrium densities ρ± no longer satisfy the continuity equation (1.1),
as discussed at the end of Section 1.2.5. When we encounter such problems we
often turn to numerical (finite-element) calculations of the full PNPS Eqs. (1.15)-
(1.18), looking for reasonable approximations that reduce the complexity of the
transport problem.

Mobility matrix For a straight, non-reactive, cylindrical channel we will find
that u(r) and charge flux eje(r) = e(j+(r)− j−(r)) are accurately described by the
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1.3. Fluid and charge transport through a pipe

linear relation (
x̂ ·u(r)

x̂ · eje(r)

)
= M(r)

(
∆P
∆ψ

)
, (1.34)

with x̂ the lateral normal vector. Our aim is to calculate the four components of
the (linear) mobility matrix M11, M12, M21 and M22. To calculate these components
we must first solve for the pressure P(x,r) and potential profiles ψ(x,r), which
from the incompressibility Eq. (1.5) and the Poisson Eq. (1.3) are found to be
divergence free, and hence obey the Laplace equation ∇2P = 0 and ∇2ψ = 0 as
discussed in Section 1.2.2, when the charge density outside of the EDL vanishes
ρe ≃ 0. When the aspect ratio is large L ≫ R all radial gradients vanish and hence
the divergence free electric field and pressure gradient are spatially constant, and
for boundary conditions Eqs. (1.19)-(1.20) these gradients are given by

∂xψ =−∆ψ

L
and ∂xP =−∆P

L
. (1.35)

Having obtained expressions for ∇ψ and ∇P in the PNPS equations, to obtain the
fluidic-mobilities M11(r) and M12(r) we must now solve the Stokes equation for
∆ψ = 0 in which case the Stokes equation reads η∂ 2

x ux = ∂xP and for ∆P = 0 in
which case it reads η∂ 2

x ux = ρe∂xψ . After integrating both of these differential
equations twice, we obtain respectively the pressure and potential dependent flow
which can be substituted in Eq. (1.14) to obtain the electric-mobilities M21(r) and
M22(r) which are equal to ρe(r)ux(r) with ∆ψ = 0 and ρs(r)∂xψ+ρe(r)ux(r) with
∆P= 0. Collecting all our results we find that in the thin-EDL limit λD ≪R where
we neglect salt-adsorption in the EDL (as described in Section 1.3.2 on Poisson-
Boltzmann) the mobility matrix is given by

M11 =
1

4ηL
(R2 − r2), M12 =

ε

ηL
(ψ(r)−ψ0),

M21 =
ε

4ηLλ 2
D
(R2 − r2)ψ(r), M22 =

2ρbe2D
LkBT

.

(1.36)

Here M11(r) is a parabolic-flow profile known as Poiseuille flow, and M12(r) has
a constant mobility −εψ0/η outside of the EDL, representing an electro-osmotic
plug flow. The electric mobility M21(r) shows how the space-charge in the EDL
gets carried away by pressure-driven Poiseuille flow, often named the streaming
current, and finally M22(r) is Ohmic conduction, which is radially constant as we
have neglected both the advective current due to electro-osmotic flow and the salt
adsorption in the EDL.

Transport matrix Up to this point the only use of the mobility matrix M(r)
was to keep track of all fluxes of fluid and charge and this matrix M(r) has no
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structure [23]. However, when we integrate the mobility matrix to obtain the total
flux of fluid Q = 2π x̂ ·

∫ R
0 drr u(r) and charge I = 2eπ x̂ ·

∫ R
0 drr je(r) we obtain

(
Q
I

)
=

πR2

L


R2

8η
−εψ0

η

−εψ0

η

2ρbDe2

kBT

(∆P
∆ψ

)
, (1.37)

where we observe that the linear response matrix L= 2π
∫ R

0 drrM(r) is symmetric!
This is not coincidental as it turns out there is a very strong connection between the
transport matrix L and thermodynamics which guarantees that L both has positive
eigenvalues (such that det(L) > 0) and is symmetric Li j = L ji, as first proposed
in 1931 [3], popularized more than 10 years later [8] and afterwards extensively
verified in experiments [9].

That the transport relations emerging from the PNPS equations, which at no
point made a reference to thermodynamics, should obey limits set by thermody-
namics is not only interesting but also useful; generalizations of the Onsager ma-
trix L and mobility matrix M(r) can be used to describe transport in a variety
of systems such as transport of heat and charge in graphene [24] and metals [3].
From this consideration, there may be an inkling of hope that interesting features
of L and M(r) such as the not-so-linear Onsager matrix found in Chapter 4 might
generalize to other systems.

1.4 Thermodynamic limitations on transport

In this fourth section we will treat the transport of heat and entropy due to charge
and fluid transport from a, macroscopic, thermodynamic perspective. We will
show that the temperature differences resulting from friction are indeed negligible
as assumed in the derivation of the PNPS equations. Furthermore we will find that
entropy transport and production places strong constraints on both the symmetry
and the sign of the transport matrix. In the first section we will show that the
eigenvalues and determinant of L in Eq. (1.37) must be positive, and in the second
section we will show that L must be symmetric.

These derivations are notoriously subtle and we will neglect any complications
due to temperature gradients, magnetic fields and tensorial conductance: in the
first half of this section we work within the framework as presented by Mazur
[25], while in the second section we closely follow the derivation as presented by
Casimir [8]. We refer readers to these seminal publications for more general and
rigorous treatments.
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-- - - - - - - --

-- - - - - - - --

Figure 1.2: Schematic representation of a closed system at fixed energy consisting of
two electrolyte reservoirs (1 and 2) and a charged channel connecting them. The two
reservoirs respectively have entropy Si(Ui,Vi,qi), with Ui the internal energy, Vi the fluid
volume and qi the total ionic charge. The final entropy of the closed system is S≃ S1+S2. In
thermodynamic equilibrium the pressure Pi, electric potential ψi, and temperature Ti in the
two reservoir are equal, but outside of equilibrium a small pressure difference ∆P = P1 −P2
and ∆ψ = ψ1 −ψ2 can exist. The two reservoirs are connected by a charged cylindrical
channel allowing for exchange of fluid dV =−dV1 = dV2 and charge dq =−dq1 = dq2. The
sign conventions of ∆P, ∆ψ, dV and dq are chosen such that the fluid Q= dV/dt and charge
I = dq/dt transfer rate are described by Eq. (1.37).

1.4.1 Transport matrix is positive

We consider a closed system, with fixed system volume Ṽ , consisting of two elec-
trolyte reservoirs, labelled 1 and 2, and a channel with charged walls connecting
them as depicted in Fig. 1.2. As the system is closed the total charge q, (incom-
pressible) fluid volume V and energy U is conserved. From the extensivity of
the entropy it follows that S(U,V,q)≃ S1(U1,V1,q1)+S2(U2,V2,q2) and this total
entropy S should be maximal in equilibrium. Here Si, Ui, Vi and qi are the equilib-
rium entropy, energy, volume and charge in each respective reservoir and where
we neglected the entropy of the channel.

Solvent number or fluid volume transport? We will consider a closed
system where the change in system volume dṼ is strictly zero: instead our fluid
volume flux dV = νsdNs refers to the flux of solute molecules Ns for which the
volume per particle νs is constant due to incompressibility. We then define the
partial pressure µs/νs = Ps, where µs is the solvent chemical potential, at a suit-
able reference potential µ0,s. For a dilute electrolyte Ps ≃ P [11, 26] holds and
then the well-known first law of thermodynamics dU =−PdṼ +T dS+µsdNs can
be rewritten as dU = +PdV + T dS when dṼ = 0, since µsdNs = +PdV . Thus
−PdṼ is replaced by +pdV . While perhaps somewhat uncomfortable, this subtle
distinction is of critical importance when considering the salt flux j+ + j− = js
as discussed in Refs. [11, 26, 27], to which we refer for further discussion. The
underlying physics is that the pressure does not actually involve a compression of
dense fluid, but rather the transport of fluid from high to low pressures.
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Reversible entropy transport As in equilibrium the two reservoirs are in
mechanical, diffusive, electrical and thermal equilibrium they must have equal
pressure P1−P2 = ∆P= 0, potential ψ1−ψ2 = ∆ψ = 0 and temperature T1−T2 =
∆T = 0. When due to a fluctuation in equilibrium an infinitesimal amount of fluid
dV or charge dq is reversibly exchanged from Reservoir 1 to Reservoir 2, entropy
must be conserved and dS = dS1 +dS2 must be zero. As the entropy change in a
given reservoir i is given by

dSi =−(Pi/T )dVi − (ψi/T )dqi, (1.38)

we find that an exchange of charge dq and fluid dV is only reversible dS1 =−dS2
when the two reservoirs are in equilibrium ∆P = ∆ψ = ∆T = 0. For such a re-
versible exchange from Reservoir 1 to Reservoir 2 occurring at a steady-state rate
Q= dV/dt for fluid and I = dq/dt for charge, the total reversible entropy transport
then occurs at a rate

JS =−(P/T )Q− (ψ/T )I, (1.39)

which is the current of entropy carried by fluid and charge as defined by Mazur
[25]. This entropic current is divergence free in equilibrium where ∆P = ∆ψ = 0,
as Q and I are by definition also divergence free in steady state. Hence per the
continuity Eq. (1.1) no entropy can be generated by this reversible current JS, in
accordance with reversibility.

Irreversible entropy transport However when fluid, charge and entropy
are transported outside of equilibrium for small ∆P ̸= 0 and ∆ψ ̸= 0, the non-
equilibrium pressure P(x) and ψ(x) are given by Eq. (1.35) and the divergence
of the entropic current ∂xJS ̸= 0: during this non-equilibrium transport entropy is
created and is thus irreversible. The created entropy dS = dS1 + dS2 for an irre-
versible exchange, at a pressure and potential difference ∆P and ∆ψ but at equal
temperature T , can be calculated from Eq. (1.38) and reads dS = (∆P/T )dV +
(∆ψ/T )dq. Again writing the rate of exchange as Q and I, we find the rate of
entropy creation σ = dS/dt = Q(∆P/T )+ I(∆ψ/T ). This result matches both the
result as derived by Mazur [28] and that obtained from taking the divergence of
the entropic current Eq. (1.39) σ = JS(0)− JS(L) = Q(∆P/T )+ I(∆ψ/T ). Sub-
stituting the obtained linear response relation Eq. (1.37) for I and Q we find that
the rate of energy dissipation by non-equilibrium transport

T σ =

(
∆P
∆ψ

)
L

(
∆P
∆ψ

)
≥ 0, (1.40)

and as entropy production and energy dissipation must always be positive per
the 2nd Law of Thermodynamics, the eigenvalues and hence determinant of L
likewise must be positive.
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1.4. Thermodynamic limitations on transport

Consequences of dissipation Using the rate of energy dissipation Eq. (1.40)
we can support the approximation that T is constant everywhere in this thesis. The
increase in temperature per second is at most T σ/CṼ , with the specific heat ca-
pacity C ≃ 4.2 J mL−1 K−1 and a reservoir volume Ṽ , for which we take Ṽ = 1
mL. For the largest current in this thesis I = 0.1 µA at ∆ψ = 0.5 V (Chapter 5)
the dissipation is 0.05µJ/s and hence this experiment must run for three years (108

s) to heat a 1 mL reservoir by 1 Kelvin. Similarly, for a pressure differential of
1 bar a fluid flux of Q = 10−2 mL/s would also need three months to heat 1 mL
by 1 Kelvin: in a channel with R = 1µm this requires an exceptionally large ve-
locity of around 10 m/s. These estimates show that temperature gradients due to
Joule heating and fluid friction can safely be neglected for single channels. How-
ever, these estimates crucially depend on comparing transport through micrometer
channels to mL reservoir volumes. For membranes with pore densities of > 106

pores mm−2 Joule heating can be expected to be relevant.

We can also use the requirement det(L) > 0 to calculate an explicit range
of validity for Eq. (1.37) as we find that det(L) < 0 when (λD/R)(eψ0/kBT ) ≥
(λB/18a)−1/2 ≃ 0.4 (with a the ion radius). As a negative determinant is for-
bidden we have found an explicit limit for when the assumption of negligible
salt-adsorption made in Eq. (1.37) fails; a limit which is already met at R =
10λD and ψ0 ≃ 100 mV. At this point surface terms present in L22 scaling as
(eψ0/kBT )(λD/R) implicitly neglected during our derivation in Section 1.3 but
derived in the SI of [11], and important in Chapter 5, have to be taken into ac-
count.

1.4.2 Transport matrix is symmetric

Here we we will show that the transport matrix is symmetric, which implies the
reciprocity relations Li j = L ji. These reciprocity relations are very useful as it
almost halves the number of transport coefficients that must be calculated. Fur-
thermore they are a useful consistency check for both theory and experiments.

Magnitude of fluctuations As shown in the previous section, to first order
the equilibrium entropy upon an infinitesimal exchange S(U,V + dV,q+ dq) ≃
S(U,V,q) is reversible. However, in thermodynamic equilibrium the total entropy
S of an isolated system must be maximal, and hence for a larger exchange of fluid
∆V and charge ∆q the expansion of entropy up to second order yields

S(V,q)≃ S0 −
kB

2
(
C11∆V 2 +2C12∆V ∆q+C22∆q2), (1.41)

where following the notation of Casimir Ci j are second derivatives of the en-
tropy with units such that S has units of entropy (J/K), and C12 = C21. This ex-
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pression for the entropy allows us to calculate the expectation value of thermo-
dynamic variables ⟨V q⟩ =

∫
dV dq(V qω(V,q))/

∫
dV dqω(V,q) as the density-of-

states ω(V,q) = exp
(
k−1

B S(V,q)
)

per the Boltzmann equation. Using Eq. (1.41)
we straightforwardly find that ⟨∆q∆V ⟩= ⟨∆q⟩= ⟨∆V ⟩= 0 as they should for elec-
trical and mechanical equilibrium to hold. The less trivial correlations

⟨∆P∆V ⟩= ⟨∆ψ∆q⟩= kBT,

⟨∆P∆q⟩= ⟨∆ψ∆V ⟩= 0,
(1.42)

are found when realizing that the so-called thermodynamic conjugate for ∆V is
∆p = T ∂S/∂ (∆V ) =−kBT (C11∆V +C12∆q) and for ∆q it is ∆ψ = T ∂S/∂ (∆q) =
−kBT (C22∆q +C12∆V ) [8]. Here the first line of Eq. (1.42) is expected from
equipartition while the second line shows there are no correlations between pres-
sure and charge nor between fluid volume and electric potential.

Time-correlation of fluctuations We can use the correlated fluctuations
Eq. (1.42) to derive the symmetry of the Onsager matrix by considering how an
average thermodynamic fluctuation decays. In equilibrium not only is the average
fluctuation independent from the time of observation, ⟨∆V ′∆q′⟩= ⟨∆V (δ t)q(δ t)⟩,
(with δ t a small timestep and following Casimir’s notation ∆V ′ = ∆V (t = 0)),
but in equilibrium the average rate by which a fluctuation decays should be the
same as its average rate of formation ⟨∆V ′∆q(δ t)⟩ = ⟨∆V ′∆q(−δ t)⟩. This so-
called time-reversal symmetry of fluctuations is key to the symmetry of L. Us-
ing time-translation and -reversal symmetry we find that cross-correlations obey
⟨∆V ′∆q(δ t,∆V ′)⟩= ⟨∆q′∆V (δ t,∆q′)⟩ which after some algebra can be simplified
to

⟨∆V ′
∂tq′⟩= ⟨∆q′∂tV ′⟩, (1.43)

when δ t is sufficiently short for ∆q(δ t,∆V ′)≃∆q′−δ t∂tq′ to hold. Here ∆q(δ t,∆V ′)
denotes ∆q at time δ t after at t = 0 the volume difference was ∆V . Now we explic-
itly assume that the linear-response Eq. (1.37) is valid and ∂tq′ ≃L22∆ψ ′+L21∆P′

and similarly ∂tV ′ ≃ L12∆ψ ′ +L11∆P′ thereby making the connection between
thermodynamic fluctuations to transport theory. Only when this approximation is
valid the relation

L12⟨∆P′
∆V ′⟩= L21⟨∆ψ

′
∆q′⟩ (1.44)

holds. Now substituting Eq. (1.42) results in the desired relation L21 = L12, which
is the Onsager reciprocal relation for the 2×2 electrokinetic transport matrix.

Assumptions underlying reciprocity It is useful to reflect on the three in-
gredients essential to this derivations: (i) the quadratic approximation Eq. (1.41)
for S(V,q) necessary for the stability of thermodynamic equilibrium, (ii) time-
reversal symmetry of fluctuations in equilibrium Eq. (1.43), and (iii) linearizing
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1.4. Thermodynamic limitations on transport

the decay of a fluctuation Eq. (1.43) in ∆P and ∆ψ as to ensure its time decay
is described by Eq. (1.37). This linearization in the third approximation is the
reason L is named the linear-response matrix. Both Onsager [3] and Casimir [8]
remarked that the validity of this linearization is justified on empirical rather than
theoretical grounds. As we noted in Section 1.2, the validity of the linear response
matrix itself only holds for the straight channel because linear transport satisfies
the continuity Eq. (1.1).

In Chapter 2, 3, 4 and 5 we consider systems for which this assumption does
not hold, and non-linear transport can already occur for small ∆P and ∆ψ . For
these systems non-linear transport can already occur when driving potentials are
comparable to kBT , the characteristic energy of thermodynamic fluctuations. From
this consideration the question naturally arises if the near-equilibrium, linear, trans-
port relation Eq. (1.44) holds similarly for near-equilibrium, nonlinear, transport.
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Chapter 2

Liquid flow reversibly creates a
macroscopic surface charge

gradient

Abstract

The charging and dissolution of mineral surfaces in contact with flowing
liquids are ubiquitous in nature, as most minerals in water spontaneously ac-
quire charge and dissolve. Mineral dissolution has been studied extensively
under equilibrium conditions, even though non-equilibrium phenomena are
pervasive and substantially affect the mineral-water interface. Recent exper-
iments demonstrate that liquid flow along a calcium fluoride surface creates
a reversible spatial charge gradient, with decreasing surface charge down-
stream of the flow. In this Chapter we show that the surface charge gra-
dient can be quantitatively accounted for by a reaction-diffusion-advection
model, revealing that the charge gradient results from a delicate interplay
between diffusion, advection, dissolution, and desorption/ adsorption. The
underlying mechanism is expected to be valid for a wide variety of systems,
including groundwater flows in nature and microfluidic systems.

This Chapter is based on the following publication:

P. Ober, W.Q. Boon, M. Dijkstra, E.H.G. Backus, R. van Roij, & M. Bonn, (2021).
Liquid flow reversibly creates a macroscopic surface charge gradient, Nature commu-
nications, 12(1), 1-11.

The experimental work therein was performed by P.O., E.H.G.B. and M.B. at the Max Planck
Institute for Polymer Research in Mainz. There are paragraphs and figures that are taken or
modified from the above-mentioned publication and its supporting information. The co-authors
gave their permission for the reproduction. The author contributions to this publication are as
follows:

P.O., E.H.G.B., and M.B. designed the experimental part of the research project and
provided a qualitative interpretation of the experimental results. P.O. performed the
experiments and analyzed the data. W.Q.B., M.D., and R.v.R. provided a quantitative
interpretation of the experimental results. W.Q.B. performed the numerical and ana-
lytic calculations and generalized the findings. All authors discussed the results and
wrote the manuscript. P.O. and W.Q.B. contributed equally.
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2.1 Introduction

Reactions at the interface between a charged solid surface and a flowing fluid
play a key role on macroscopic scales in geochemical cycles [29–32], as well
as on microscopic scales in micro- and nanofluidic systems [33]. They are also
central in technological applications in areas as diverse as froth flotation [34], elec-
trophoresis [35], water desalination [36], soil remediation [37], and even dentistry
[38]. Only a few years ago, LIS et al. [32] presented the first experimental evi-
dence that the surface potential of mineral surfaces (silica and calcium fluoride) in
contact with water changes substantially when liquid flow is applied. This obser-
vation implies that fluid flow can directly affect a chemical equilibrium. For the
mineral fluorite (CaF2) under acidic conditions, the change of the surface charge
upon flow was argued to be due to the dilution of reactive ions partaking in the
surface charging reaction [32]. This dilution is caused by the concentration dif-
ference between the fresh solution from the reservoir and that in the flow channel.
The dilution changes the charging equilibrium and increases the surface charge.
A similar explanation has also recently been given by XI et al. [39]. Even though
the flow-induced disturbance of the charging equilibrium qualitatively explains
several experimental features, there are also inconsistencies. For instance, the
question remains how a concentration difference between the reservoir and chan-
nel is generated. The surface charging reaction itself cannot supply the excess ion
concentration in the channel over the reservoir concentration, as the number of
reactive ions on the surface is too small to support a steady flux of ions, especially
over many flow cycles.

Therefore, a fully self-consistent quantitative model is missing. In fact, several
different hypotheses have been put forward for the change of the v-SFG signal
upon flow, for instance, a surface conduction model by WERKHOVEN et al. [40],
which would lead to a surface charge gradient and a 1D model by LIAN et al.
[39] that considers net dissolution as the driving force. Moreover, SCHAEFER

et al. [41] concluded that a change in surface potential could be explained by a
flow-induced change of the concentration of ions that screen the surface charge.
A flow-dependent surface charge not only paves the way for novel electrokinetic
effects [42], but it also has important consequences for the interpretation of zeta
potential measurements. However, the mechanism by which the flow alters the
surface charge is poorly understood as of yet [43].

Outline In this Chapter we theoretically model the flow-dependent surface po-
tential recorded by our experimental collaborators, Patrick Ober, Ellen Backus
and Mischa Bonn of the Max Planck Institute for Polymer Research in Mainz,
who recorded v-SFG spectra at several positions in a channel with a length of
2.48 cm and a radius of 0.24 cm. The local changes in the surface potential upon
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2.2. Surface chemistry

flow are tracked through the intensity of the OH-stretch band in vibrational Sum
Frequency Generation (v-SFG) spectra. The v-SFG response is a measure of the
electric field at the surface (see Supplementary Note of Ref.[44] for details) and
is connected to the surface charge which in turn is directly related to the surface
potential. These v-SFG experiments by our collaborators reveal that flow triggers
an increase of surface charge at every position in a channel as can be seen in
Fig. (2.1), which shows that the v-SFG response decreases monotonically along
the channel length so that it is largest at the inlet and smallest at the outlet. Addi-
tionally, it was found that the surface charge variation is also a function of the flow
rate. We refer the interested reader to the Appendix for a more elaborate descrip-
tion of the experiments. To explain these observations quantitatively, we need a
model that combines microscopic surface chemistry and macroscopic processes
such as advection and diffusion over the centimeter-scale experimental geometry.
In the following section, we will introduce a self-consistent model that extends
the model of LIS et al. [32] and describes not only the flow-dependent surface
charge but also the dependency on flow rate and position.

2.2 Surface chemistry

Here we will briefly discuss the qualitative features of our model. We incorporate
two reactions that take place at the CaF2-water interface (i.e., the wall of the flow
channel): (i) The surface charging reaction Eq. (2.1a) in which only F− desorbs
from the surface (with a rate kdes) to leave behind a positively charged CaF+ unit
on the surface, together with its back-reaction that involves F− adsorption (with a
characteristic rate kads). This reaction is responsible for the surface charging, and
has been considered responsible for the flow-induced change of the surface charge
in previous work [32]. However, as we show below, a second reaction is necessary
to explain the experimental results: (ii) The dissolution reaction of Eq. (2.1b) in
which a charge-neutral CaF2 unit dissolves at a rate kdis resulting in three dissolved
ions,one Ca2+ and two F−. These ions can also precipitate back onto the surface
with a characteristic rate kprec, thereby consuming ions and whether the surface is
a sink of source of ions depends on the ratio of the dissolution and precipitation
rates. The reactions are given by:

Charging : CaF2(s)
kdes−−−⇀↽−−−
kadsρF

CaF+
(s)+F−

(aq); (2.1a)

Dissolution : CaF2(s)
kdis−−−−−⇀↽−−−−−

kprecρ3
F/2

Ca2+
(aq)+2F−

(aq). (2.1b)

Here ρF is the fluoride concentration at the surface. As both the charging and dis-
solution reactions have a fluoride in common these reactions are coupled. While
LIS et al. [32] and XI et al. [45] only considered the charging reaction from
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Figure 2.1: At different positions, the relative increase in the v-SFG intensity at the CaF2-
water interface is calculated based on averaged steady-state spectra under flow-on and
flow-off conditions for four different flow rates. The solution used was a 1 mM NaCl solution
in pH 3 HCl with an additional 1 µM NaF. The addition of a very low NaF concentration fixes
the bulk fluoride concentration. Additional details on how these experiments are performed
are presented in the Appendix. The x position is given as displacement from the center
with x increasing along the flow direction as indicated by the arrow.

Eq. (2.1a) to qualitatively explain the flow-induced changes in v-SFG spectra, we
argue that a consistent and quantitative description of the experimental results also
requires to incorporate the dissolution as described by Eq. (2.1b). The charging
reaction of Eq. (2.1a) alone could not serve as a steady-state source for fluoride
ions. During the continuous dilution with fresh solution from the reservoir in the
flow-on period, the surface charge and thus the v-SFG signal would have to keep
increasing , which is not observed experimentally as a steady-state v-SFG signal
is reached after about 5 minutes as shown in the Appendix.

Therefore, our model considers the CaF2 surface not only as an adsorption-
desorption site for fluoride anions but also as an ion source for charge-neutral dis-
solution and precipitation of Ca2+ and two F− according to Eq. (2.1b). In fact, the
dissolution reaction is not only a theoretical necessity but is also supported by the
presence of Ca2+ cations in flow experiments with CaF2 [32]. The appearance of
a surface charge gradient upon flow as depicted in Fig. 2.1 can be explained when
considering a flow-induced gradient in fluoride concentration along the mineral
surface, as illustrated in Fig. 2.2(a). This gradient forms when the laminar flow
transports dissolved fluoride anions along the interface, which leads to a build-up
of fluoride ions at the outlet and a positive gradient in fluoride concentration in
the flow direction. Moreover, because the solution flowing into the channel from
the reservoir has a lower fluoride concentration, the fluoride ions are also diluted
by the fresh solution, the more so the closer to the inlet. Thus, flow reversibly
lowers the fluoride concentration everywhere in the channel, yet more so closer to
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2.3. Numerical model

the inlet.

As the surface charge increases with lower fluoride concentration according
to Eq. (2.1a), the surface charge becomes larger at positions closer to the inlet.
This qualitatively explains the gradient of the increase in surface charge along the
surface upon flow and thus in the v-SFG response. To quantitatively describe the
change in surface charge upon flow we have to solve the full dissolution-diffusion-
advection problem, which we do using numerical calculations.

2.3 Numerical model

We model the channel as a cylinder of length 2L and radius R, and introduce
the radial and axial coordinate r and x, respectively. The charged and dissolving
mineral surface of the channel is located at r = R for x ∈ [−H,H] (with H < L).
The channel inlet and outlet are at x =±L, and |x| ≫ L denotes the interior of the
two reservoirs in which we specify bulk concentrations and bulk pressure. The
model geometry is depicted in Fig. 2.2(a). Throughout, we will assume azimuthal
symmetry and consider water to be an incompressible fluid with viscosity η and
dielectric constant ε at fixed room temperature T . We are interested in finding
the areal density σ(x) of charged surface groups on the mineral surface, the fluid
velocity u(x,r) in the channel, and the concentrations ρi(x,r) of ion species i=H+,
Cl−, Na+, Ca2+, F− of which, however, only calcium and fluoride will turn out
to be relevant. The system is solved for steady-state without any explicit time-
dependence. The fluid flow is driven by an imposed static pressure drop between
the two reservoirs such that the pressure profile P(x,r) is also to be determined.

Langmuir kinetics We model the surface chemistry in terms of the dynamic
Langmuir equation

∂tσ = kdes(Γ−σ)− kadsρF(x,R)σ = 0 (2.2)

that accounts for the charging reaction of Eq. (2.1a). Here kdes and kads denote
the desorption and adsorption rate constants of fluoride, respectively, and Γ de-
notes the surface density of chargeable groups. The surface charge density is thus
denoted by eσ(x), with e the proton charge. In the steady-state conditions of in-
terest here, ∂tσ = 0, we can solve the dynamic Langmuir Eq. (2.2) to obtain the
Langmuir isotherm

σ(x) =
Γ

1+
kads

kdes
ρF(x,R)

(2.3)

Note that when the surface charge is in steady-state, ∂tσ = 0 the flux of calcium
ions equals twice the flux of fluoride ions, 2JF = JCa and hence in steady-state the
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Figure 2.2: Channel geometry and numerical solutions to the reaction-diffusion-advection
Eqs. (2.2)-2.6). Illustration of the flow channel as used for the numerical calculations
in COMSOL with resulting concentration profiles. The center of the flow channel is at
the origin x = 0,r = 0. The channel length and diameter are 2L ≃ 40 mm and 2R ≃ 4.8
mm, respectively, and the dissolving surface length is 2H = 25 mm. The color represents
the fluoride concentration. In (a) the result of the numerical calculations in the full three-
dimensional model geometry can be seen in flow-off conditions. Panel (b) is a zoom-in on
the channel under flow-off conditions (top) and flow-on conditions (bottom) at 1 mL min−1

in the positive x-direction as also indicated by the parabolic Poiseuille flow profile (white
arrows). With flow, the concentration in the center of the channel essentially equals that in
the reservoir. Nonetheless, a significant diffuse boundary layer remains at the dissolving
surface, with a boundary layer thickness of δ ≃ 0.4 mm. The thickness of the boundary
layer scales as δ (x) ∝ (x+H)1/3. The boundary layer, which is much smaller than the
channel radius δ (x) ≪ R, reduces the effective advection rate by orders of magnitude as
the effective flow rate is low in this boundary layer.

charging reaction Eq. (2.1a) cannot be a source of fluoride ions. To solve for σ(x)
we first need to obtain the surface fluoride concentration ρF(x,R), which in turn
requires solving for the fluid velocity u(x,r).

Diffusion-advection equation The profiles of the ionic concentrations, the
pressure, and the fluid velocity follow from the diffusion-advection (Eq. (2.4)) for
ionic transport and the incompressible Stokes (Eq. (2.5)) for the fluid velocity u,

∂tρi = ∇ · (D∇ρi −ρiu) = 0 (2.4)

∂tu = η∇
2u−∇P = 0; ∇ ·u = 0. (2.5)

Here D is the diffusion constant that is assumed to be equal for all ionic species.
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2.3. Numerical model

It is computationally not feasible at the centimeter length scales of the exper-
iment to resolve the electric double layers at the solid-liquid interface on the nm
scale. Hence, we neglect a conduction term to Eq. (2.4) and a coupling to the
Poisson equation that would be required to account for electrostatics. Given that
the concentration profiles of sodium, hydrogen, and chloride ions have no sources
and sinks and are not affected by conduction within this approximation, we can
assume them to be spatially constant, with values set by the reservoir. Moreover,
since ∂tσ = 0 and JCa −2JF = 0, we can reduce the number of concentration pro-
files further by imposing local charge neutrality and hence setting ρF = 2ρCa in
the simplest version of the theory that we focus on here in this Chapter. However,
in the Appendix of this Chapter we go beyond the assumption of local charge
neutrality and allow for electric double layers by solving a similar, but orders of
magnitude smaller, system with a conduction term and the Poisson equation; we
find that the non-electrostatic version of the theory captures the key physics.

To solve for the fluoride concentration, we seek solutions to Eqs. (2.4)-(2.5)
that satisfy the following boundary conditions. Deep in the two reservoirs, we
impose identical ionic bulk concentrations ρi,b for each species in the reservoir,
and a pressure that differs by an imposed pressure drop ∆P. On the solid chan-
nel wall we apply no-slip boundary conditions for the flow velocity and van-
ishing normal fluxes for fluoride for H < |x| < L. On the dissolving wall, at
|x| < H, we impose the dissolution and precipitation reaction (2.1b), resulting in
n ·∇ρF(x,R) = JF(x)/D, where JF(x) is the normal flux of fluoride ions into the
solution given by

JF(x) = 2kdis

(
1−

kprec

2kdis
ρ

3
F(x,R)

)
. (2.6)

Here we introduced the surface normal n pointing into the solution, the dissolu-
tion rate-constant kdis of the CaF2 units, and the precipitation rate-constant kprec,
in line with the reaction of Eq. (2.1b); the prefactor 2 is a stochiometric con-
stant resulting from the fact that two F− ions go into the solution when one CaF2
unit dissolves. The ratio of the rate constants defines the saturation concentration
ρF,sat = (2kdis/kprec)

1/3 upon which no further dissolution occurs. Note that the lo-
cal concentrations govern the net precipitation rate at the surface, which couples
to the flow through the advection term in Eq. (2.4), such that a flow-dependent
surface charge is obtained if the dissolution and charging reactions share an ion;
for CaF2 the shared ion is F−.

Boundary conditions Due to dissolution, the net flux of ions into the flow
channel creates, even without flow, a reaction-diffusion equilibrium concentration
profile that extends over the length of the channel and into the two reservoirs, as
illustrated in Fig. 2.2(a). With flow, a lateral and a normal gradient of fluoride ions
develop because the fluid flow increases the rate of transport out of the channel,
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the more so on the central axis of the channel where the flow velocity is largest,
as is evident from Fig. 2.2(b). In the Appendix of this Chapter we show that at
the high flow rates applied in the experimental system the concentration profile
is confined to the surface within the diffuse-boundary length δ (x) = (9DR(x+
H)/(4ū))1/3 which at the channel centre has a length δ (0) ≃ 0.4 mm and scales
as (x + H)1/3 with x ∈ [−H,H], and here ū is the average flow velocity. The
radial concentration profile at the surface is well described by classical diffuse
boundary layer theory as discussed in the Appendix. As the diffuse boundary
layer is localized at the channel wall where the fluid velocity is low, advective
transport is inefficient allowing for a surface concentration ρF(x,r) that deviates
significantly from the bulk concentration ρb,F even at the high flow rates applied
in the experimental system.

2.4 Concentration, surface charge and dissolution
profiles

We have numerically calculated the fluoride concentration profiles and fit the ex-
perimental v-SFG results using experimental and literature values for the model
parameters (Fig. 2.3). We used kdis = 0.027µmol m−2s−1 [46, 47], ρF,sat = 10ρF,b =
10µM, [48], kads/kdes = 10µM−1, and Γ = 10 nm−2. The equilibrium constant
kads/kdes and the density of chargeable groups Γ are not directly reported in the lit-
erature. However, the combination chosen here is not only in agreement with the
experimental equilibrium surface potential of about 70 mV (if the electric double
layer is taken into account) [48–50], but is also in agreement with the observed
magnitude of typical flow-induced changes of the zeta potential (≃ 15 mV) as
reported in streaming potential measurements [43]. The dissolution rate constant
kdis is low and roughly corresponds to one monolayer of the surface dissolving
every hour, as expected for a poorly soluble mineral [46, 47].

Surface-charge and -potential profiles Fig. 2.3(a) shows the comparison
between the experimentally observed changes in v-SFG intensity as a function of
flow rate and position and those found in our numerical calculations (in which we
tune the pressure drop to fit the experimental flow rate). The overall increase in
the v-SFG response with increasing flow rate and its decrease from the inlet to
the outlet is very similar to the characteristics of the surface charge (Fig. 2.3(b)).
The surface charge increases by 50-100% compared to no-flow conditions, and
varies by 10-20% laterally. The corresponding change in the surface potential ψ0
(as calculated by the Gouy-Chapman relation ψ0 = (2kBT/e)sinh−1(2πσλBλD))
is significantly lower in this nonlinear screening regime where ψ0 exceeds the
thermal voltage of 25 mV, differing by only around 20% between the flow-on and
flow-off states. Here λB = 0.7 nm is the Bjerrum length of water at room tem-
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2.4. Concentration, surface charge and dissolution profiles
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Figure 2.3: (a) Calculated (lines) and experimentally obtained (symbols) relative changes
in the v-SFG intensity along the mineral surface for different flow rates. (b) Calculated
surface charge along the mineral surface for different flow rates, showing enhancements
under flow-on conditions by ∼ 50% compared to flow-off conditions. (c) Calculated fluo-
ride concentration at the surface ρF(x,R) relative to the bulk along the mineral surface for
several flow rates. (d) The calculated net dissolution rate J(x) (Eq. (2.7)) along the mineral
surface for different flow rates. Note the orders of magnitude increase of dissolution upon
turning on the flow. Under flow-off conditions, the dissolution rate is a small fraction of
the maximum dissolution rate J = 10−5kdis while during flow the net dissolution increases
by several orders of magnitude, to approximately half the maximal dissolution rate J ≃ kdis.
The x position is given as displacement from the center with values increasing in the direc-
tion of flow, indicated by the arrow in panel (a).

perature and λD = 7 nm the Debye length for a solution of 1 mM of NaCl and
pH 3. Finally, to estimate the change in the SFG intensity, we use the approxi-
mation (Ion − Ioff)/Ioff = (ψ0,on/ψ0,off)

2 −1 , as discussed in Supplementary Note
1 of [44], with Ion and Ioff denoting the v-SFG intensity at flow-on and flow-off
conditions.

The validity of the Gouy-Chapman relation is verified in the Appendix of this
Chapter, where we show that the curvature of the channel wall on electrostatics
can be neglected, which is expected as the Debye length is much shorter than
the channel radius, λD/R ≪ 1. This also justifies approximating the dissolving
surface, which is a flat plate in the experiments, by a cylindrical channel wall in
our numerical calculations. Similarly, the diffuse boundary layer and the electric
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double layer do not affect each other as their thicknesses differ by orders of magni-
tude, λD/δ ≃ 10−4. The calculated interfacial fluoride concentration (Fig. 2.3(c))
decreases with increasing flow rate and increases from inlet to outlet. The re-
verse relation between fluoride concentration and surface charge stems from the
Langmuir isotherm (Eq. (2.3)). Interestingly, although the fluoride concentration
increases in the flow direction, Fig. 2.3(c) shows that the flow-induced dilution
ensures that the concentration is lower throughout the channel than in the no-flow
state. The concentration at the boundary of the dissolving area, at x = −H, is
equal to the bulk concentration ρF,sat in flow-on conditions, beyond which it rises
rapidly and then slowly reaches a maximum at x = H. This rapid increase of
the fluoride concentration at x = −H is due to the locally low precipitation rate
compared to upstream locations near x = H.

Concentration- and dissolution-profiles In the no-flow state, the fluoride
concentration in the center corresponds to the saturation concentration ρF,sat. With-
out a precipitation reaction, the concentration would even be orders of magnitude
larger. In our calculations that describe the experiment, the flow-induced change
in fluoride concentration is on the order of ∼ 30% of the saturation concentration
(ρF,sat = 10µM), as is evident from Fig. 2.3(c). In an absolute sense, this change
of concentration is orders of magnitude lower than the background ionic strength
(∼ 2 mM). While the change in F− concentration is sufficient to affect the surface
charge, it is negligible for the total ionic strength that governs the screening of the
surface charge. Thus, we can conclude from our combined experiments and the-
ory that the flow-induced changes in the v-SFG signal are connected to the surface
charge itself rather than changes in charge screening.

Finally, we draw attention to Fig. 2.3(d), which reveals that the net dissolu-
tion rate also exhibits a gradient along the mineral surface and increases with flow
rate. Similar to the position- and flow rate-dependent shift in surface charge, the
position-dependent net dissolution rate is also a result of the heterogeneous con-
centration profile. More importantly, however, we can see that the dissolution rate
increases by orders of magnitude from flow-off to flow-on conditions. In the flow-
off state, the surface concentration is nearly equal to the saturation concentration
ρF(x,R)≃ ρF,sat, which causes the net dissolution rate in flow-off conditions to be
small J ≃ 10−5kdis. As the fluoride concentration decreases in flow-on conditions,
the net dissolution rate increases dramatically and almost reaches its maximal
value J ≃ 2kdis. The net dissolution rate thus increases by ∼5 orders of magnitude
due to flows of ∼ mL min−1 (or shear rates 1.5-9 s−1), from effectively 10−7 to
10−2 µmol m−2 s−1.
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2.5. Relevant length and timescales

2.5 Relevant length and timescales

To investigate the universal scaling behavior of the fluoride concentration with
channel geometry, dissolution, and flow rate, we derive in the Appendix an ana-
lytic expression for the radially averaged fluoride concentration profile ρF(x) in
the thin channel limit δ ≫ R (such that ρF(x,R) = ρF(x)) and with negligible pre-
cipitation kdis ≫ kprec. While these two conditions are not met by the experimental
system, we can extract key parameters controlling the dominant physics, the first
of which is the Péclet number Pe= (2ūL)/D, where ū is the channel-averaged
fluid velocity, and the second being the dimensionless concentration difference
∆ρF/ρb,F = (kdisL2)/(DRρb,F) between the channel center and the reservoir un-
der flow-off conditions. Here Pe captures the importance of advective transport
relative to diffusive transport and ∆ρF is a measure for the dissolution rate. In
Fig. 2.4(a), we plot our analytic expression of ρF(x)/ρF,b for the geologically rele-
vant case ρF,b = 10−6 mol L−1 and ∆ρF = 3.6ρF,b for several values of Pe, yielding
remarkable agreement with our numerically exact solution of Eqs. (2.4)-(2.5) for
the long-channel limit.

Limiting concentration profiles Interestingly, the parabola-like low-Pe regime
and the linear-like high-Pe regime of the graphs in Fig. 2.4(a) are borne out by the
limiting cases of our analytic expression derived in the Appendix, which are given
by

ρF(x)−ρb,F =


∆ρF

(
1− x2

L2

)
if Pe ≪ 1,

4∆ρF

Pe
(
1+

x
L

)
if Pe ≫ 1.

(2.7)

This expression makes explicit that all excess fluoride gets washed out of the
channel for Pe≫ 1, the more so at the inlet (x = −L) than at the outlet (x = L).
In Fig. 2.3(b), we plot the fluoride concentration at the center of the channel
(x = 0) in the full range of Pe, which reveals a diffusion-dominated (Pe≪ 1) and
an advection-dominated (Pe≫ 1) regime with Pe-independent limiting fluoride
concentrations; a significant dependence on Pe is only found in a rather narrow
crossover regime at 1 <Pe< 102. This narrow Pe regime could explain why pre-
vious authors did not observe a change in surface charge when the flow rate was
varied [32, 35, 37, 45], as there is little flow dependency in the high Péclet regime
(Pe≫ 103). Note that if the thin channel-condition δ (x) ≫ R is not met (as is
the case for the experiments) the Péclet number has to replaced by the Sherwood
number Pe1/3<Sh<Pe2/3 as discussed in the last part of the Appendix. For the
experimental conditions considered the Sherwood number lies between 40 and
1000 for Pe≃ 105 just within the range where variation of concentration with flow
should still be observable as shown in Fig. 2.4(b). As Sh grows much smaller than
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Figure 2.4: (a) Numerical (points) and analytic (solid lines) results for the radially aver-
aged fluoride concentration profile in the channel as a function of the distance from the
center for Péclet numbers ranging from Pe= 0.31 (ū ≃ 1.9 µm min−1, blue) to 3100 (aver-
age flow velocity 1.9 cm min−1, green). (b) Radially averaged concentration at the center
of the channel as a function of the Péclet number, comparing analytic (solid lines) and nu-
merical (symbols) results for geologically realistic values (kdis = 10−5 µmol m−2 s−1, L = 1
cm, D = 1nm2 ns−1, η = 1 mPa s). Note that the considered geometry has length L = 1 cm
and radius R = 0.1 mm ensuring that the radius is much smaller than the boundary layer
thickness, which is not the case for the experimental geometry.

the Péclet number, the transition between flow and no-flow states is broadened in
the wide channel-limit δ (x)≪ R.

Slow dissolution Having explained why the surface charge varies with the
flow magnitude, the question remains how an almost insoluble mineral such as
CaF2 can give rise to a significant concentration difference (∆ρF/ρb,F > 1). This
unexpected result can be understood by interpreting ∆ρF/ρb,F as a ratio of the dif-
fusion timescale τdif = L2/D ≃ 105 s, the time needed for a fluoride ion to diffuse
from center to outlet, and the dissolution timescale τdis = ρF,bR/kdis ≈ 10 s which
is the typical time dissolution needs to double the bulk concentration. While the
typical time for the concentration to change by dissolution is slow, the timescale
by which diffusion can smooth out this concentration change is even slower in
the present case of a long macroscopic channel. As the slow dissolution is offset
by the even longer diffusion time a significant concentration profile is expected
(∆ρF/ρF,b = τdif/τdis > 1). Note that the dissolution time is determined by the
surface-to-volume ratio of the channel and is hence linear in the radius R, while
the diffusion time is quadratic in the channel length L. Thus the dimensionless
concentration difference ∆ρF, which needs to be of order unity or larger for a
flow-dependent surface charge and dissolution rate, is strongly dependent on both
the absolute length L as well as the aspect ratio L/R of the channel. In fact for
macroscopic channels with large aspect ratio ∆ρF inevitably becomes so large that
the assumption of a negligible precipitation reaction is invalidated. Moreover, the
inverse scaling of ∆ρF with the bulk fluoride concentration ρF,sat explains the ex-
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2.6. Discussion

perimental finding of Ref. (2.3) that there is no flow-dependent surface charge
when an excess of fluoride is added.

2.6 Discussion

Our theoretical model combined with the v-SFG experiments of our collaborators
can be transferred to other interfaces to determine the charging reaction mecha-
nism and dissolution reaction mechanism. In the present case of calcium fluoride,
the surface charging reaction (Eq. (2.1a)) is desorptive, which implies that a de-
crease in the fluoride concentration increases the surface charge. Meanwhile, the
dissolution reaction (Eq. (2.1b)) is a source of reactive ions and hence increases
the fluoride concentration. As flow brings the concentration closer to the reser-
voir’s bulk concentration, the surface charge increases, more so at the inlet than
at the outlet. The sign of the charges (i.e., whether an anion or cation is released)
does not play a role in the surface charge’s flow dependency. Interestingly, the
combination of the surface being charged by desorption and dissolution being a
source of ions partaking in this charging reaction is only one of several ways to
establish a flow-dependent surface charge.

Chemistry-specific surface charge gradient For instance, a precipitating
surface in contact with an oversaturated solution is a sink for the reactive ions.
In this case, the concentration would increase upon flow, which for a desorptive
charging mechanism would lead to a decrease, rather than an increase, in surface
charge closer to the inlet. Another charging mechanism is the adsorption of a
reactive ion, where the surface charge increases with increasing concentration of
reactive ions. This causes the surface charge to increase upon flow when the
surface is a sink and to decrease upon flow when the surface is a source of reactive
ions. Note that whether the surface is a sink or a source of ions is not necessarily
determined by whether the mineral is dissolving or precipitating. For instance,
protons play a role in the charging of iron oxide surfaces and are consumed when
iron oxide dissolves [51]. In this case, the surface is a sink below the saturation
concentration and a source above saturation concentration. As protons are often
consumed in dissolution and partake in the charging of metal oxides, we expect
such counter-intuitive behavior to be relatively common.

We summarize the expected change in surface charge upon flow for different
combinations of charging and dissolution reactions in Table 2.1. If either the
dissolution or charging reaction is known, the other reaction mechanism can be
established by inspecting the sign of the v-SFG change upon flow or the slope of
the surface charge gradient. This could be useful for the study of other minerals,
for instance, the notoriously complex surface chemistry of silica [39, 52–56].
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XXXXXXXXXXXSurface
Charging

Desorptive Adsorptive

Source + -
Sink - +

Table 2.1: Indication whether the surface charge increases (+) or decreases (-) upon flow.
Column position indicates if the surface is a source or sink of reactive ions, row position
indicates if the reactive ion desorbs or adsorbs to generate surface charge. The change of
surface charge upon flow is always larger at the inlet than at the outlet.

Surface charge gradients in soil Next we discuss in what natural setting
flow-dependent charge and dissolution could be relevant, considering a common
geological system. While we have focused on the position-dependent surface
charge, as this is a quantity indirectly measured by v-SFG, the dissolution flux of
Eq. (2.6) also depends on the fluoride concentration. Therefore, our model directly
and naturally implies that also the dissolution flux is flow- and position-dependent.
This insight brings us to discuss the more general case of mineral dissolution in
geological environments, particularly whether and where such a dissolution rate
gradient can be expected. As already emphasized, the gradients of interfacial
concentrations can only be significant if there is a sufficiently large relative con-
centration difference (∆ρF/ρF,b ≫ 1) between the reservoir and the channel (or
porous material) without flow. At first sight, this requires high dissolution rates.

However, also the geometry and the channel dimensions play a role, and we
have seen that macroscopic and elongated channels are favorable for a large ∆ρF.
These conditions are met naturally in porous networks such as rocks and soils.
In addition to the condition of a significant concentration difference, also a sig-
nificant fluid velocity, or Péclet number, is required. Using our analytic results
(Eq. 2.7), we estimate that in pores of centimeter lengths (L = 10−2 m) and sub-
millimeter widths (R = 10−4 m) and for fluid velocities of u = 10−5 m s−1 and
dissolution rate constants that exceed (kdis = 10−11mol m−2 s−1), there will be a
significant surface charge gradient. We note that these dissolution rates are typ-
ical for silicate minerals[57, 58], and these flow rates are typical for water flow
through soils [59, 60].

We compare numerical and analytic results for these parameter values at differ-
ent flow rates in Fig. 2.4(b). The concentration profile changes dramatically from
a no-flow state to a flow velocity of u =10−5 m s−1 corresponding to Pe≈ 102. In
the case that the concentration in the pore becomes close to the saturation concen-
tration (∆ρF ≃ ρF,sat), there will also be a flow rate and position-dependent disso-
lution rate. Such a flow-dependent dissolution rate has been suggested to explain
commonly observed dependencies of dissolution rate with pore size [58]. There-
fore, our findings can be expected to be of geological relevance. Additionally,
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2.7. Conclusion

our approach of combining the model and position-resolved v-SFG experiments
itself could be used to investigate charging and dissolution mechanisms, which
are important for soil remediation [37] and industries such as froth flotation [34].

2.7 Conclusion

In conclusion, we explain why the surface charge and dissolution rate of calcium
fluoride show macroscopic gradients along the interface when flow is applied.
This was shown through experimental observations by our experimental collab-
orators using surface-specific v-SFG spectroscopy and full numerical calculations
of reaction-diffusion-advection equations, including the interfacial chemistry at
water-mineral interfaces. The observed gradient in the v-SFG response can be
correlated to a gradient in the surface charge upon flow. A dissolution-diffusion-
advection process can entirely explain such a gradient. The key physicochemical
mechanism is captured by the coupling of a dissolution reaction with flow and sur-
face charge. This dissolution reaction creates a steady-state concentration profile
of fluoride ions, which depends on both position and flow rate. Both the sur-
face charge and dissolution rate are influenced by the local fluoride concentration.
Thus, dissolution both causes a position-dependent dissolution rate as well as a
position-dependent surface charge when flow is applied.

Our reaction-diffusion-advection model can be generalized to arbitrary surface
and dissolution reactions. Interfaces exhibiting both dissolution and charging in
flowing water occur naturally in a wide variety of systems, and only minor con-
finement is needed to ensure that both surface charge and dissolution rate depend
on position and flow rate. Thus, our finding of a flow-induced gradient in the
dissolution reaction is expected to impact geological research of porous materi-
als. Also, scientific disciplines that rely on the use of surface potentials, such as
electrokinetics, microfluidics, and nanofluidics, or those involving measurements
of surface potentials may be interested in its dependency on the position and flow
rate.
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2.8 Appendix

2.8.1 Flow-induced change in surface charge

One needs an interface-specific method to obtain a fundamental understanding of
the events occurring at interfaces. At solid-water interfaces, vibrational Sum Fre-
quency Generation (v-SFG) is a well-established method that is interface-specific
and provides molecular information [30, 32, 41, 45, 61–70]. The interface-specificity
of v-SFG results from the selection rule that inversion symmetry must be broken
for a v-SFG signal to be generated. If the solid-liquid interface is charged, the re-
sulting electric field aligns the dipole moments of the interfacial water molecules.
Additionally, the electric field also polarizes the water molecules some nanome-
ters into the solution. Since both phenomena break the symmetry, the strength of
the observed v-SFG signal increases with the average polarization and orientation
of the water molecules. Therefore, the v-SFG response is a measure of the elec-
tric field at the surface (see Supplementary Note 1 of [44] for details) [30, 32].
By Gauss’ law, this field is connected to the surface charge and is directly related
to the surface potential. Similar to LIS et al. [32] and XI et al. [45], the flow
experiments at the CaF2-water interface were performed under acidic conditions,
first at a single position in the channel. Fig. A2.1(a) illustrates this experiment.
Fig. A2.1(b) shows two v-SFG spectra of the CaF2-water interface for a 1 mM
NaCl and 1 mM HCl (so pH 3) solution, once under flow-off and once under
flow-on conditions. The measured signal is plotted vs. the wavenumber of the IR
pulse being in resonance with the OH stretch vibration of water molecules. The
flow-on (red) spectrum in Fig. A2.1(b) is ∼ 40% higher in intensity compared to
the flow-off (blue) spectrum in Fig. A2.1(b). This increase can be correlated to an
increase in surface charge, see Supplementary Note of Ref. [44] for details. Thus,
the experimental finding that flow increases the surface charge at the CaF2-water
interface under acidic conditions [32, 45] was reproduced by our experimental
collaborators.

The signal intensity of the two spectra of Fig. A2.1(b) was calculated by in-
tegrating over the spectral area. The variation of this signal in time upon switch-
ing on and off the flow was resolved with a resolution of seconds, as shown in
Fig. A2.1(c), where each black circle stems from one spectrum. The v-SFG re-
sponse is constant in time before the liquid flow is switched on, which therefore
represents a steady state. Upon applying flow the intensity changes, reaching
another steady state with a higher v-SFG intensity within approximately 5 min-
utes. When the flow is turned off again, the initial steady state is restored but
equilibration takes about 10 minutes. As explained in the previous section, the
v-SFG response can be used as a measure for the surface charge. Thus, the flow-
induced change in the v-SFG signal can be correlated to a reversible change in
surface charge due to flow. These observation of reversible changes in the v-SFG
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2.8. Appendix

(a) (b)

(c)

Figure A2.1: (a) Illustration of the measurement method employed our experimental col-
laborators. In vibrational sum frequency generation (v-SFG) spectroscopy, a visible (VIS)
and infrared (IR) pulse overlap in space and time at the interface of interest, generating
radiation at the sum of the frequencies (SFG). If an IR pulse is in resonance with the
OH stretch vibration of water molecules, the obtained v-SFG spectra provide information
on the orientation and polarization of interfacial water molecules. The illustration shows
water molecules for the first few hydration layers as well as a schematic distribution of
arbitrary ions (anions in yellow, cations in green). At the charged CaF2-water interface,
the orientation and polarization of the interfacial water molecules is determined by the sur-
face charge. Thus, the v-SFG signal can be used as an indirect measure for the surface
charge. (b) v-SFG spectra in arbitrary units (arb. units) in the OH stretch region of the
CaF2- water interface at pH 3 (1mM HCl and 1 mM NaCl) under flow-off conditions (blue)
and flow-on conditions (red). (c) Time trace of integrated SFG spectra (black circles) at the
CaF2-aqueous solution interface at pH 3 (1mM HCl and 1 mM NaCl) with one flow on-off
cycle (black curve). Each circle represents one spectrum, integrated between 2650 and
3600 cm−1. The solid orange line is a ten-point moving average to guide the eye. The verti-
cal blue and red lines highlight the steady-state regimes for flow-off and flow-on conditions.
As the intensities are hardly changing over time, a steady-state can be assumed.

response and thus in surface charge due to liquid flow is consistent with the stud-
ies of LIS et al. [32] and XI et al. [45]. In the theory section we explain why this
surface charge increase upon flow occurs.
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(a) (b)

Figure A2.2: (a) Schematic representation of the flow set-up. The aqueous solution reser-
voir (100 mL of a 1 mM NaCl and HCl (pH 3) solution) is pumped via tubes and the flow
cell using a peristaltic pump. The flow channel is 24.8 mm long, 4.3 mm deep, and 4.8 mm
wide. The flow direction can be changed from clockwise to counterclockwise. The v-SFG
spectra were recorded at three spots in the channel. One spot in the center (yellow) and
two points separated by 8 mm from the center in the two directions of the flow channel
(blue and red, respectively). (b) Time trace of integrated SFG spectra (black circles) at the
interface of the solution and calcium fluoride for several flow on-off cycles (black curve).
As indicated by the arrows and the different signs of the flow rate, different flow directions
were employed. The colored solid lines are ten-point averages to guide the eye and high-
lighting at which spot in the flow channel the spectra were recorded. For the time trace
measured at the center, the intensity levels of the spectra with (Ion) and without flow (Ioff)
are highlighted by arrows.

2.8.2 Flow-induced surface charge gradient

In order to gain an understanding of the interfacial events along the mineral sur-
face upon flow, the changes in v-SFG response were measured at different po-
sitions along the flow channel. Another approach is to compare the change in
v-SFG signal upon flow at one position, which is not the center of the flow cell,
and reversing the flow direction, i.e. interchanging the role of the inlet and out-
let as illustrated in Fig. A2.2(a). Following the second approach, time traces of
the integrated v-SFG spectra at three different positions with flow on/off cycles in
clockwise and counter-clockwise flow directions are shown in Fig. A2.2(b). First
of all, it can be seen that the v-SFG response increases upon flow at every position.
Additionally, we observe that at the center of the flow channel (orange spot and
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2.8. Appendix

trace in Fig. A2.2(b)) essentially identical changes of the v-SFG intensity for both
flow directions are observed, which is fully consistent with the study of LIS et al.
[32] which conducted measurements at the channel center. With the measurement
at the channel center no additional spatial information is obtained as reversing the
flow direction interchanges the center with itself due to the flow cell’s symmetry.

In contrast measuring near the channel in- and outlet (8 mm from the center)
the change in v-SFG intensity strongly depends on the flow direction. Under a
clockwise flow direction (as depicted in Fig. A2.2(a)), the increase in the v-SFG
intensity at the red position in Fig. A2.2 is substantially and reproducibly higher
than when applying a counter-clockwise flow, while this response is inverted when
measuring at the other side of the flow cell (blue spot and blue trace). The v-
SFG change at the center of the channel (yellow) is in between the maximum and
minimum difference at respectively the in- and outlet. Thus, we conclude that the
increase in the v-SFG response upon flow decreases in the flow direction, such
that the measurements show that along the mineral there is a flow-induced surface
charge gradient in the flow direction as depicted in Fig. 2.1.

To further investigate the proposed gradient along the flow channel, we quanti-
tatively compare the flow-induced changes at different positions along the centimeter-
sized flow channel at a single flow rate. To do so, we focus on the relative increase
of the v-SFG response under flow-on conditions (compared to flow-off) as a func-
tion of the distance from the center of the channel. Additionally, we study the
influence of the flow rate. The relative increase in v-SFG intensity (ION/IOFF −1)
accounts for slight changes in the alignment that necessarily occur when changing
the position of the flow cell. The position-dependent relative increase in inten-
sity is determined by averaging the intensity in steady state, as indicated by the
marked regimes in Fig. A2.1(c). The obtained data are shown in Fig. 2.1, where it
is clearly shown that the intensity throughout the channel increases in the flow-on
state, the more so at higher flow rates and closer to the inlet, with changes up to
45% at the inlet for the highest flow rate of 6 mL min−1 (shear rate ∼ 9 s−1) that
we consider here. Note, however, that the intensity also increases significantly,
by about 10%, at the outlet at the lowest flow rate of 1 mL min−1 (shear rate ∼
1.5 s−1). At these flow rates a laminar flow is expected as the Reynolds number
is bounded between 5 and 25. Qualitatively similar surface gradients are found
at all flow rates, with the intensity increasing with flow rate. To the best of our
knowledge, other spectroscopic flow experiments conducted so far only varied the
flow rate in ranges where no such dependency has been observed [32, 45].

2.8.3 Full Poisson-Nernst-Planck-Stokes calculations

Solving the Poisson-Nernst-Planck equations with a finite element analysis re-
quires a mesh size significantly smaller than the Debye length (≃ 10 nm), while
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in this Chapter we observed that the full centimeter sized experimental geometry
has to be modeled to describe the experiments. As the use of many more than
107 mesh elements is computationally prohibitive, we have chosen to neglect the
electrostatic Poisson equation and conduction terms in this Chapter. In this Ap-
pendix, we will show that the results of full small-scale Poisson-Nernst-Planck
calculations are qualitatively similar while highlighting a few minor quantitative
deviations.

Numerical model The set of equations that will be solved are the same as
those in Eqs. (2.2), (2.4)-(2.6) in this Chapter, but with the addition of the Poisson
equation for the electric potential ψ , a conduction term added to the diffusion-
advection equation and an extra electrostatic boundary condition relating the total
surface charge density eσ to the electric field over the surface normal n. For
completeness, a body force term e∑i ziρi∇ψ , with zi the ion valency, has to be
added to the Stokes equation. As in the experimental system fluid and current can
circulate, a natural electric boundary condition is that of a closed electric circuit,
with two grounded equipotential reservoirs ψ(±∞ = 0). Summarizing, the set of
equations we consider in this section is thus given by

∇
2
ψ =− e

ε
∑

i
ziρi (A2.1)

∂tu =−∇P+η∇
2u− e∇ψ ∑

i
ziρi (A2.2)

∂tρi =D(∇ρi +∇ · (zie∇ψ

kBT
ρi)−u ·∇ρ (A2.3)

n ·∇ψ =− eσ/ε (A2.4)

ψ(±∞) =0. (A2.5)

In equilibrium this set of equations reverts back to regular Poisson-Boltzmann the-
ory, that yields a diffuse layer of excess counter-ions, the electric double layer,
near the charged surface. The decay length of the electric potential in this layer
is the Debye length λD = (8πλBρb)

−1/2, where λB = e2/(4πεkBT ) is the Bjer-
rum length and ρb the bulk concentration of an added 1:1 electrolyte. The ge-
ometry is scaled down to a cylindrical channel with length L = 5 µm and ra-
dius R = 0.15µm as to make resolution of the nm electric double layer feasi-
ble. The length of the dissolving, charged surface in the middle of the chan-
nel is H =2.5 µm. When including dissolution, a concentration profile of re-
active ions ρF(x,r) forms, which breaks the translational invariance along the
channel. When the Debye length is much smaller than the typical length over
which the concentration profile ρ̄(x) varies λD ≪ H we can use the lubrication
layer approximation [71] which allows us to write the surface charge as σ(x) =
Γ(1+ kadsρF(x,0)exp(eψ0(σ(x))/kBT )/kdes)

−1, which is a self-consistency rela-
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Figure A2.3: (a) The concentration on the central axis of the channel (red) and the con-
centration at the surface (blue) with a conduction term for the lowest and highest Péclet
number investigated here, together with the corresponding profiles (gray) without conduc-
tion, which both overlap almost exactly with the red curves . The difference between the
red and blue lines is due to electrostatic attraction between the surface and reactive ions,
and can be accounted for by a Boltzmann factor exp(eψ0/kBT ). As the surface charge
varies with flow rate the magnitude of this Boltzmann factor varies between 1.5 and 3. (b)
Surface charge heterogeneity with conduction (orange) and without conduction (violet) for
Péclet numbers 0, 1, 2 and 4 times 3.5 ·106 (dark to light). The large quantitative difference
between flow on and off is due to electrostatic attraction shifting the Langmuir equilibrium,
but qualitatively the trends are the same. (c) Comparison between the electrostatic po-
tential directly extracted from the numerical calculations with conduction (gray) and the
surface potential as calculated by the Gouy-Chapman (green) from the same calculation
for Péclet numbers 0, 1, 2 and 4 times 3.5 ·106 (dark to light).

tion that requires a relation between the surface charge ψ0 and surface charge σ .
For this closure relation we use the well known Gouy-Chapman result derived
for the surface potential of flat plates finding eψ0/kBT = 2sinh−1(2πλBλDσ(x)),
whose validity again depends on the validity of the lubrication layer approxima-
tion [71]. We compare the Gouy-Chapman surface potential with the numerically
calculated surface potential in Fig. A2.3(c). Note that both the lubrication layer
and Gouy-Chapman approximation work well at the considered µm length scales,
and the quality of the approximations is expected to increase for the centimeter-
sized experimental system .

Concentration profiles The resulting concentration profiles for Péclet num-
bers of one, two, and four times 3.5 ·106 can be seen in Fig. A2.3(a). These calcu-
lations were repeated without any charge on the dissolving surface, but with the
same surface reaction. The concentration profile in the middle stays the same with
and without the conduction term. The chief difference between these two concen-
tration profiles is an increase of the concentration by a factor ρ(x,R)/ρ(x,0) =
exp(eψ0/kBT ) at the charged surface due to electrostatic attraction. While this
does not change any of the qualitative features of our model, namely a surface
charge gradient induced by flow over a dissolving surface, it does affect the mag-
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nitude of this effect as the adsorption is effectively rescaled by the Boltzmann
weight exp(eψ0/kBT ). This can be seen in Fig. A2.3(b) where we plot the ob-
tained surface charge with (blue) and without (red) electrostatic attraction between
the charged ions and charged surface at the different flow rates; the system with
electrostatic repulsion is much less sensitive to flow as the effective adsorption
rate kads exp(eψ0/kBT ) is larger. However, as the adsorption rate is a parameter
extracted from experiments to reproduce the equilibrium surface potential, this
rescaling is already absorbed in the kads introduced in this Chapter. A feature
not captured by the theory in this Chapter is that the effective adsorption rate
kads exp(eψ0/kBT ) varies with surface potential and thus with flow.

Summarizing, the main conclusions from the numerical calculations with elec-
trostatics included are that (i) the expression for equilibrated EDL’s (Gouy-Chapman)
is valid and hence non-equilibrium electrostatic phenomena can be neglected, and
(ii) upon including electrostatic attraction between the charged surface and dis-
solved ions results qualitatively similar to those in this Chapter are found.

2.8.4 Analytic one-dimensional model

As analytically solving the two-dimensional dissolution-diffusion-flow problem
defined by Eqs. (2.2)-(2.6) in this Chapter is intractable, we first convert the prob-
lem to an effective one-dimensional problem, which is analytically solvable.

Cross-sectional averaging We transform the two-dimensional diffusion- ad-
vection problem to a one-dimensional problem by radially integrating the diffusion-
advection equation to obtain the average density ρ̄F(x) = 2π/(πR2(x))∫ R

0 ρF(x,r)rdr. In the regions without dissolution, we then find

∂t ρ̄F = D∂
2
x ρ̄F −∂xuρF. (A2.6)

Whereas the diffusive term is straightforwardly integrated, the calculation of the
advective term is more complicated. This is because it results in a density-weighted
velocity uρ = 2π

∫ R
0 drru(r)ρ(r,x)/πR2, which requires the knowledge of ρ(x,r)

which is exactly the quantity we aim to calculate. However, in the narrow-channel
limit δ (x)≫ R the approximation ρ(x,r) = ρ̄(x) is valid as shown in Fig. 2.4, and
the radially averaged diffusion-advection equation simply becomes:

∂t ρ̄F = D∂
2
x ρ̄F − ūx∂xρ̄F. (A2.7)

In the opposite limit of a thin boundary layer (δ (x) ≪ R) the density-weighted
velocity uρ does not factorize as there is significant radial variation in the concen-
tration profile ρ(x,r). A qualitative approximation can be made in the limit of
high Péclet (Pe≫ 1) by replacing the average velocity ū by the effective bound-
ary transfer velocity h ∝ ū2/3 [72], as derived in the next section of the Appendix.
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The boundary transfer velocity accounts for the density-weighing of the velocity
and lowers the effective advection rate, as the concentration profile is localized at
the channel wall where the velocity is low. The decrease of the effective veloc-
ity is given by a powerlaw h ∝ ū2/3 as the thickness of the boundary layer scales
inversely with velocity.

Continuing here with the narrow channel limit δ (x)≫ R, where uρ = ūρ̄ , the
integration of Eq. (A2.7) in the region with a dissolving surface (represented by
the source term J in Eq. (2.6)) is straightforward and results in

∂t ρ̄F ≃ D∂
2
x ρ̄F − ūx∂xρ̄F +

4
R
(kdis − kprecρ

3
b,F −3kprecρ

2
b,F(ρ̄F −ρb,F)) (A2.8)

where the dissolution term was substituted for the radial concentration gradient at
the boundary J(x) = D∂rρ(x,R) and two fluoride ions are released per dissolved
CaF2 unit. We linearized the precipitation in the density around ρ̄F = ρb,F to
ensure that the equation remains a linear, solvable differential equation.

Solving the one-dimensional problem In this Chapter we consider both
regions with dissolution |x|< H described by Eq. (A2.8) and regions without dis-
solution H < |x| < L described by Eq. (A2.6). To describe the full concentration
profile over the entire domain |x| < L the solutions in the three different regions
have to be connected by use of the proper boundary conditions. We label the
solutions for the different regions as ρ̄F,i with i = 1,3 respectively the solution
within the region H < −x < L and H < −x < L, and i = 2 the solution for the
region in the dissolving with the dissolving surface |x| < H. Now the solutions
can be connected by requiring the concentration profile to be continuous, giving
ρ̄F,1(−H) = ρ̄F,2(−H) and ρ̄F,2(H) = ρ̄F,3(H). Having fixed four conditions of
our three second order differential equations, the remaining two remaining bound-
ary conditions are fixed by setting the concentration at the channel edges equal
to the bulk concentration ρ̄F,1(−L) = ρ̄F,3(L) = ρb,F. Hence Eqs.(A2.6)-(A2.8)
with the six corresponding boundary conditions yield a set of three differential
equations and two equalities that can be solved analytically. This method can be
used to construct solutions for multiple reactive patches within complex geome-
tries, as long as the radius R(x) is continuous over the entire length. However,
these solutions are not always legible or insightful and for the analytic solution
we only consider the case where the entire channel is dissolving L ≃ H while
simultaneously neglecting precipitation, kprec = 0. The resulting expression is

ρ̄F(x) = ρb,F +2
∆ρ

Pe

[
2x
L

+
(
1+ ePe −2e

Pe
2 (1+ x

L )
)(

coth
(Pe

2
)
−1
)]

(A2.9)

which in the limit of low and high Péclet number simplifies to Eq. (2.7) in this
Chapter. Here ∆ρ/ρb,F = kdisL2/DRρb,F and Pe= 2ūL/D. It can be seen in

47



Fig. 2.4 of the main text that this analytic result matches numerical results in
the narrow channel limit δ (x)/R ≫ 1.

2.8.5 Diffuse boundary layer

In this section we summarize the derivation of the diffuse boundary layer as pre-
sented in Ref. [73]. A diffuse boundary layer is the concentration profile that
forms near a dissolving surface when lateral advection is so strong that there is
not enough time for ions to fully spread radially by diffusion. This radial concen-
tration profile diminishes the advective transfer rate as the concentration is high
where the fluid velocity is low: near the surface.

Diffuse boundary layer theory Observing that at high Péclet numbers lat-
eral diffusion can be neglected, the diffusion-advection equation can be written in
stationary state as

∂tρF = D∇
2
ρF −u ·∇ρ ≈ D

r
∂r(r∂rρF)−u(r)∂xρF = 0. (A2.10)

Now we consider a very long channel with a fully developed laminar flow pro-
file with a laterally constant surface concentration ρ(x,R) = ρm, for which the
boundary conditions can be written as

ρF(±∞,r) = ρb,F; (A2.11a)

ρF(x,R) = ρm; (A2.11b)

∂rρF(x,0) = 0. (A2.11c)

This is traditionally known as the Graetz problem [73–75]. The assumption of a
constant surface concentration is not valid in the model considered in this Chap-
ter. However, the present analysis is concerned with describing the concentration
profile some distance from the surface. We will solve differential Eq. (A2.10) to-
gether with boundary conditions Eq. (2.8.5) using the Ansatz that the solution is
self-similar, and that the concentration profile that depends on two variables can
be described by a function of a single self-similar variable ρ(x,r) = f (η). The
existence of a self-similar solution is suggested because it is not possible to define
a dimensionless lateral position using only the lateral position and velocity and
hence the concentration should be reducible to a one parameter Eq. [76, 77]. Now
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we define the dimensionless, self-similar, parameters

η =
R− r
δ (x)

= (R− r)
(

4ū
9DR(x+H)

) 1
3

, (A2.12a)

ζ =

(
δ (x)

R

)3

=
9D(x+H)

4ūR2 , (A2.12b)

Θ =
ρ −ρm

ρb −ρm
, (A2.12c)

and using this we rewrite Eq. (2.8.5) to [73]

∂ 2Θ

∂η2 +3η
2 ∂Θ

∂η
−3ηζ

1
3

∂Θ

∂ζ
1
3
=

∂Θ

∂η

(
3
2

η
3
ζ

1
3 +

ζ
1
3

1−η3ζ
1
3

)
− 3

2
η

2
ζ

2
3

∂Θ

∂ζ
1
3
.

(A2.13)
We find the dimensionless boundary conditions

Θ(η = ∞) = 1, (A2.14a)

Θ(η = 0 ) = 0. (A2.14b)

The solution to Eq. (A2.13) can be expanded as Θ=Θ0(η)+ζ
1
3 Θ1(η)+ζ

2
3 Θ2(η)+

O(ζ ) where at high Péclet number we only consider the dominant zero-order term,
also known as the Lévêque approximation

d2Θ

dη2 +3η
2 dΘ0

dη
= 0. (A2.15)

This approximation is equal to only considering the first order term of the
velocity expansion [74] close to the channel boundary, and hence is valid in the
limit of high Péclet number where δ (x)≪ R. Solving for Θ0 we find the Lévêque
solution

Θ0 =C−1
∫

η

0
e−s3

ds, (A2.16a)

C =
∫

∞

0
e−s3

ds = Γ(
4
3
)≃ 0.9, (A2.16b)

with Γ the Euler gamma function. Plotting the concentration profile in Fig. A2.4
as a function of the radial coordinate at x = 0 we find that the radial concentration
profile is well approximated by the Lévêque solution. In Fig. A2.5 we plot the
radial position R− r at which the concentration satisfies 1.9 < ρF(r)/ρb,F < 2.1
together with δ (x) as function of (x+H)1/3. We find that the boundary layer
thickness in our numerical calculations is linear in (x+H)1/3 as expected. Thus,
at x = 0 and a flow rate of 1 mL/min we find that the typical boundary layer
thickness at which the radial concentration has decayed by 90% of its surface
value is approximately δ (0)≃ 0.4 mm.
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Figure A2.4: The concentration of reactive ions ρF(x,r) at x = 0 with the dimensionless
radial position r/R in units of the bulk concentration ρF,b at different flow fluid fluxes Q∈ [0,6]
mL/min. The data were obtained from full numerical calculations as described in this
Chapter. It can be seen that close to the surface, the concentration profile is well described
by a linear concentration profile with a slope ρm/δ (0), where the diffuse boundary length
δ (x) is both position and velocity dependent, and δ (0)≃ 0.17R = 0.4 mm.

Surface concentration While the behavior of the concentration profile at
some distance from the channel wall is thus correctly described by diffuse bound-
ary layer theory, the near-surface (R− r ≪ δ ) profile deviates significantly from
the Lévêque solution as the assumption of a constant surface concentration is in-
compatible with the macroscopic concentration gradient, which is the object of
interest in this Chapter. To estimate the influence of the diffuse boundary layer on
the surface concentration we insert an approximation for the radial concentration
profile into our analytic calculation as presented in this Appendix, which allows us
to calculate ρm(x)= ρ(x,R). Note that while this combination of diffuse boundary
layer theory and the radially integrated diffusion-advection equation does not re-
sult in a fully self-consistent theory, it allows us to estimate the change in surface
concentration ρm(x) with regard to flow rate. This is not possible within regular
diffuse-boundary layer theory as this surface concentration is an input parameter.

The fact that the diffuse boundary layer is localized near the channel wall
where the velocity is low, implies that the effective velocity for the transport of
ions is much lower than the channel-averaged velocity. To estimate the effect of
the small boundary layer thickness we need an expression for ρF(x,r) such that the
cross-sectional integral can be evaluated, as required for Eq. (A2.6). Inspecting
the numerically obtained concentration profiles in Fig. A2.4 we see that ρF(x,r)
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Figure A2.5: The radial position at which the concentration is between 1.9 < ρF/ρF,b < 2.1
(data points) against the cube root of the lateral position (1/2(1+x/H))1/3 for Q = 1mL/min
confirming the cube root scaling as predicted by diffuse boundary layer theory, the red line
is equal to δ (x) as given by Eq. (A2.19). At the edge of the dissolving surface x = H where
(1/2+ x/2H))1/3 = 1 the boundary length falls off dramatically.

can be approximated by the simple form

ρF(r,x)−ρb,F =


0, if r < R−δ (x);

(ρm −ρb,F)

(
r−R
δ (x)

+1
)
, if R−δ (x)< r < R.

(A2.17)

With this approximation the divergence of the density weighted velocity uρ , as
defined in Eq. (A2.6) becomes

∂x ¯uρF = ∂x

(
4ū
3

(
δ (x)

R

)2

(ρm −ρb,F)

)
+O(

(
δ (x)

R

)3

)≃

∂x
4ūδ (x)

3R
ρ̄ if ρm ≫ ρb,F

(A2.18)

From this we can define the effective density weighted velocity h, also known
as the boundary transfer velocity [75]. When the surface concentration is much
larger than the bulk concentration (ρm ≫ ρb), and the gradient in the surface
concentration is larger than the gradient in the boundary thickness (ρ−1

m ∂xρm ≫
δ−1∂xδ ) then the boundary transfer velocity is simply given by h = 4ūδ/3R. As
seen from Eq. (A2.12a) the boundary thickness scales as δ ∝ ū1/3 and hence the
effective transfer velocity

h =
4ū
3

δ

R
∝ ū

2
3 (A2.19)

From this it can be straightforwardly seen that the Sherwood number Sh, which is
the dimensionless number comparing the boundary transfer rate with the diffusion
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rate, scales as Sh ∝ Pe2/3 [73, 75]. Comparing this result with the well-known
Sherwood number for a channel wall kept at a constant concentration, in which
case Sh ∝ Pe1/3, here we find that a simplified model for a dissolving channel
allowing for a heterogeneous surface concentration ρm(x) produces an exponent
of 2/3.

Summary The Sherwood number replacing the Péclet number and scaling Sh∝

Peν with ν < 1 captures an important aspect of the experiment, namely that the
effective advection rate over the boundary layer is much lower than the channel-
averaged advection rate. This causes the sharp transition between the flow and
no-flow concentrations seen in Figure 2.4(b) of the main text to broaden sig-
nificantly, allowing us to observe the transition between the no- and high-flow
regimes. In the experiments of the main text Pe≈ 105, and hence the Sherwood
number Sh∈ [40,2000]. As this is exactly the regime where the transition be-
tween the limiting cases of Eq. (2.7) is expected to occur, this explains why the
charge varying with flow can be measured in the experiments. Another factor is
the precipitation reaction which causes the net dissolution rate J to increase with
flow, further opposing the concentration decrease upon an increase in flow rate.
The scaling relation between surface concentration and flow rate in the case of a
fully developed diffuse boundary layer is an order-of-magnitude estimation and
we have not found a regime in which it is quantitatively accurate.
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Chapter 3

Coulombic surface-ion interactions
induce non-linear and

chemistry-specific charging
kinetics

Abstract

While important for many industrial applications, chemical reactions re-
sponsible for charging of solids in water are often poorly understood. We
theoretically investigate the charging kinetics of solid-liquid interfaces, and
find that the time-dependent equilibration of surface charge contains key in-
formation that can be exploited to reveal not only the reaction mechanism
but also the valency of ions involved in the reactions. We construct a simple,
polynomial, differential equation describing surface charging by combin-
ing chemical Langmuir kinetics and electrostatic Poisson-Boltzmann theory.
Our results reveal a clear distinction between late-time (near-equilibrium)
and short-time (far-from-equilibrium) relaxation, the ratio of which contains
key information on surface chemistry. Interestingly for reactions involving
two ions kinetics become similar to that of autocatalytic reactions.

This Chapter is based on the publication:

W.Q. Boon, M. Dijkstra, & R. van Roij, R., Coulombic surface-ion interactions
induce non-linear and chemistry-specific charging kinetics, accepted by Physical
Review Letters, arXiv preprint arXiv:2210.15426

There are paragraphs and figures that are taken or modified from the above-mentioned publication
and its supporting information.
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3.1 Introduction

Charged solid-liquid interfaces play a central role in a wide variety of industries
such as food and coating production [78–80], mining [81–83], medicine [84–
86], soil remediation [87–89] and even carbon capture [90]. With the advent of
nanoscale fluidics one expects that charged surfaces become ever more important
[91, 92]. In water and other polar solvents chemical reactions are a common
mechanism by which surfaces obtain their charge. For ionic solids the de- or ad-
sorption of a dissolved ionic compound is often preferred over the sorption of
its own counterion [12, 13, 93]; for covalent solids such as polymers and metal
oxides the acidic nature of surface groups ensures that the surface (de)protonates
[12, 13, 94–96] in polar solvents and hence becomes charged.

However, for many processes of industrial and environmental importance rel-
atively little is known about the surface chemistry [12, 13, 94] as the electrolytes
in realistic applications contain a large variety of ions that can all undergo multi-
ple reactions [12, 13, 97]. Due to experimental limitations the majority of stud-
ies investigating surface charging are performed at (quasi)-equilibrium conditions
[12, 13]. Only recently, however, it has been shown that the kinetics of chemical
surface reactions can strongly couple to electrokinetic fluid flows, thereby affect-
ing the physical surface properties on macroscopic scales [13, 98–102]. Further-
more, with the recent advent of fast and surface specific non-linear spectroscopy
the dynamic measurement of surface charge has become feasible [32, 43, 102–
105]. In this context it has been explicitly stated that there is an urgent need
for theoretical models to describe such experiments [106]. Traditionally, sorp-
tion kinetics is typically described by (pseudo)-first-order reactions [89, 107] that
exhibit single-exponential relaxation towards equilibrium; the influence of a time-
dependent surface charge is usually neglected entirely [106, 108, 109]. We are
aware of one theoretical work [110] and associated review [111] that considers
a surface charge that affects adsorption rate constants, which, however, does not
consider the (chemistry-specific) non-linear dynamics induced by the electrostatic
feedback as we do here.

Outline In this Chapter we present a theory for the charging dynamics of solid
surfaces. We include the Coulombic ion-surface interactions and reveal an intri-
cate dependence on the reaction mechanism and the valency of the reactive ions
already present in a mean-field description. The Coulomb interactions not only
affect the time constant of the late-time exponential decay of the surface charge
towards equilibrium after an ion concentration (or pH) shock, but they also in-
duce strongly nonlinear dynamics at early times far from equilibrium. Combined
with the present-day capability to experimentally measure the time-dependent sur-
face charge density, our theory forms a first step to unveil the surface chemistry
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3.2. Theoretical model

of technologically important but ill-understood materials [13, 106], such as silica
[97, 112] and graphene [113], and of processes such as the clean-up of radioactive
and heavy metals [87, 93, 114, 115].

3.2 Theoretical model

Interfaces, for instance silica in in water, commonly charge either by desorption
of ionic species from neutral surface groups or by adsorption of ionic species onto
neutral surfaces. While the exact charging mechanism of the silica-water interface
is complex, there is support for charging by desorption of protons at high pH and
adsorption of protons at low pH [97, 112, 116, 117],

SiOH(s)
kd−−⇀↽−−
kaρ

SiO−
(s)+H+

(aq), (3.1a)

SiOH(s)+H+
(aq)

kaρ−−⇀↽−−
kd

SiOH2
+
(s), (3.1b)

where SiOH(s) is a neutral silanol group that is covalently bound to the (solid)
glass and where SiO−

(s) and SiOH2
+
(s) denote a silanol group with a proton desorbed

or adsorbed in Eqs. (3.1a) and (3.1b), respectively. Here ρ denotes the aqueous
proton concentration at the solid surface, and the dissociation and association rate
kd and ka will be discussed below for the charging kinetics of a single desorp-
tive and a single adsorptive reaction, not only for monovalent reactive ions as in
Eqs. (3.1a) and (3.1b) but for general valency z. While adsorption isotherms of
real materials can rarely be described by just a single charging reaction [93, 117],
we show in the Appendix that charging by multiple reactions can actually be well-
approximated by the single-reaction kinetics presented in this Chapter for a wide
range of experimental conditions.

We consider a macroscopic surface with an areal density Γ of identical surface
groups. A group can only be in either a neutral or a charged state. The charging
is assumed to take place either by desorption (labeled by −) of a cation of charge
ze, or by adsorption (labeled by +) of a cation of charge ze, with z ≥ 0 and e
the proton charge. The areal densities of charged and neutral groups are denoted
by σ± > 0 and Γ−σ± > 0 respectively, and the surface charge density is given
by ±zeσ±. Note that the charging dynamics is invariant under the sign of the
reacting ions, and without loss of generality we can restrict attention to reactive
cations of (strictly positive) valency z. Assuming the chargeable surface sites to be
independent, we can describe the reaction kinetics in terms of the time-dependent
surface density σ±(t)> 0 which satisfies Langmuir kinetics described by [118]

∂tσ− = kd(Γ−σ−)− kaσ−ρ(σ−), (3.2a)

∂tσ+ = ka(Γ−σ+)ρ(σ+)− kdσ+. (3.2b)
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Here kd and ka are the rate constants of the desorption and adsorption of the reac-
tive ion, and ρ(σ±) is the volumetric concentration of reactive ions at the surface.

The equilibrium surface charge follows from ∂tσ± = 0 and is given by σ±,eq =
Γ(1+(kaρeq/kd)

∓1)−1, which reduces to an explicit “Langmuir isotherm” in the
case that the equilibrium concentration of the reactive ions ρeq ≡ ρ(σ±,eq) is a
constant independent of σ±,eq. In general, however, this Langmuir isotherm is
a self-consistency equation for σ±,eq that requires an additional “closure” rela-
tion ρ(σ±) for an explicit equilibrium solution σ±,eq. Without (Coulombic) in-
teractions between surface and ions, the local concentration ρ(σ±) of reactive
species in the vicinity of the surface would be equal to the bulk concentration
ρb of the reactive ions far from the surface (which is independent of σ±), such
that Eqs. (3.2a)-(3.2b) would be linear differential equations whose solution can
be written as s±(t) = 1+(s±(0)− 1)exp[−(kd + kaρb)t] with the dimensionless
charge s± = σ±/σ±,eq such that s±,eq = 1; here s±(0)− 1 is the integration con-
stant and denotes the relative deviation from equilibrium at the initial time t = 0.
Note that the condition 0 ≤ σ±(t) ≤ Γ implies that 0 < s±(0) < Γ/σ±,eq, where
the lower bound corresponds to an initially neutral surface whereas the upper
bound can be as large as O(10−100), since typical equilibrium conditions have a
charge occupancy of only a few percent of the total number of chargeable groups
[119]. Thus from measurements of σ±(t) at various concentrations of reactive (dis-
solved) species both kd and ka could in this non-interacting case be determined.

3.3 Electrostatic surface-ion interaction

However, as the charged surface attracts or repels reactive ions, Eqs. (3.2a) and
(3.2b) are complicated by a nontrivial relation ρ(σ±), which causes a charge-
dependent decay rate and introduces deviations from purely single-exponential
relaxation of σ±(t). In fact, an explicit function ρ(σ±) is needed to investigate
and solve the dynamics, which we will develop here. We consider the planar
and homogeneous chargeable solid surface discussed above in contact with a bulk
solvent with permittivity ε and temperature T with a three-component 1 : 1 : z
electrolyte of bulk concentrations ρs : (ρs− zρb) : ρb. For convenience we assume
trace amounts of reactive ions and therefore set ρb ≪ ρs, where ρs is the bulk
salt concentration. We also assume the electrolyte volume to be macroscopically
large such that ρb and ρs do not change due to surface charging. Furthermore we
assume the charging timescale τ±, which remains to be derived, to be the slowest
timescale of the system. Given that the typical timescale for electric double layer
(EDL) equilibration is around 10−9 −10−6 s and that the (geometry and flow de-
pendent) transport timescale for ions in stirred reactors can be as short as 10−4 s
[120], we find a large window τ± ≫ 10−4 s for reactions to be well-described by
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3.4. Non-linear kinetics

our (reaction-limited) theory [121]: for example phosphate desorption showing
characteristic reaction timescales of hours [122].

The slow-reaction assumption allows us to describe the EDL within an equilib-
rium theory, for which we take the Gouy-Chapman solution of Poisson-Boltzmann
(PB) theory for simplicity [10, 95]. Although PB theory is based on a mean-field
assumption for a system of point ions, it is known that for all but the highest
salt concentrations this theory is quite accurate for 1 : 1 and even 1 : 2 aque-
ous electrolytes [123], and we expect a similar accuracy for 1 : 1 : z electrolytes
in the limit ρb ≪ ρs of our interest. Within these assumptions the concentra-
tion of reactive ions at the surface is determined by a Boltzmann distribution
ρ(σ±) = ρb exp[−zφ(σ±)], where kBT φ(σ±)/e is the electric potential at the sur-
face with a surface charge ±zeσ±, with kB the Boltzmann constant. For desorptive
charging the surface and ions have opposite charge and hence zφ(σ−)< 0, while
for adsorptive charging ions and surface have the same sign yielding zφ(σ+)> 0.
With this observation the Gouy-Chapman solution for a 1 : 1 electrolyte, which
is relevant here as ρs ≫ ρb, gives φ(σ±) = ±2sinh−1(zσ±/σ∗) [10, 95], where
σ∗ =(2πλBλD)

−1 with λB = e2(4πεkBT )−1 the Bjerrum length of the solvent and
λD = (8πλBρs)

− 1
2 the Debye screening length. Substituting the Gouy-Chapman

potential in the Boltzmann factor yields

ρ(σ±) = ρb exp[−zφ(σ±)] = ρb

(
zσ±
σ∗ +

√
1+
(zσ±

σ∗
)2
)∓2z

, (3.3)

where the exponent is positive for desorptive charging and negative for adsorptive
charging. Because Eq. (3.3) is reaction-mechanism dependent, explicit informa-
tion on the charging mechanism can be deduced from the reaction kinetics as
described by combining Eq. (3.3) with Eqs. (3.2a)-(3.2b).

3.4 Non-linear kinetics

In order to investigate the influence of the Coulombic ion-surface interactions on
the charging dynamics, we numerically solve σ−(t) from the kinetic Langmuir-
Gouy-Chapman Eqs. (3.2a) and (3.3). The symbols in Fig. 3.1(a) present the
resulting relative deviations from equilibrium, s−(t)−1, for a desorptive reaction
in the experimentally common case of low equilibrium saturation σ−,eq ≪ Γ, both
for s−(t = 0) = 2 and 0.01 corresponding to a surface with double the charge
compared to equilibrium and an initially almost uncharged surface, respectively,
for equilibrium surface potentials of 50 mV (|φeq| = 2, circles) and 100 mV
(|φeq|= 4, crosses) and for valencies z= 0,1,2,3 indicated by the different colours.
Fig. 3.1(a) shows that a desorptive surface that is overcharged (s− > 1) decays to
equilibrium faster than one that is undercharged (s− < 1), the more so for larger
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Figure 3.1: Time-dependent relative deviations s±(t)−1 from the equilibrium charge den-
sity as follows from the kinetic Langmuir-Gouy-Chapman Equations (3.2a-3.3) for equi-
librium zeta potentials |φeq| equal to 50 mV (cross) and 100 mV (circle) for valencies
z = 0,1,2,3 (colors), in (a) s−(t) for desorptive reactions when σ−,eq ≪ Γ, in (b) s+(t) for ad-
sorptive reactions when σ+,eq ≪ Γ and in (c) s+(t) for adsorptive reactions when σ+,eq ≃ Γ.
Insets denote semi-logarithmic representations of |s±(t)− 1|. The case for σ−,eq ≃ Γ (not
shown) is trivial with single-exponential decay for all z.

valencies z. Interestingly, the sorption of uncharged species (z= 0, black symbols)
reveals perfect symmetry between the two cases as expected for first order kinet-
ics, which is also manifest in the semi-logarithmic representation of |s−(t)−1| in
the inset of Fig. 3.1(a) that shows a data collapse and a single-exponential decay
for z = 0. For z ≥ 1 the inset reveals a non-exponential time dependence with
an initially slower decay for undercharged surfaces and an initially faster decay
for overcharged surfaces, the difference becoming more pronounced for higher
valencies. Fig. 3.1(b) shows the deviation s+(t)− 1 from numerical solutions of
Eqs. (3.2b)-(3.3) for an adsorptive charging reaction and the same low equilibrium
areal density σ+,eq ≪ Γ and the same surface potentials and valencies as in (a). In-
terestingly, for this reaction the relaxation of an initially undercharged surface to
equilibrium is faster, rather than slower as we found for desorptive undercharged
surfaces in (a). Hence the two mechanisms can be distinguished by inspecting a
single time-trace of the surface charge.

We do not plot the dynamics of a desorptive surface that is saturated in equilib-
rium σ−,eq ≃Γ (in which case kd ≫ kaρeq) as the equilibration (desorption) rate for
such a surface ∂ts ≃ −kd(s− 1) is linear and equilibration occurs through trivial
single-exponential decay. The lack of non-linearity for such a surface stems from
the fact that the desorption process is unaffected by the electrostatic surface-ion
interaction. However, as can be seen in Fig. 3.1(c) the dynamics of an adsorptively
charged surface with a saturated charge density σ+,eq ≃ Γ is markedly non-linear.
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3.4. Non-linear kinetics

As was the case in Fig. 3.1(b) we see that an undercharged surface equilibrates
faster than a single-exponential. Clearly, these rather distinctive features of the
time-dependent surface charge contain explicit information on not only the reac-
tion mechanism but also the valency of reacting ions.

In Figs. 3.1(a)-(b) the dimensionless time on the horizontal axes contains a
factor (2z+ 1), which as we will show now, is convenient as it leads to a data
collapse in the asymptotic nonlinear-screening regime |φeq| ≫ 1 where s±(t) only
depends on the valency, the reaction mechanism, and the initial charge state. To
see why the near-equilibrium decay rate includes a factor 2z+1 in Figs.3.1(a) and
(b) but not (c) we simplify the Langmuir-Gouy-Chapman Eqs. (3.2a)-(3.2b) and
(3.3) in the important and common case of large equilibrium surface potentials
where zσ/σ∗ > 1, say beyond 50 mV where |φeq| ≥ 2. In this limit Eqs. (3.2a)-
(3.2b) can be rewritten as a single polynomial (Chini [124]) differential equation

−∂ts± = kaρeq

(
s1∓2z
± − s−z∓z

±

)
+ kd

(
s±− s−z∓z

±

)
, (3.4)

for which a closed form solution can be obtained by separation of variables only
for an adsorptively charged surface with kd ≫ kaρeq in which case s2z+1

+ (t) = 1+
(s2z+1

+ (0)− 1)exp[−(2z+ 1)kdt]. Near-equilibrium, s± ≃ 1, Eq. (3.4) simplifies
to the linear differential equation ∂ts± ≃−(s±−1)/τ± with the near-equilibrium
decay rate for desorptive and adsorptive charging given, respectively, by

τ
−1
− = (2z+1)kaρeq + kd, (3.5a)

τ
−1
+ = (2z+1)kd + kaρeq. (3.5b)

As announced, this timescale τ± shows that electrostatic attraction can alter the
linear near-equilibrium decay rate by a factor 2z+1 for z ≥ 1 compared to the neu-
tral case (z = 0) in the experimentally common regime (kaρeq/kd)

∓1 ≫ 1 where
σ±,eq ≪ Γ. Molecular dynamics simulations such as those in Ref. [101, 125–127]
will not capture this factor unless the entire electric double layer is resolved. As
for the majority of surfaces the equilibrium charge is much lower than saturation,
σeq ≪ Γ [119], we expect the correction by a factor (2z+ 1) to be common and
we note in passing that the only other work accounting for Coulombic ion-surface
interactions described in Ref. [110, 111] does not mention this factor.

As already observed in Fig. 3.1, our simple Eq. (3.4) shows that far-from-
equilibrium the dynamics becomes non-linear and importantly the ± sign of the
reaction mechanism breaks the near-equilibrium symmetry of dynamics with re-
gard to a charge excess or a charge deficit. Desorptively charged surfaces which
are overcharged, s− > 1, will initially attract an excess of reactive ions to the
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surface, thereby having an increased reaction rate compared to uncharged equi-
libration. Hence the equilibration for large overcharging is faster than expected
from uncharged Langmuir kinetics. Conversely, an initially undercharged surface,
s− < 1, will have a shortage of reactive ions and thus equilibration will be slower.
For adsorptively charged surfaces equilibration will be non-linear regardless of
σeq/Γ and here undercharging leads to a shortage of reactive ions compared to
equilibrium and hence faster equilibration, as can be seen in Fig. (3.1b).

3.5 Autocatalytic kinetics

The rate changing during equilibration is reminiscent of autocatalytic reactions
where the equilibration rate changes because a catalyst speeding up the reaction
is produced simultaneously with a reaction product [41, 128, 129], and in the
Appendix we demonstrate the similarity between Eq. (3.4) and autocatalytic ki-
netics. Such kinetics is interesting as its rich dynamics allows for limit cycles
[130, 131] and pattern formation [131–133] and is associated with the origin of
life [134, 135]. For surface charging the autocatalytic feedback is not established
by a chemical reaction cycle but rather by the electrostatic interactions between
the ions and the charged surface changing the reactant concentration over the
course of a reaction. As the reaction rate kaρ scales positively with concentra-
tion such electrostatic feedback is autocatalytic, and in the Appendix we make
this similarity explicit. A characteristic feature of such autocatalytic reactions is
an increasing decay rate up to a maximum and a corresponding inflection point in
the time-dependent decay. Inspecting Eq. (3.4) we find for adsorptively charged
surfaces saturated at equilibrium, σ+,eq ≈ Γ, a maximum decay rate and a corre-
sponding inflection point at s = 2z/(2z−1) > 1 for z > 1/2, however this inflec-
tion point is not physically realizable as it is not possible to overcharge an already
saturated surface.

Interestingly, for so-called ion displacement reactions in which ions are in-
volved in both the forward- and the back-reaction, inflection points are easily phys-
ically realisable as there are now two ions attracted or repelled from the charged
surface such that the Coulombic feedback is strengthened: inflection points are
hence a smoking gun that multiple ions are involved in a charging reaction. An ex-
ample of a two-ion reaction where all reacting ions are repelled from the charged
surface is the calcium charging of silica [112] of Eq. (3.6a), while an example of
a reaction where all the reacting ions are attracted to the charged surface is the
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Figure 3.2: Time dependence of the relative deviation from the equilibrium charge density
s(t)− 1 for the autocatalytic ion displacement reaction Eq. (3.7a) and Eq. (3.7b) for 10
different initial conditions s(0) in the experimentally common regime σeq ≪ Γ. Symbols
are numerical solutions for the full Langmuir-Poisson-Boltzmann equation (Appendix) for
φeq = 2 (open symbols) and φeq = 4 (crosses), for 5 initial conditions. Gray dashed line
denotes the inflection point (top s(t)−1 ≃ 0.6, bottom s(t)−1 ≃−0.25).

fluoride charging of the biomineral carbonato-apatite [136] of Eq. (3.6b),

SiOH(s)+Ca2+
(aq)

kfρCa−−−⇀↽−−−
kbρH

SiOCa+(s)+H+
(aq), (3.6a)

XCO3(s)+F−
(aq)

kfρF−−−⇀↽−−−
kbρCO

XF+
(s)+CO3

2−
(aq), (3.6b)

where X = Ca10(PO4)6, kf is the forward (charging) reaction rate, kb is the back-
ward (decharging) rate and ρi is the concentration of ion species i at the charged
surface. In the Appendix we derive under the same Gouy-Chapman and large
surface potential conditions of the main text that the charge equilibration for
Eq. (3.6a) and Eq. (3.6b) are respectively described by

−∂ts = kfρCa,eq(s−3 − s−4)+ kbρH,eq(s−1 − s−4), (3.7a)

−∂ts = kfρF,eq(s3 − s2) + kbρCO,eq(s5 − s2), (3.7b)

with the resulting near-equilibrium decay constant τ = kfρi,eq +3kbρ j,eq for both
reactions and here ρi, j is the concentration of the forward and backward reacting
ion respectively. Comparing Eqs. (3.7a)-(3.7b) to Eq. (3.4) we see that now the
time evolution is given by the difference of two polynomials of (non-zero) unequal
degree, ensuring that there is always a maximum in the decay rate and hence an
inflection point. We find that reactions of the form (3.6b) have two physically
realizable inflection points located at s = 2/3 (if σeq ≃ Γ) and s = (2/5)1/3 ≃ 0.75
(if σeq ≪Γ): the reaction (3.6a) has only one accessible inflection point s= 41/3 ≃
1.6 (if σeq ≪ Γ), while its second inflection point s = 4/3 is inaccessible for a
saturated surface with σeq ≃ Γ.
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We plot the dynamics resulting from Eqs. (3.7a)-(3.7b) for a variety of start-
ing conditions s(0) in Fig. 3.2 in the experimentally common limit σeq ≪ Γ. In
Fig. 3.2(a) excellent agreement between the asymptotic Eq. (3.7a) and full numer-
ical results can be seen, while in Fig. 3.2(b) for large undercharging s(0)< 0.2 a
discrepancy between Eq. (3.7b) and the full numeric solution is found. However
in general Eq. (3.7a)-(3.7b) predict the location of the inflection point accurately
for a range of common surface potentials (kBT/e)|φ0| ∈ [50,100] mV. For ion-
displacement reactions of the form (3.6a) and (3.6b) involving ions with higher
valencies but monovalent surface charge the inflection point will lie even closer
to equilibrium. Thus surfaces that are initially undercharged by only ≃ 25% or
overcharged by ≃ 60% will generally equilibrate along sigmoidal curves, which
is a distinguishing feature that cannot be observed for the single-ion reactions
Eqs. (3.1a)-(3.1b). Finally we note that ion-displacement reactions offer a sim-
ple explanation for the recently observed sigmoidal equilibration of the surface
charge at an aqueous silica interface [41] using only a single charging-reaction
of the form Eq. (3.6a) rather than the proposed autocatalytic dissolution cycle
involving multiple steps.

3.6 Surface charging kinetics from pressure-jump
experiments

While experimental investigations of surface charging kinetics are rare, several
kinetic studies employing a pressure-jump technique exist [137, 138]. In such an
experiment a mixture of colloidal particles and aqueous electrolytes is slowly pres-
surized to more than 1 MPa, thereby shifting the surface reactions at the colloidal
surface to a high-pressure equilibrium. When this pressure is suddenly released,
the solution pressure converges to atmospheric pressure in ≃ 0.1 ms. After this
jump, the colloidal surface charge must revert from its high-pressure equilibrium
to its atmospheric equilibrium. The change in surface charge is measured indi-
rectly, by using the solution conductance as a proxy for the surface charge. While
it is unclear what the exact relation between charge and conductance is, a linear
relation is often assumed [138].

Of particular interest is a set of experiments where the adsorption of divalent
transition metals such as Cu2+, Pb2+, Mn2+, and Co2+ onto γ-alumina (Al2O3)
particles is studied. Here the authors reject the simplest adsorption mechanism,
for Cu2+ given by

AlOH(s)+Cu2+
(aq)

kaρ−−⇀↽−−
kd

AlOHCu2+
(s) , (3.8)

because this single-step reaction does not show single-exponential decay [137].
Their theoretical model used for analysis fixes the surface (zeta) potential, and
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3.7. Conclusion

hence they find that multiple reactions are needed to explain the observed charge
equilibration [137–139]. While their analysis is valid for fixed surface potential,
for a potential varying with surface charge we actually expect deviations from
single-exponential decay, as shown by Eq. (3.4). The Langmuir-Gouy-Chapman
dynamics of the adsorptive reaction (3.8) with z = 2 for surface potentials larger
than 50 mV is given by

−∂ts+ = kaρeq

(
s−3
+ − s−4

+

)
+ kd

(
s+− s−4

+

)
, (3.9)

with ρeq here denoting the equilibrium Cu2+ concentration. To test whether the
non-linear dynamics observed in the pressure-jump experiment are explained by
Eq. (3.9), we extract the experimental data from the relevant pressure-jump ex-
periment for copper adsorption (Fig. 1 in Ref. [137]). In this experiment it is
found that the conductivity after the pressure jump decreases and reaches a con-
stant value within 200 ms. In Fig. 3.3 we compare the experimental data (sym-
bols) with equilibration expected from Eq. (3.9) (black line), where we assume
the experimentally common case where σeq ≪ Γ and extract the reaction time
τ+ = (5kd)

−1 ≃ 27 ms from the single-exponential, late time, relaxation (green
line). As the final equilibrium charge density is not measured in a pressure-jump
experiment we use the degree of undercharging s(0) ≃ −0.6 as a fit parameter,
where we note that an undercharged surface naturally explains why conductivity
decreases: during equilibration mobile copper ions are taken out of solution. It
can be seen that the difference between the single exponential decay (green) and
experimental data (symbols) is large, but that Eq. (3.9) (black) can naturally ex-
plain a large part of the deviation from single-exponential decay, without needing
to introduce a second reaction with a different timescale.

While further analysis is required to reinstate reaction mechanism (3.8), our
analysis shows the importance of taking Coulombic surface-ion interactions into
account when considering kinetics. Not only do we show that non-linear decay is
readily captured by our model, also the desorption time k−1

d is five times slower
than the late-time decay τ+, in this divalent case. Furthermore, we have demon-
strated that chemical information can easily be extracted from a single equilibra-
tion curve, even when the initial degree of undercharging is unknown.

3.7 Conclusion

In conclusion, in this Chapter we present a model for the non-linear dynamics of
reaction-limited surface charging, combining Langmuir dynamics with Poisson-
Boltzmann theory. The model captures how the screened electrostatic surface-ion
interaction affects the reaction rate near and far from equilibrium in terms of a non-
linear differential equation where the electrostatic interaction is described by only
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Figure 3.3: Comparison between experimental data from Fig. 1 of Ref. [137] (symbols),
single exponential decay (green) and non-linear dynamics (black, Eq. (3.9) with initial de-
gree of undercharging s(0)− 1 = −0.6. The reaction time τ+ ≃ 27 ms is fitted from the
late time decay, yielding k−1

d ≃ 135 ms. Inset shows the same data in a semi-logarithmic
representation.

using the charge valency of the reactive ion. The Coulombic ion-surface interac-
tion leads to a charge-dependent decay rate, which can be used to gain information
on the valency of reacting ions, initial charge, and reaction rate. De- and adsorp-
tive reactions can be distinguished by inspecting whether far-from-equilibrium
decay is slower or faster than near-equilibrium decay and we find pressure-jump
experiments exhibit features of our model. Interestingly, an inflection point is
characteristic for two-ion reactions and we note that such inflection points are
also a characteristic feature of autocatalytic reactions. Hence the electrostatic ion-
surface interaction can be seen as a catalytic feedback loop. Hence electrostatics
offers a straightforward explanation for the recently measured autocatalytic charg-
ing of silica [41].
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3.8. Appendix

3.8 Appendix

3.8.1 Describing multiple reactions using single-reaction ki-
netics

The single-reaction (one-pKa) charging reaction presented in this Chapter is a
simplified representation for many real liquid-solid interfaces, which often re-
quire multiple surface charging reactions for the reproduction of measured equi-
librium Langmuir isotherms [13, 93, 97, 117]. In this Appendix we show that
for a wide range of conditions a two-reaction model is well approximated by the
single-reaction model presented in this Chapter.

Two reaction model For simplicity we will consider a two-reaction (two-
pKa) system with two distinct surface-sites labeled (SiOH)1 and (SiOH)2, charged
by similar desorptive surface reactions but with different as- and dis-sociation
rates

(SiOH)1
kd1−−⇀↽−−
ka1ρ

(SiO−)1 +H+
(aq), (A3.1a)

(SiOH)2
kd2−−⇀↽−−
ka2ρ

(SiO−)2 +H+
(aq), (A3.1b)

and hence the sites have different equilibrium areal densities σeq,1 ̸= σeq,2 if the
site densities Γi or equilibrium constants Ki = ka,iρ/kd,i are unequal. The Lang-
muir equation describing their charging kinetics is

∂tσ1 = kd1(Γ1 −σ1)− ka1ρ(σe)σ1, (A3.2a)

∂tσ2 = kd2(Γ2 −σ2)− ka2ρ(σe)σ2, (A3.2b)

with the resulting areal charge density σe = σ1 +σ2 coupling the two reactions.
As both reactions have the same reactive ion (H+) a concentration change ∆ρ at
the surface would cause the equilibrium to shift for both reactions, and the equi-
libration kinetics resulting after this concentration shift would in principle need
to be described by the two coupled non-linear differential equations (A3.2a) and
(A3.2b) as they are coupled by the Gouy-Chapman “closure”, given by Eq. (3.3)
in the main text. However, here we show that if the two reactions have dissimilar
equilibrium constants Ki or site densities Γi one of the two differential equations
can almost always be neglected, as when the equilibrium constants differ so does
the shift in equilibrium charge density ∆σi = σeq,i(ρ +∆ρ)−σeq,i(ρ) for a given
concentration shock ∆ρ .

When the difference in equilibrium charge densities of the two sites is very
unequal (either ∆σ1 ≫ ∆σ2 or ∆σ1 ≪ ∆σ2) the change in surface charge can be
described using a single reaction model (as ∂tσe ≃ ∂tσ1 or ∂tσe ≃ ∂tσ2). Solving
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Figure A3.1: Replotting of Fig. 3.1(a) showing charge relaxation for ion valencies z =
0,1,2,3 (respectively black, blue, red, green) calculated with curves not originating from
Eq. (3.4) in the main text but instead plotted using Eq. (A3.5) with dimensionless static
background-charge x ∈ [0,1]. The outermost curves with x = 0 revert exactly to those
described by Eq. (3.4) in the main text, while curves with x = 1 lie significantly closer
to the black curve showing single-exponential relaxation, with intermediate x lying in the
shaded region. Note that the near-equilibrium decay rate has changed from (2z+ 1)kaρeq
to (z+ 1+ x)(1+ x)2z−1kaρeq which for z = 3 and x = 1 yields a factor 32 difference in the
near-equilibrium decay rate. In general however for small x the charging kinetics is well
described by the single reaction of Eq. (3.4) in the main text.

for the coupled-Langmuir kinetics Eq. (3.3) in steady-state, ∂tσi = 0, we find for
σi,eq ≪ Γi that the relative change in the equilibrium surface charge ∆σ1/∆σ2 ∝

(Γ1K1)/(Γ2K2) while for nearly saturated surfaces with σeq ≈ Γ the relative shift
scales as ∆σ1/∆σ2 ∝ (Γ1K2)/(Γ2K1). As long as ∆σ1/∆σ2 deviates significantly
from unity, the shift in one of the two equilibrium-densities can be neglected for
the shift in the total charge density. To find an explicit maximum bound for which
this approximation is valid we calculate the maximum concentration shock ∆ρm ∈
ρ[−1,∞] for which this approximation holds by solving for ∆σ1/∆σ2 = 1. This
has a trivial solution ∆ρ = 0 when Γ1 = Γ2 and K1 = K2 and a non-trivial solution

∆ρm

ρ
=

1
K1K2ρ2

Γ1K1ρ −Γ2K2ρ

Γ2(1+K1ρ)−Γ1(1+K2ρ)
−

Γ1(2+K2ρ)−Γ2(2+K1ρ)

Γ1(1+K2ρ)−Γ2(1+K2ρ)
,

(A3.3)

which simplifies to ∆ρm/ρ = (K1K2ρ2)−1 − 1 in the case that Γ1 ≃ Γ2. In gen-
eral, the range of validity of Eq. (A3.3) is large when K1 and K2 are very unequal,
except close to a concentration where ρ2K1K2 = 1 where ∆ρm tends to zero. Inter-
estingly, in this case the charge density is exactly half-occupied σe = (Γ1+Γ2)/2,
which is rare for most experimental conditions. For all other concentrations ρ

a very large range ∆ρm/ρ of concentration shocks remains over which a two-
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3.8. Appendix

reaction system essentially equilibrates through a single charging reaction. How-
ever, while the dynamics will be governed by a single reaction, there will be a
static background charge due to which neither σ1 nor σ2 ̸= σe such that the sin-
gle reaction is still not exactly equal to the single-reaction kinetics in the main
text. That the deviation from the single-reaction kinetics in this Chapter due to
this static background charge is minor will be shown in the next paragraph.

Static background charge As the total surface charge density (in units of
the elementary charge) is given by σe = σ1 + σ2, the Gouy-Chapman relation
(Eq. (3.3)) between the surface occupancy σ1 and concentration ρ for two reac-
tions now reads

ρ(σ1) =

(
z(σ1 +σ2)

σ∗ +

√
1+
(

z(σ1 +σ2)

σ∗

)2)2z

. (A3.4)

As discussed in the previous section we will now assume that ∆ρ ≪ ∆ρm and with-
out loss of generality we identify σeq,2 as the static-charge density (∆σ1/∆σ2 ≫ 1)
from which follows σ2 ≃ σeq,2(ρ)≃ σeq,2(ρ +∆ρ) = cnst. The non-dimensional
change in total surface charge will then be ∂tse = ∂tσe/σeq,e ≃ ∂tσ1/σeq,e and
when σeq,e ≫ σ∗ by combining Eq. (A3.2a) and Eq. (A3.4) we find

−∂tse = kd1(se −1)+ ka1ρeq
(
se(se + x)2z − (1+ x)2z), (A3.5)

where the dimensionless static surface charge density x = σeq,2/σeq,e ∈ [0,1] is
the ratio of static charge σeq,2(ρ +∆ρ) after the concentration shock. Interest-
ingly, the near-equilibrium decay rate τ− is altered from (2z+ 1)kaρeq to (2z+
1+x)(1+x)2z−1kaρeq and hence the deviation from uncharged Langmuir kinetics
becomes even larger if the background surface charge is included. Clearly both
the timescale and dynamics revert back to the single-reaction kinetics of Eq. (3.4)
when x ≪ 1. To check how much the dynamics is affected at intermediate x we re-
plot Fig.3.1(a) but now with Eq. (A3.5) with z = 0,1,2,3 (black, blue, red, green)
and s = 1 and s = −0.99 instead of Eq. (3.4). The resulting shaded regions in
Fig. A3.1 represent curves with different x ∈ [0,1]. We observe that for increasing
x the dynamics moves closer to single-exponential decay (black line), with this
shift being more pronounced for increasing z. However, even for x = 1 there is no
over-dramatic difference from the single-reaction kinetics as previously explored
in this Chapter and in many cases a two-reaction system is well approximated by
this single-reaction model. However one should be cautious when extracting the
ion valency from dynamics around x ≃ 1 as here the dynamics closely resembles
that of a single ion with z−1. We expect this may occur in processes such as the
adsorption of heavy metal ions from ground water which occurs on pre-charged
substrates [93]. Under these conditions surface charging can be readily described
using Eq. (A3.5).
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Summary To summarize, here we have shown that the one-pKa charging re-
action is a valid approximation for more complex systems, involving multiple
charging reactions, when (i) the ratio of the equilibrium constant K1/K2 is not
close to unity and (ii) the concentration shock ∆ρ is constrained within a range
∆ρm which we show to be generally large.

3.8.2 Similarity between surface charging and autocatalysis

Here we will show the similarity between classical autocatalytic kinetics and sur-
face charging as described by Eq. (3.4). First we derive an approximate solution
for this Chini differential Eq. (3.4), by expanding it up to second order around
s = 1 obtaining a Bernoulli differential equation [140]. Solving this equation by
standard methods we obtain

s±(t)−1 =

(s±(0)−1)e−t/τ±

1∓ z
(
1− e−t/τ±

)(
s±(0)−1± s±(0)−1

(2z+1)(kd/kaρeq)±1 +1

) , (A3.6)

where τ± is given by Eq. (3.5b). Our Eq. (A3.6) reverts to single exponential decay
when (s±(0)−1)z≪ 1, and is valid only as long as ∓z(s±(0)−1)≫−1. For most
practical purposes Eq. (A3.6) is not of much use, however it is interesting to note
that a similar solution exists for autocatalytic equations thereby substantiating the
claim that surface charging is autocatalytic. To make this comparison explicit we
consider the simplest possible autocatalytic reaction (Eq. (1a′) from Ref. [129]),

A(aq)+Y(aq)
kfρAρY−−−−⇀↽−−−−

kbρ
q
Y

q Y(aq) (A3.7)

where the aqueous reactant Y(aq) together with reactant A(aq) produces q copies
of itself. The reaction is autocatalytic when the autocatalytic order q ≥ 2. When
the concentration ρA is constant the production rate of Y(aq) is given by the Chini
differential equation

−∂ty = kfρA(yq − y), (A3.8)

with y = ρY/ρY,eq, which already shows similarities to Eq. (3.4). To obtain a
solvable Bernoulli equation we expand Eq. (A3.8) up to second order around y= 1,
which has the solution

y(t)−1 =
(y(0)−1)e−t/τy

1− q
2
(y(0)−1)(1− e−t/τy)

, (A3.9)

with τy = (q− 1)kfρA. While Eq. (A3.9) is already very similar to Eq. (A3.6),
the similarity becomes even more apparent when comparing the autocatalytic dy-
namics to the dynamics of an adsorptively charged surface with σ+,eq ≪ Γ (where
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3.8. Appendix

kd ≫ kaρeq) in which case Eq. (A3.6) simplifies to

s+(t)−1 =
(s+(0)−1)e−t/τ+

1− z(s+(0)−1)(1− e−t/τ+)
. (A3.10)

Comparing Eq. (A3.9) with Eq. (A3.10) we find the only difference is the def-
inition of the timescale τi and that the ion-valency z replaces the autocatalytic
order q/2. This correspondence between the ion valency z and autocatalytic or-
der q supports the interpretation that the Coulombic ion-surface interactions acts
autocatalytically.

3.8.3 Charging dynamics of ion displacement reactions

Here we will generalize the derivation of Eq. (3.4) from single-ion reactions to
two-ion reaction also known as ion-displacement reactions, yielding Eq. (3.7b).
We will consider a general form for the single-step ion-displacement reaction
where an aqueous ion A–ZA

(aq) displaces from the (uncharged) surface group SB(s)

the ion B–ZB
(aq), leaving a charged surface site SA–ZA−–ZB

(s) combining into the reaction

SB(s)+A–ZA
(aq)

kfρA−−⇀↽−−
kbρB

S–ZA−–ZB
(s) +B–ZB

(aq), (A3.11)

where –ZA and –ZB are the valencies of ad- and desorbing ions A and B, respectively,
which contrary to the ion-valency z is not strictly positive as the total charge dif-
ference between A and B is important. The resulting charge of the surface groups
is given by –ZS = –ZA −–ZB, such that the surface charge is eσ–ZS. As in the Chapter,
the charging dynamics will be described by Langmuir kinetics, which assumes
identical and independent surface sites such that

∂tσ = kAρA(σ)(Γ−σ)− kBρB(σ)σ . (A3.12)

Note that now both terms contain the non-trivial ρ(σ) dependence, which allows
for sigmoidal equilibration as discussed in this Chapter. For ρi(σ) we use the
Gouy-Chapman expression

ρi(σ) = ρb,i

(
zSσ

σ∗ +

√
1+(

zSσ

σ∗ )2

)±2zi

. (A3.13)

The exponent for ρi is positive when –Zi–ZS < 0 and negative when –Zi–ZS > 0. When
–Zi–ZS = 0 the dynamics revert to the single-ion charging reaction. In the high charge
limit |φeq|> 2 (when zSσeq/σ∗ > 1) we find

−∂ts = kAρA,eq(s1±2zA − s±2zA)+ kBρB,eq
(
s1±2zB − s±2zA

)
, (A3.14)
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where the ± sign in front of zi is negative when –Zi–ZS > 0 and positive when –Zi–ZS <
0. Substituting –ZA = +2 and –ZB = +1 (hence –ZS = +1) we find Eq. (7a), while
substituting –ZA =−1 and –ZB =−2 (hence –ZS =+1) yields Eq. (7b). Furthermore,
for –ZA = 0 this equation reverts to desorptive charging and for –ZB = 0 this equation
reverts to adsorptive charging. The presented derivation can be naturally extended
to single-step reactions involving an arbitrary number of charged species.
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Chapter 4

Pressure-sensitive ion conduction
in a conical channel: optimal

pressure and geometry

Abstract

We theoretically investigate the electric conductivity of a conical chan-
nel, which in accordance with recent experiments exhibits a strong non-
linear pressure dependence. This mechanosensitive diodic behavior stems
from the pressure-sensitive build-up or depletion of salt in the pore. We
find that optimal diodic behavior is achieved when the tip and base radii of
the cone have a ratio of 0.22 and for a pressure drop where the fluid flow
vanishes. This optimal pressure drop is proportional to the inverse square
of the tip radius, explaining the dramatic mechanosensitivity observed in
experiments.

This Chapter is based on the publication

W.Q. Boon, T. E. Veenstra, M. Dijkstra, M, & R. van Roij, (2022). Pressure-sensitive
ion conduction in a conical channel: optimal pressure and geometry. Physics of
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There are paragraphs and figures that are taken or modified from the above-mentioned publication
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T.E.V.: Data curation (lead); Formal analysis (equal); Investigation (equal); Visualiza-
tion (supporting); Writing - original draft (supporting). M.D.: Funding acquisition
(lead); Project administration (lead); Supervision (lead); Writing - review & editing
(equal). R.v.R.: Funding acquisition (lead); Project administration (lead); Supervision
(lead); Writing - review & editing (equal). W.Q.B. and T.E.V contributed equally.
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4.1 Introduction

A fluidic channel allows for the simultaneous transport of solvent, charge, and
dissolved salt when connected to two liquid electrolyte reservoirs at different pres-
sures, voltages, salt concentrations, and/or temperatures. Such ionic transport is
not only interesting from a fundamental point of view, but also for energy harvest-
ing [141–144], desalination [145, 146] and microfluidic applications [33, 147]. In
all these devices fluidic channels with dimensions in the nano- and micrometer
regime are used [148–150], a size range where the influence of surface charge on
transport becomes significant due to the relatively large surface-to-volume ratio.
This surface charge is key to electrokinetic transduction phenomena such as the
flow of electrolyte by an electric potential drop (electro-osmosis) or the electric
(streaming) current induced by flow due to an applied pressure drop [40, 44, 151].
While these electrokinetic transduction phenomena have long been understood
[152], at least in simple channel geometries, in conical pores exotic transport be-
havior such as electro-osmotic flow inversion [153–155] and current rectification
[156–162] have been observed. Such non-linear transport behavior makes conical
pores uniquely attractive for biochemical sensing [163–166] and neuromorphic
applications [167–169].

Outline In this Chapter, we analyse the intricate case of a micron-sized cone-
shaped channel exposed to a simultaneous pressure and electric potential drop (as
depicted in Fig. 4.1) by means of the well-known Poisson-Nernst-Planck-Stokes
equations (1.15)-(1.18). We will show that the ionic current in conical nanopores
can be either strongly reduced or enhanced by a pressure difference and concomi-
tant flow, resulting into an extremely mechano-sensitive ionic diode similar to
those present in cell membranes [170, 171], which can also be used to optimize
power generation [172]. Recent experiments revealed such a non-linear pressure-
induced electric transport in conical pores even at micrometer length scales [173].
It was found that the electric current I(∆P,∆ψ) due to an applied potential differ-
ence ∆ψ is very sensitively dependent on the applied pressure drop ∆P over the
channel. Surprisingly, the observed pressure dependence of the electric conduc-
tance occurred at extremely low rather than high pressures. For conical pores it
was already observed that, for ∆P = 0, the response of the current I is asymmetric
with regard to the sign of ∆ψ [156–162]. This so-called current rectification is
typically attributed to concentration polarisation [156–162]. Here we will show
that the flow (and hence pressure)-sensitive conductivity for ∆P ̸= 0 can also be
understood by the concentration-polarisation, while others argue that novel mech-
anisms are needed such as a bulk space-charge [173] or a non-linear streaming cur-
rent [172]. Such a flow sensitivity was previously noted in numerical calculations,
which however ignored electro-osmotic flow [174]. Whether electro-osmotic flow
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4.2. Theoretical framework

can [175–177] or cannot [178–180] be ignored is debated in the literature. We rec-
oncile these two opposing views by showing that the importance of flow depends
on Péclet number; in the small Péclet regime [175] flow can be ignored while in
the large Péclet regime [178] it is important. In general for large micrometer chan-
nels [161, 162, 173, 181, 182] flow can be expected to be important, while in the
theoretical description of such systems [183, 184] flow is often ignored.

4.2 Theoretical framework

We consider two reservoirs of an aqueous 1:1 electrolyte in the two half spaces
x< 0 and x> L connected by an axially-symmetric cone-shaped channel of length
L as depicted in Fig. 4.1. Here x is the cartesian coordinate along the symmetry
axis; the radial coordinate is r. The channel has a wide base radius Rb ≪ L at
x = 0 and a narrow tip radius Rt ≤ Rb at x = L. The radius of the channel for
x ∈ [0,L] reads R(x) = Rb − (x/L)(Rb −Rt). The channel wall at r = R(x) carries
a uniform negative surface charge density eσ , with e the proton charge. The two
reservoirs both contain an identical aqueous 1:1 electrolyte with viscosity η , ionic
diffusion coefficient D, dielectric permittivity ε , and total ionic bulk concentration
2ρb. Thus, asymptotically far from the channel, at either side |x|/L ≫ 1, the local
cation concentration ρ+(x,r) and anion concentration ρ−(x,r) are both equal to
ρb.

Inspired by the experiments of Ref. [173] we consider an applied pressure drop
∆P and a simultaneous electric potential drop ∆ψ across the channel. These steady
driving forces give rise to a potential ψ(x,r) and a pressure excess P(x,r)−P0

- - - - - -
- - - -

- - - - - - - - - -+ + + + + + + + + +

+ + + + + + + + + +

Figure 4.1: Schematic of an axially symmetric conical channel of length L, base radius Rb
at x = 0, and tip radius Rt ≤ Rb at x = L. The channel connects two bulk 1:1 electrolytes
in the half spaces x < 0 and x > L. The channel wall carries a negative surface charge
density eσ that induces an electric double layer of thickness λD, the Debye length. Volume,
charge, and salt ions are transported through the channel by an applied potential drop ∆ψ

and pressure drop ∆P.
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which vanish in the bulk phase x ≫ L and are equal to ∆ψ and ∆P, respectively,
for x ≪−L, where P0 is an arbitrary reference pressure. They drive a fluid flow
with velocity u(x,r) and ionic fluxes j±(x,r), leading to nontrivial concentra-
tion profiles ρ±(x,r). In the Appendix we present the standard Poisson-Nernst-
Planck-Stokes (PNPS) equations and the blocking and no-slip boundary condi-
tions. Together with Gauss’ law for the surface charge, they form a closed set for
u, ψ , j±, and ρ±. Convenient linear combinations are the total salt concentration
ρs = ρ+ + ρ−, the charge density eρe = e(ρ+ − ρ−), and the associated fluxes
js = j++ j− and je = j+− j−. In equilibrium, i.e. for vanishing ∆P and ∆ψ , all
fluxes vanish and the PNPS equations describe an Electric Double Layer (EDL)
with an excess of cations and a depletion of anions close to r = R(x) such that the
negative surface charge is compensated [185]. The thickness of the EDL is given
by the Debye length λD =

√
εkBT/2e2ρb = 10 nm for the case ρb = 1mM that

we consider.

Inspired by the experimental conditions of Ref. [173], the focus of this Chap-
ter will be on the long-channel thin-EDL limit with L ≫ Rb ≥ Rt ≫ λD such
that EDL-overlap does not play a role. This is in contrast to a large body of
literature on non-linear transport in cone-shaped channels, where overlap of the
EDL is a key ingredient for current rectification and diodic behavior [156–158].
We will show that the conical geometry combined with simultaneous pressure-
and potential-induced transport leads to an x-independent volumetric flow rate
Q = 2π x̂ ·

∫ R(x)
0 u(x,r)rdr and electric current I = 2πex̂ ·

∫ R(x)
0 je(x,r)rdr that sat-

isfy an Onsager-like relation(
Q
I

)
=

πRbRt

L

(
L11 L12

L21 L22(∆P,∆ψ)

)(
∆P
∆ψ

)
. (4.1)

We set out to calculate all elements of the transport matrix L analytically, not
only the permeability L11 and the electro-osmotic mobility L12 = L21, but also
the electric conductance L22 that, as we will see, strongly depends on the applied
pressure-and voltage drop -in agreement with experiments [173]. This pressure
sensitivity is due to highly nontrivial ion concentration profiles that vary on length
scales of the channel dimensions, as follows from our analytic expression obtained
from the PNPS equations. From this we will find that optimal current rectification
requires not only a pressure drop ∆P∗ =−L12∆ψ/L11 (such that Q = 0) but also
a universal optimal geometry with Rt/Rb ≃ 0.22.

4.3 Fluidic mobility

We solve the PNPS equations for a wide variety of system parameters and show
illustrative examples for the standard parameter set inspired by Ref. [173] with
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4.4. Non-linear conductance

tip radius Rt = 0.17µm, channel length L = 10µm, base radius Rb = 1.04µm,
viscosity η = 1 mPas, relative dielectric constant 80, ionic diffusion coefficient
D = 1 nm2/ns, and surface charge eσ =−0.02e/ nm2, which gives at ρb = 1mM
a zeta potential of ψ0 = −40mV corresponding to a silica surface in contact
with an aqueous 1:1 electrolyte [112]. In line with the Stokes equation we find
u(x,r) to contain essentially two contributions. (i) A pressure drop on its own
induces a Poiseuille-like flow that is directed towards the (virtual) vertex of the
cone for ∆P > 0, or away from it for ∆P < 0 [186–188]. Its contribution QP ≡
(πRbRt/L)L11∆P to Q is independent of x and can be obtained analytically [186–
188] to yield L11 =R2

bR2
t /8η⟨R2⟩, where the angular brackets denote a lateral aver-

age ⟨R2⟩=
∫ L

0 R2(x)dx/L= (R2
b+R2

t +RbRt)/3. The excellent agreement between
the pressure-drop dependence of our linear expression for QP and our numerically
obtained value of Q at ∆ψ = 0 is shown in Fig. A4.1(a) of the Appendix. (ii) For
our negative surface charge the potential drop ∆ψ on its own induces an electro-
osmotic plug-like flow towards the tip of the cone for ∆ψ > 0, or away from the
tip for ∆ψ < 0. We are not aware of an explicit expression in the literature for
L12 that characterizes the electro-osmotic flow rate Qψ ≡ (πRbRt/L)L12∆ψ in a
conical pore. Here we derive an explicit expression for L12, which first requires
an expression for the cross-sectional averaged electric field −∂xψ̄(x). This aver-
aged electric field has to be proportional to the inverse of the cross-section πR2(x)
in order to be divergence free. The proportionality constant follows, in the long-
channel limit, from the condition that

∫ L
0 ∂xψ̄(x)dx =−∆ψ . This yields

∂xψ̄(x) =−∆ψ

L
RbRt

R2(x)
, (4.2)

which compares well to the numerical results, as illustrated in Fig. (A4.2) in
the Appendix. Using the standard electro-osmotic mobility L12 = −εψ0/η for
a cylinder [189], but now with our laterally varying electric field and radius, we
obtain Qψ = πR2(x)(−εψ0/η)∂xψ̄(x) which with Eq. (4.2) is independent of x
and hence represents a valid divergence-free solution for the stationary state. In
Fig. A4.1(b) of the Appendix we compare this expression for Qψ as a function
of ∆ψ with numerical calculations. The agreement is good, although minor devi-
ations on the order of ∼ 10% are visible which we attribute to the approximate
nature of our L12.

4.4 Non-linear conductance

With the permeability L11 and electro-osmotic mobility L12 established, we con-
tinue with the electric conductance L22, for which the total ion concentration
ρs(x,r) is expected to play a major role. In our numerical calculations we find
weak radial variation of ρs(x,r) outside the EDL-vicinity r ≃ R(x), in agree-
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Figure 4.2: (a) Cross-sectional averaged salt concentration ρ̄s(x) normalized by the bulk
concentration 2ρb as a function of the lateral position x for our standard parameter set
(see text). For potential drops ∆ψ =+0.4V (red) and −0.4V (blue), for which ∆ρ =∓31mM
according to Eq. (4.5), the solid lines represent concentration profiles at Péclet numbers
that vary between 0 and ∓200 in steps of 20. The green curve represents the case ∆ψ = 0V
at any Pe. (b) The normalized laterally averaged concentration ⟨ρ̄s⟩/2ρb as a function of
the pressure drop ∆P at potential drops ∆ψ = +0.4V (red), −0.4V (blue), and 0V (green).
Solid lines represent Eq. (4.4), data points are from numerical solutions to the full PNPS
equations, which for ∆ψ = ±0.4V show an extremum very close to ∆P∗ = ∓13mbar from
Eq. (4.6) where Pe=0, denoted by the vertical dashed lines.

ment with Ref. [174]. Hence within the thin-EDL limit this implies that the
cross-sectional averaged concentration ρ̄s(x) is a good proxy for the salt con-
centration at axial position x. If we now define the total salt flux as J(x) =
2π x̂ ·

∫ R(x)
0 js(x,r)rdr we can insert the diffusive, conductive, and advective con-

tributions of js as given by the PNPS equations in the Appendix to rewrite the
stationarity condition ∂xJ(x) = 0 for x ∈ [0,L] as

D∂x

(
πR2(x)∂xρ̄s(x)−2πR(x)σ

e∂xψ̄

kBT

)
−Q∂xρ̄s(x) = 0. (4.3)

Here we use the radial independence of ρs(x,r) and ψ(x,r) in the thin-EDL
limit as well as the slab-neutrality condition 2π

∫ R(x)
0 ρe(x,r)rdr = −2πR(x)σ .

The slab neutrality condition is an important difference with the analysis presented
in Ref. [173], where it was suggested that a bulk space charge is of key impor-
tance for understanding the observed mechano-sensitivity of conical pores. For
a given ∆P and ∆ψ we consider Q and ∂xψ̄(x) known from Eqs. (4.1) and (4.2),
respectively, such that Eq. (4.3) is an ordinary second-order differential equation
for ρ̄s(x); together with its solutions presented below it constitutes the key result
of this Chapter. An important role will be played by the conductive contribution
Jcond(x) to J given by Jcond(x) = −2πDσ(e∆ψ/kBT )RbRt/R(x)L, which varies
with x in a conical channel and thus acts as a source or sink term in Eq. (4.3) that
sucks ions into the channel for ∆ψ < 0 and pushes them out for ∆ψ > 0. Given the
long-channel limit of interest and the equal salinity of both reservoirs, we solve
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4.5. Optimal pressure

Eq. (4.3) with boundary conditions ρ̄s(0) = ρ̄s(L) = 2ρb, resulting in

ρ̄s(x)−2ρb =
∆ρ

Pe

[
x
L

Rt

R(x)
−

exp
(

x
L

R2
t

RbR(x)
Pe
)
−1

exp
(

Rt

Rb
Pe
)
−1

]
(4.4)

=


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2
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(
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(
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(
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(1+
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∓1
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(

Rb

Rt

)2

.

Here we not only introduced the tip Péclet number Pe≡QL/DπR2
t with Q(∆P,∆ψ)

given by Eq. (4.1) but also a measure for the concentration inhomogeneity

∆ρ ≡ 2(Rb −Rt)σ

R2
t

e∆ψ

kBT
, (4.5)

thus ∆ρ = 0 if Rb = Rt and hence ρ̄s(x) = 2ρb in this case.

Note that both Pe and ∆ρ have a sign, and that the dependence on the potential
drop is not only accounted for by ∆ρ but also by Pe through the electro-osmotic
contribution to Q, see Eq. (4.1). Clearly, Eq. (4.4) reveals concentration variations
on length scales on the order of the full channel length 0 ≤ x ≤ L, most promi-
nently for smaller |Pe|. Since the Péclet number quantifies the importance of flow,
we can now reconcile the discrepancy between works which find electro-osmotic
flow to be negligible [174] and others which find it to be important [178], as the
former concerns a parameter set with small Pe≃ 10−2(Rb/Rt)

2 and the latter with
large Pe≃ 3(Rb/Rt)

2.

4.5 Optimal pressure

For ∆ψ =±0.4V, which for our standard parameter set gives ∆ρ =∓31mM from
Eq. (4.5), we plot the concentration profile ρ̄s(x) of Eq. (4.4) in Fig. 4.2(a) for
Péclet numbers between 0 and ∓200. In Fig. 4.2(b) we plot the salt concentration
⟨ρ̄s⟩ laterally averaged over the interval x ∈ [0,L], which will play a key role in the
electric conductivity L22, as a function of the imposed pressure drop ∆P for the
three voltage drops ∆ψ =+0.4V (red), 0V (green), and −0.4V (blue), as obtained
numerically from solutions of the PNPS equations (symbols) and on the basis of
a straightforward numerical integration of Eq. (4.4) (lines). The agreement, al-
though not perfect, is very good especially for ∆P > 0. Our Eq. (4.4) not only
correctly predicts the increase/decrease compared to 2ρb for a negative/positive
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potential drop but also the non-monotonic dependence on ∆P; the absolute dif-
ference with 2ρb is largest (and on the order of 30%) for ∆P ≃ ∓10mbar, which
corresponds in both cases to Pe ≃ 0. The two vertical dashed lines represent the
pressure drop ∆P∗ =−(L12/L11)∆ψ , where Q = 0 and hence Pe = 0 on the basis
of Eq. (4.1), such that the optimal concentration polarisation is to be expected.
Collecting our earlier results we find the optimal pressure drop per voltage drop

∆P∗

∆ψ
= εψ0

8(R2
b +RbRt +R2

t )

3R2
bR2

t

Rb≫Rt≃ 8εψ0

3R2
t
, (4.6)

which yields about −32mbar/V for our standard parameter set, and about -27
mbar/V for the extremely large tip-base ratios Rb ≫ Rt generated by the extrusion
of a pipette in the experiments of Ref. [173] (if we assume ψ0 =−40mV). Clearly,
the inverse square scaling of ∆P∗ with Rt is key to explaining the dramatic pressure
sensitivity observed in the experiments [173]. In fact, our results suggest even
more pressure sensitivity for larger conical channels, e.g. for Rt = 10µm we
have ∆P∗ in the microbar regime, which can already be exerted by the sound of
passing traffic [190, 191]. For cases where ∆P ≫ ∆P∗, concentration polarisation
is washed out by the flow; variation of current with both pressure and voltage then
closely follows Ohmic conduction.

Now that we have established that Eq. (4.4) gives a fair account of the salt
concentration profile in the channel, we will use it to approximate L22. In the
thin-EDL limit the total current I is dominated by the conductive component
−(De/kBT )ρs(x,r)∂xψ(x,r) of x̂ · eje(x,r) and cross-sectional integration of this
current with Eq. (4.2) and the same thin-EDL limit as before yields Icond(x) =
(πRbRt/L)(e∆ψ/kBT )eDρ̄s(x), which manifestly depends on x on the basis of
Eq. (4.4). In steady-state this lateral variation of the conductive current must
be compensated by diffusive and advective currents and the resulting laterally-
invariant current I can be obtained by treating the concentration profile ρ̄s(x) as
a collection of resistors in series [189], such that L22 = (De2/kBT )⟨ρ̄s⟩ which
reveals that conductance is proportional to the laterally averaged salt concentra-
tion. For our standard parameter set we plot ⟨ρ̄s⟩ in Fig. 4.3(a) as a heat map in
the (∆ψ,∆P) plane, including a few iso-concentration contours. We clearly see
the largest concentration variations, and hence the largest variations of L22, along
the black line that represents ∆P = ∆P∗ of Eq. (4.6). In Fig. 4.3(b) we plot the
∆P-dependence of the electric current I (lines) as predicted from Eq. (4.1) for
three voltage drops (±0.4 V and zero), together with full numerical calculations
(symbols) at the state points indicated by the color-matching symbols in (a) and
Fig. 4.2(b). The overall agreement is quantitative at ∆ψ = 0, which is fully in
the linear-response regime, while the nonlinear gross features at ∆ψ =±0.4V, es-
pecially at ∆P ≃ ∆P∗ ≃ ∓13mbar, are accounted for with reasonable accuracy,
the more so at the positive potential drop. In Fig. 4.3(c) we plot current-voltage
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4.6. Optimal geometry

Figure 4.3: (a) Heat map of the laterally averaged salt concentration ⟨ρ̄s⟩ for the standard
parameter set (see text) in the potential drop ∆ψ - pressure drop ∆P plane. (b) Current-
pressure (I −∆P) relation for three fixed potential drops showing a minimum close to ∆P =
∆P∗ of Eq. (4.6). Symbols represent numerical solutions to the full PNPS equations at
parameter combinations shown in (a), solid lines represent our analytic solution based on
Eq. (4.1). (c) Current-voltage (I −∆ψ) relation for ∆P = 0 (pink) and the optimal pressure
drop ∆P = ∆P∗ (black, Eq. (4.6) which shows increased current rectification ICR compared
to ∆P = 0. The inset shows the pressure drop dependence of the ICR=−I(−1V)/I(1V),
which exhibits two maxima at ∆P =±∆P∗.

relations at pressure drops ∆P = 0 and ∆P = ∆P∗, using the same color coding
as in (a). The degree of non-Ohmic behavior, characterised by the ionic current
rectification ICR =−I(−1V )/I(1V ) is clearly larger at the optimal pressure drop
∆P∗, which is indeed borne out by the inset which shows the full ∆P dependence
of ICR, revealing peaks at ±∆P∗ shown as vertical lines.

4.6 Optimal geometry

Finally, using our explicit knowledge of ⟨ρ̄s⟩ and the full transport matrix of
Eq. (4.1) we can explicitly search for an optimal cone geometry at which the de-
viation from Ohmic conductance is largest. Naively Eq. (4.5) suggests that for a
large concentration profile the ideal tip-to-base ratio should be small (Rt/Rb ≪ 1),
however Eq. (4.4) shows that in this limit the concentration profile becomes lo-
calized near the tip resulting in a small channel-averaged concentration change.
The ideal pore geometry balances the magnitude and spread of the concentration
profile. An analytic expression for the difference between the laterally-averaged
concentration ⟨ρ̄s⟩ and bulk concentration 2ρb is available in the limit Pe = 0,
where the concentration difference is largest, in which case ⟨∆ρ̄s⟩= ⟨ρ̄s⟩−2ρb is
equal to

⟨∆ρ̄s⟩=
e∆ψ

kBT
σ

Rt

Rt

Rb

(
2(

Rt

Rb
−1
)
−
(
1+

Rt

Rb
) log

( Rt

Rb

))
(1− Rt

Rb
)2

. (4.7)

The prefactor (e∆ψ/kBT )(σ/Rt) is the tip Dukhin number times the dimension-
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Figure 4.4: (a) Laterally averaged concentration ⟨ρ̄s⟩ normalized by (σ/Rt)(e∆ψ/kBT ) for
varying tip-base ratio Rt/Rb with the Péclet number between curves varying by 101/2 with
the yellow curve corresponding to Pe= 103 and blue curve with Pe=10−1 closely matching
Eq. (4.7). (b) Optimal tip-to-base ratio for varying Péclet in log-linear representation. Blue
points denote optimal tip-to-base ratios for Pe∈ [10−1,105] and red points denote optima
for Pe∈ [−10−1,−105], with optimal ratios Rt/Rb ≪ 1 corresponding to Pe≫ 1. Black lines
represent power-laws whose scaling is found was found in (c) by fitting the data in log-
log representation. For large positive Pe the optimal tip-to-base ratio scales as Rt/Rb ≃
2.5|Pe|−0.9 while for large negative Pe it is well approximated by Rt/Rb ≃ 0.9|Pe|−0.55.

less potential drop and bulk concentration, which diverges for vanishing tip radius,
indicating that for the maximum non-Ohmic conductivity the tip size should be
as small as possible. However as we assumed a thin-EDL limit from the very be-
ginning this prediction only remains valid as long as Rt ≫ λD. We estimate that
optimization of non-linear current by minimization of the tip radius holds up to
Rt ≈ 10λD. It is easily checked that for fixed tip radius ⟨∆ρ̄s⟩ of Eq. (4.7) has a
maximum at Rt/Rb ≃ 0.22, a geometry which hence optimizes diodic behavior.

At finite Pe no analytic expression for ⟨∆ρ̄s⟩ can be found, but its value can
be straightforwardly calculated by numerical integration. In Fig. 4.4(a) we plot
[(kBT Rt)/(e∆ψσ)]⟨∆ρ̄s⟩ against Rt/Rb for Pe ∈ [0,103]. At Pe = 0 (blue line) the
maximum laterally averaged concentration is found at a tip-to-base ratio Rt/Rb ≃
0.22 (vertical line). As observed in Eq. (4.7) for non-zero Péclet number the
ideal tip-to-base ratio (symbols) is always smaller than 0.22. Note that when
no pressure drop ∆P∗ is applied the Péclet number will scale with ∆ψ and the
ideal pore geometry thus depends on the voltage operating range of a device. In
Fig. 4.4(b) we plot the optimal tip-to-base ratio Rt/Rb against Péclet number on
a linear-logarithmic scale. It can be seen that for small | Pe| ≤ 10 the ideal ratio
0.22 holds, but for large Pe it decays algebraically to zero. In Fig. 4.4(c) we plot
the same data as in (b) but now in a log-log representation to highlight the scaling
in the Pe ≥ 100 regime. We find that the relation between optimal geometry and
Pe is well described by a power law b|Pe|−ν in this regime, with b ≃ 2.5, ν ≃ 0.9
for positive and b ≃ 0.9, ν ≃ 0.55 for negative Péclet; for all flow rates the ideal
tip-to-base ratio is less than 0.22. Interestingly, the ideal pore geometry is indepen-
dent of the channel length L, which follows from our Eq. (4.4) for ρ̄s(x) that only
depends on x/L, such that L22 (and in fact the whole matrix L) is independent of
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4.7. Conclusion

the channel length. Hence the concentration polarisation does not depend on the
cone opening angle, which is surprising as most authors identify it as the key ge-
ometric parameter controlling pressure-sensitivity [173] and current rectification
[176, 192].

Finally we note that while ∆ρ as defined by Eq. (4.5) is a measure for the
concentration profile the ratio ∆ρ/⟨ρ̄s⟩ is large, which at zero flow is given by

∆ρ

⟨∆ρ̄s⟩
=

2(Rt/Rb)
−2(1− Rt

Rb
)3

2
Rt

Rb
−2− (1+

Rt

Rb
) log(

Rt

Rb
)
, (4.8)

which for straight pores with Rt ≃ Rb equals 12 and in the limit Rt/Rb ≪ 1 is
well approximated by ∆ρ/⟨∆ρ̄s⟩ ≃ 2R2

b/R2
t log(Rb/Rt) which diverges for large

base radii. Hence for conical pores in general ∆ρ ≫ 12⟨ρ̄s⟩ and for our standard
parameter set in the main text ∆ρ/⟨∆ρ̄s⟩ ≃ 100.9 while for the optimal tip-to-base
ratio ∆ρ/⟨∆ρ̄s⟩ ≃ 68.3. In principle one could absorb the proportionality constant
Eq. (4.8) in the definition of ∆ρ , Eq. (4.5), to obtain a measure that accurately
represents the laterally-averaged concentration profile ⟨∆ρ̄s⟩.

4.7 Conclusion

In conclusion, we provide a full microscopic understanding of the ultra-sensitive
pressure- and voltage dependence of the electric conductivity of cone-shaped chan-
nels. We identify, and quantify, concentration polarisation due to geometric frus-
tration which leads to a source term in Eq. (4.3), even in the thin-EDL case con-
sidered here. Moreover, we found an optimal channel geometry Rt/Rb ≃ 0.22 and
an optimal operating pressure Eq. (4.6) for current rectification. These insights
are important for further developments of mechanotronic [170, 171, 193] and bio-
chemical [163–165] sensing as well as microfluidic [33, 147] and neuromorphic
applications [167, 194].
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4.8 Appendix

4.8.1 Derivation of transport coefficients

Here we will discuss the details and assumptions involved in the derivation of
Eqs. (4.1)-(4.3) of the Chapter and the permeability L11, electro-osmotic mobility
L12 and conductance L22 of the Onsager-like matrix starting from the Poisson-
Nernst-Planck-Stokes PNPS equations (1.15)-(1.18) as derived in the Chapter 1.
The analysis of the PNPS equations is greatly facilitated by the linear combina-
tions given by the total local salt concentration ρs = ρ+ + ρ−, charge density
eρe = e(ρ+ − ρ−), the ionic charge flux density eje = e(j+ − j−), and the salt
flux density js = j++ j− resulting in

je =−D
(
∇ρe +ρs

e∇ψ

kBT
)+uρe, (A4.1)

js =−D
(
∇ρs +ρe

e∇ψ

kBT
)+uρs. (A4.2)

Here we note that the conduction terms ∝ ∇ψ are proportional to ρs for the electric
flux and to ρe for the salt flux. This coupling will prove to be key to understanding
the physics of the cone-shaped channel.

Salt current The hierarchy of length scales L ≫ Rb ≥ Rt > λD serves as the
starting point of our derivation. When the channel is much longer than the largest
radius L ≫ Rb entrance-outlet edge effects to the conductance can be neglected,
but we will consider such effects in Chapter 5. Additionally, in the long-channel
limit all radial components of fluxes and gradients are expected to be much smaller
than the corresponding lateral components. Combined with the thin-EDL limit
λD ≪ Rt, which is motivated by the experimental conditions in Ref. [173], this
ensures that the local ion concentrations and the electric field are essentially equal
to the cross-sectional averaged salt concentration and electric field, so ρs(x,r) ≃
ρ̄s(x) = 2π

∫ R(x)
0 ρs(x,r)rdr/πR2(x) and ∂xψ(x,r)≃ ∂xψ̄(x) =

2π
∫ R(x)

0 ∂xψ(x,r)rdr/πR2(x). Moreover, the thin-EDL limit does not only allow
us to neglect the influence of channel curvature on the EDL, but also allows us to
neglect the influence of salt adsorption [189] on the cross-sectional averaged salt
concentration ρ̄s(x). Hence by using the thin-EDL assumption we neglect the inho-
mogeneous advection of salt through the EDL. For Debye lengths orders of mag-
nitude smaller than the pore radius we expect this assumption to be quite robust,
however it will break down at extremely high surface potentials eψ0/kBT ≫ 1 as
in this regime salt adsorption grows exponentially with ψ0. In summary using the
approximations ρs(x,r)≃ ρ̄s(x), ∂xψ(x,r)≃ ∂xψ̄(x), λD ≪ Rt in conjunction with
the observation from numerical calculations that |ρe(r ≪ R(x))| ≪ |σ/R(x)| will
readily result in Eq. (4.3) upon radially integrating Eq. (A4.2).
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Figure A4.1: (a) Poiseuille-like fluid flux QP as a function of the pressure drop ∆P at
vanishing potential drop ∆ψ = 0 and (b) electro-osmotic potential driven fluid flux Qψ as a
function of the potential drop ∆ψ at a vanishing pressure drop ∆P = 0, both for our standard
parameter set (see text) and obtained from numerical solution of the full PNPS equations
(1.15)-(1.18) (symbols) and from L11 and L12 (lines), respectively. Both fluid fluxes are
linear in their respective driving force. There is good agreement between analytic and
numerical results for the pressure driven flow QP, however the analytic expression for the
electro-osmotic flow Qψ overestimates the flow rate by ∼ 10%.

Fluid flow Before calculating the fluid flux Q, we have to verify that the linear
response relation Eq. (4.1) in the Chapter is valid for flow, as in the literature
there is experimental and numerical evidence that electro-osmotic flow can invert
in conical pores under certain experimental conditions [153–155]. This would
have a dramatic impact on the pressure sensitivity of the cone. However, as can
be seen in Fig. A4.1 we find that in the experimental regime of Ref. [173] no flow
inversions occur as Q is linear in both the pressure and potential drop. It should be
noted that any non-linearity in the fluid flow Q(∆P,∆ψ) will significantly change
the current-pressure relation I(∆P,∆ψ). Having verified that the flow Q is linear
in their respective driving forces, it now remains to find expressions for first L11
and then L12. When the channel has a tip radius of zero and vanishing surface
charge an expression for the fluid flux QP = (πRtRb/L)L11∆P is known [186–
188]. Modifying this solution by replacing the pore length L′ of a channel with a
tip radius of zero with our actual channel length L = L′(Rb−Rt)/Rb (with L′ ≥ L)
representative of a channel with the same opening angle 2α = 2tan−1(Rb/L′) =
2tan−1((Rb −Rt)/L) but now a non-zero tip radius, we find

QP(∆P) =
∆P
η

3πL3R3
bR3

t α4

8(Rb −Rt)4(R2
b +RbRt +R2

t )
, (A4.3)

which for Rb −Rt ≪ L reduces to L11 in the Chapter. The agreement between this
expression for the pressure-driven fluid flux QP (solid line) and the numerically
obtained flow (symbols) is remarkable and can be seen in Fig. A4.1(a).
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Figure A4.2: The electric field −∂xψ̄(x) for our standard parameter set with pressure drop
∆P = 0 as a function of the lateral position x for ∆ψ = ±0.4V and 0 volt (green) obtained
from full numeric solutions of the PNPS equations(1.15)-(1.18) (symbols) and Eq. ( 4.2)
(line) for our standard parameter set (see text). Good agreement between numeric and
analytic results is found, which confirms the accuracy of Eq. (4.2).

Electro-osmotic flow We now continue with the calculation of the electro-
osmotic flow Qψ which first requires an expression for the electric field −∂xψ̄(x)
given in the Chapter by Eq. (4.2). This equation is valid under two conditions, (i)
no electric field lines permeate the channel wall, and (ii) the space charge outside
of the EDL is negligible. The first condition ensures that all electric field lines
remain in the channel and holds when the dielectric constant of the channel wall
is much smaller than that of the solvent. The second condition ensures that the
divergence of the electric field is zero ∇ ·∇ψ(x,r) = 0, for all r several Debye
length away from the channel wall, ensuring that no new field lines appear. For
straight channels this is a natural assumption, however in conical channels the lat-
eral variation of the electric current I(x) could in principle allow for the build-up
of space charge. In our discussion of the numerical results we verify that the effect
of this space charge is small and can largely be ignored in the parameter regime of
our prime interest. When both condition (i) and (ii) are met the number of electric
field lines remains constant over the channel length and the total lateral electric
field through a radial slice multiplied by the area of the slice likewise has to be
constant, πR2(x)∂xψ̄(x) = constant. Now the electric field as function of lateral
position can be found by observing that over the length of the pore the total po-
tential drop has to equal to ∆ψ =−

∫ L
0 ∂xψ̄dx, resulting in Eq. (4.2) of the text. In

Fig. A4.2 we compare ∂xψ̄ of Eq. (4.2) (solid lines), with the numerically obtained
function ∂xψ(x,r = 0) along the symmetry axis in calculations for ∆P = 0 (sym-
bols) and find excellent agreement. In order to calculate L12 from the electric field
we use the solution for the potential-driven flow through a cylindrical pore but now
with position dependent radius and electric field −∂xψ̄(x)πR2(x)(εψ0/η) [189]
and observe that it is constant over the length of the pore as ∂xψ̄ ∝ 1/(πR2(x)).
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4.8. Appendix

Hence this Ansatz yields a bonafide divergence-free electro-osmotic flow given
by

Qψ(∆ψ) =−∆ψ

L
πRtRb

εψ0

η
, (A4.4)

where we neglected terms of order λD/R on the basis of the thin-EDL limit. In
Fig. A4.1(b) it can be seen that there is a minor deviation of ∼ 10% between
Qψ obtained from numerical calculations and this analytic approximation. Implic-
itly the PNPS equations (1.15)-(1.18) allow for diffusio-osmotic fluid flow, driven
by the concentration gradient ∂xρ̄s. As the concentration profile and hence the
gradient is a non-linear function of the potential drop, any diffusio-osmotic flow
would manifest as a non-linear contribution to Qψ(∆ψ). As no significant devi-
ation from linearity is observed in our numerical results for Qψ(∆ψ) we neglect
diffusio-osmotic flow.

Comparison analytic and numerical salt concentrations Having found
expressions for both ∂xψ̄ and Q we can now straightforwardly solve Eq. (4.3), di-
rectly yielding Eq. (4.5) of the Chapter. We compare Eq. (4.4), solid lines) with the
concentration from numerical calculations in Fig. A4.3 (symbols) for several ∆P
and ∆ψ . We see that while the agreement is not perfect both the non-monotonic
∆P trend and the overall shape of the concentration profile are captured rather
reasonably. It can also be seen that the boundary condition used for analytic cal-
culations (ρs(0) = ρs(L) = 2ρb) are not fully representative of the numerical cal-
culations, as the concentration profile extends a small distance out of the channel.
This discrepancy is possible as in the numerical calculations we apply the bound-
ary condition of bulk concentrations far away rather than at the channel edges.
The description of the concentration profiles extending out of the in- and outlets
of the conical pore would require a full description of the flow, electric field and
currents at the edges of the cone which is not tractable analytically.

More significant than the deviating concentration at the tip and base is the sign
change of the bulk-excess concentration profile when going from positive ∆P to
∆P ≪ −50mbar, a feature our analytic theory cannot explain. The deviation oc-
curs at very negative Péclet number and represents a secondary non-linearity unre-
lated to the non-linearity reported in the Chapter. We speculate the non-linearity
may be due to the inhomogeneous advection current ∂xIadv ∝ ∂x(2Qσ/R) ̸= 0 that
can build up significant space-charge ρe(x,r) outside the EDL. To study this sec-
ondary non-linearity in full detail would require solving for ∂xI = 0 and ∂xJ = 0 si-
multaneously. While striking, the difference in sign of the difference from the bulk
concentration between our analytic and numeric concentration around Pe≪ −1
has little influence on the current I, as the concentration deviation is an order of
magnitude smaller than the concentration change around Pe = 0. In summary we
identify three major sources of error (i) our analytic expression underestimates
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Figure A4.3: Cross-sectional averaged concentration profile ρ̄s(x) over the full channel
length from numerical calculations of the full PNPS equations (symbols) compared to
curves plotted with Eq. (4.5) for our standard parameter set (see Chapter), potential drop
∆ψ = −0.4V (a) and ∆ψ = 0.4V (b) and varying pressure drop ∆P. Numeric and analytic
results agree for positive ∆P but deviate for increasing negative ∆P. Concentration profiles
are largest for ∆P = ∓10 mbar which is rather close to ∆P∗ = ∓13 mbar, where fluid flow
vanishes.

electro-osmotic flow Qψ by about 10%, (ii) imposing bulk concentrations on the
channel edges ρ̄s(0) = ρ̄s(L) = 2ρb implicitly neglects edge effects, and (iii) ne-
glecting minor secondary non-linearities, which are probably related to the lateral
variation of the current I(x) that are to be compensated by a (small) space charge
distribution ρ̄e(x). A final limitation of our theory is that for large negative ∆ρ the
theory allows for ρ̄s(x) to become locally negative, which is clearly unphysical.
This unphysical result can emerge because the Debye length increases when the
concentration decreases, eventually invalidating our starting assumption λD ≪ R.
Care should thus be taken not to use the theory in this regime, with a negative
conductance a hallmark that the range of validity has been exceeded. Through-
out we restrict attention to concentration profiles that deviate less than about 30%
from the bulk concentration, which also allows for equating the relative change
of the channel conductance to (the negative of) the change of the relative channel
resistance.

Electrical conductance To calculate the last matrix element L22 we radially
integrate Eq. (5.2), resulting in a diffusive, conductive and advective current. In
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our discussion of numerical results we show that the diffusive current is negligi-
ble, which is consistent with the assumption of a negligible space charge outside
the EDL, ρe(r ≪ R− λD,x) ≈ 0. This leaves two components of the current to
be calculated I = Icond + Iadv whose ratio scale as Iadv/Icond ∝ λD/R allowing us
to neglect the advective component to L22 when λD/R ≪ 1. Now the total cur-
rent due to a potential drop ∆ψ is straightforwardly found by integration of the
conductive component −(De/kBT )ρs(x,r)∂xψ(x,r) in Eq. (A4.1) and by using
ρs(r,x)≃ ρ̄s(x) and ψ(r,x)≃ ψ̄(x) we find

Icond(x) = eD
e∆ψ

kBT
πRtRb

L
ρ̄s(x), (A4.5)

which is inhomogeneous for any non-constant ρ̄s(x). This inhomogeneity will
lead to formation of a space charge ρe outside the EDL. However, in our dis-
cussion of numerical results we will show that this space charge is small. By
treating the concentration profile as a collection of resistors in series[189] we can
obtain the ultimate, laterally constant current. From this it follows that ρ̄s(x) in
Eq. (A4.5) should be replaced by the inverse average L/

∫ L
0 (ρ̄s(x)−1)dx which is

close to the lateral average ⟨ρ̄s⟩ as long as | log(ρ̄s(x)/(2ρb)| < 1. The error of
this approximation diverges when ρ̄s(x)/2ρb approaches zero. As we restrict our
attention to concentration profiles that deviate less than about 30% from the bulk
concentration, this approximation is very reasonable.

Having already calculated L12 for the electro-osmotic flow Qψ we can invoke
Onsager’s reciprocal relation, which states that L21 = L12[3, 8, 9], to find the fully
advective pressure-driven current and obtaining the full current

I(∆ψ,∆P) =
πRtRb

L

(
e2D∆ψ

kBT
⟨ρ̄s⟩−∆P

εψ0

η

)
. (A4.6)

Full Onsager-like matrix Finally, combining L11, L12 and L22 our ultimate
expression for the Onsager-like matrix Eq. (4.1) reads

πRbRt

L


R2

bR2
t

8η⟨R2⟩
−εψ0

η

−εψ0

η

e2D
kBT

⟨ρ̄s⟩

(∆P
∆ψ

)
=

(
Q
I

)
. (A4.7)

4.8.2 Discussion of the numerical results

Here we will discuss the numerical results of the full PNPS equations (1.15)-
(1.18) in depth and show that the effect of the space charge outside the EDL on
the current I can be neglected. In Fig. A4.4 we plot our numerical solutions of
the pressure excess electric current IP = I(∆P,∆ψ)− I(0,∆ψ) as a function of the

87



Figure A4.4: Total pressure excess diffusive, conductive, advection and net electric cur-
rent (respectively Dif, Cond, Adv and IP) at x = 0.9L from numerical solutions of the full
PNPS equations (1.15)-(1.18) as function of the pressure drop ∆P offset by the current at
∆P = 0 for our standard set of parameters in the Chapter. For (a) where ∆ψ = 0 the current
is linear in ∆P and dominated by the advective current. For (b) and (c), where respectively
∆ψ = +0.4V and ∆ψ = −0.4V, the current is non-linear for low pressure drops (|∆P| <50
mbar) and here conductive current dominates the non-linear pressure-current relation, with
diffusive and advective components only marginally contributing. At large pressures the
net current is again dominated by the advective, streaming current, current which follows
the same linear trend found for ∆ψ = 0.

pressure drop ∆P for our standard parameter set and (a) ∆ψ = 0, (b) ∆ψ =+0.4V,
and (c) ∆ψ = −0.4V. When no potential drop is applied we find that the electric
current is linear in the pressure drop and dominated by advection, as can be seen
in Fig. A4.4(a) where we plot IP(∆P,∆ψ), split into its diffusive, conductive and
advective components. When the pressure drop is applied in conjunction with
a potential drop we find that the pressure-excess current is strongly non-linear,
as can be seen Fig. A4.4(b) and (c). A minimum in the total current is found
at ∆P = ∓10 mbar for ∆ψ = ±0.4V in Fig. A4.4(b) and (c), and near the mini-
mum the conductive current dominates over the advective and diffusive currents.
For pressure drops larger than |∆P| >100 mbar the advective current IP domi-
nates and follows the linear relation observed for ∆ψ = 0 shown in Fig. A4.4(a).
The non-linearities in (b) and (c) are mainly due to the conductive component
−(De/kBT )ρs(x,r)∂xψ(x,r) of the electric current Eq. (5.2) which depends not
only on the salt concentration ρs(x,r) but also the electric field −∇ψ(x,r). In-
specting Fig. A4.5, where we plot the ∆P-dependence of the current, the salt
concentration, and the electric field at x = 0.9L all normalized by their values at
vanishing pressure drop, we indeed find that both the salt concentration ρ̄s as well
as the electric field −∂xψ̄ vary with ∆P. However, we find that the variation of the
electric field is ∼ 5 times smaller than the change of concentration with pressure,
and actually opposes the non-linearity of the conduction current for ∆ψ =−0.4V.

As the change in electric field actually counter-acts the non-linearity observed
in the electric current we conclude that the ∆P dependency of ∂xψ̄ cannot be the
dominant driving force behind the non-linear current I(∆P). This suggests that the
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Figure A4.5: Pressure drop dependence of the cross-sectional averaged electric field
∂xψ̄, salt concentration ρ̄s, and total current I, all normalized with their respective values
at ∆P = 0, at lateral position x = 0.9L and for a potential ∆ψ = 0.4V, as obtained from
numerical solutions of the full PNPS equations (1.15)-(1.18) for our standard parameter set
(see Chapter). The relative deviations from unity are much larger for the salt concentration
and the current than for the electric field; in fact the current correlates well with the salt
concentration and even anti-correlates with the electric field.

non-linear current I can be essentially understood by considering the dependency
of the salt density ρs on ∆ψ and ∆P, with the space charge density ρe outside of
the EDL only contributing minutely to the non-linearity both through diffusive
Idif and advective Iadv currents as well as pressure dependent electric field −∂xψ̄ .
Hence Fig. A4.5 shows that dependency of space charge ρe on ∆P only leads to
negligible variation in the magnitude of diffusive and advective current Idif and
Iadv as seen in Fig. A4.4(b) and (c). The conclusion that space charge is negligible
is based on an empirical observation of numerical results, so we cannot rule out
that there are regimes in which space charge does dominate the non-linear current.
However, as we have chosen a set of parameters to reproduce the experimental set-
up of Ref. [173] we can conclude that for this specific set of experiments space
charge is negligible and not of key importance to the non-linear current I(∆P).
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Chapter 5

Ion current rectification and
long-range interference in conical

silicon micropores

Abstract

Fluidic devices exhibiting ion current rectification (ICR), or ionic diodes,
are of broad interest for applications including desalination, energy harvest-
ing, and sensing, amongst others. For such applications a large conductance
is desirable which can be achieved by simultaneously using thin membranes
and wide pores. In this Chapter we explain the ionic current rectification ob-
served in micron sized conical channels in a thin silicon membrane with
pore diameters comparable to the membrane thickness but both much larger
than the electrolyte screening length. We show that for these pores the en-
trance resistance is not only key to Ohmic conductance around 0 V, but
also for understanding rectification. The only fit parameter in this theory
is the membrane surface potential, for which we find that it is voltage de-
pendent and its value is excessively large compared to literature. From this
we infer that surface charge outside the pore strongly contributes to both
the observed Ohmic conductance and rectification, albeit by a different ex-
tent. Our collaborators experimentally verified this hypothesis in a small
array of pores and find that ICR vanishes due to pore-pore interactions me-
diated through the membrane surface, while Ohmic conductance around 0
V remains unaffected. We find that the pore-pore interaction for ICR is set
by a long-ranged decay of the concentration which explains the surprising
finding that the ICR vanishes for even a sparsely populated array with a
pore-pore spacing as large as 7 µm.

This Chapter is based on the publication

M. Aarts, W.Q. Boon, B. Cuénod, M. Dijkstra, R. van Roij, & E. Alarcon-Llado
(2022). Ion current rectification and long-range interference in conical silicon
micropores, ACS Applied Materials & Interfaces.

There are paragraphs and figures that are taken or modified from the above-mentioned publication
and its supporting information. The experimental work was performed by M.A., B.C. and E.A. at
AMOLF in Amsterdam. The co-authors gave their permission for the reproduction. The author
contributions to this publication are as follows:

M.A. and W.Q.B. contributed equally to this work.
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5.1 Introduction

Ionic transport near solid-liquid interfaces can differ drastically from that in bulk
due to Coulombic interactions with the surface [195]. Such interface effects
can be used to tailor nanofluidic devices [91], finding applications in desalina-
tion [196, 197], ionic circuitry [198, 199], bio-chemical sensing [200–204], en-
ergy harvesting [205, 206] and neuromorphic signalling [207–209]. A particu-
larly useful element for directional control of ionic currents is a current rectifier
[144, 164, 165, 202], also known as a diode. In fact, the phenomenon of ion
current rectification (ICR), allowing for unidirectional charge transport, has been
observed and extensively studied in nanochannels [159, 160, 168, 210].

The ICR originates from an asymmetry in the ionic current along the length
of the channel, due to a varying relative contribution to the ionic current of the
charge-selective electric double layer (EDL) that screens the charge on the channel
walls. Typically, ICR is demonstrated in nanoscale conical channels, where EDL
overlap occurs on the narrow end of the channel [159, 160]. In general, the ICR
mechanism for a geometrically asymmetric, or tapered, channel can be understood
by considering that the relative contribution of the salt current through the EDL
to the total current is smaller at the wide opening than at the narrow opening [211,
212]. This results in an asymmetry of the transference (i.e. the partial current
due to either ionic species). Considering a channel with a negative surface charge
on its wall, resulting in an EDL with excess positive ionic charge, an electric field
directed towards the narrow end leads to more ions leaving the small opening than
entering the large opening (before steady state is reached), resulting in depletion
of ions inside the channel, and a suppressed conductance [184]. The opposite is
true for an oppositely directed electric field, resulting in accumulation of charge
carriers and enhanced conductance. More broadly, the required asymmetry in
transference can be introduced not only by geometry, but also by a variation of
e.g. charge or concentration [184, 211, 213].

For application purposes regarding larger scale porous membranes, a low elec-
tric resistance of the channel is desirable to mitigate Ohmic losses. Two intu-
itive ways to construct a channel with low resistance are by making (i) larger
openings [184] or (ii) shorter channels [177, 214]. Considering the accumula-
tion/depletion mechanism described above, recent theoretical work (Chapter 4)
predicts that ICR can also occur in wide channels without overlapping electric
double layers, as long as a substantial part of the ionic current is due to surface
conductance [161, 162, 183, 184, 215, 216]. In fact, ICR in mesoscopic channels
[173] and chemically modified micronsized systems have recently been observed
[162, 217, 218]. For thin membranes with short channels on the other hand, it has
become clear that the applied potential partially drops outside the channel, rather
than fully over the channel itself [177, 219–222]. These extended entrance effects
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5.2. Experimental observation

give rise to an edge, or access, resistance and become relevant for the behavior of
a fluidic pore with a channel length of the order of the diameter, which can either
positively contribute to ICR or interfere destructively in arrays of pores [222–224].
As of now, however, such pore-pore interactions are still poorly understood.

Outline In this Chapter we consider conical, i.e. geometrically asymmetric, flu-
idic micropores in thin (2 µm) crystalline silicon membranes, with base and tip
radii of Rb ≈ 1.5 µm and Rt ≈ 0.5 µm, respectively, such that even the smallest
of these channel dimensions is larger than the typical electrolyte screening length
by more than an order of magnitude. These pores exhibit ion current rectification,
and we develop an analytical theory for the channel conductance in which the
surface potential is the only fit parameter. We stress that the (Ohmic) channel con-
ductance at low applied potentials and ICR are distinct phenomena and we find
that we need a different surface potential to fit the experimental data to these two
effects, with both surface potentials being very large, implying a very large surface
charge. We interpret the value of these fitted surface potentials as non-physical,
and rather attribute this excessively large charge to a contribution of conduction
along the planar membrane surface outside the channel at the inlet and outlet of the
pore unaccounted for in our model. By converting this required surface charge to
an effective area, we estimate that this membrane surface conduction is relevant
up to distances around the pore opening as large as 7.4 µm for Ohmic channel
conductance, and 15.0 µm for ICR, implying that a larger area around the pore
is required for ICR. This hypothesis is tested by our collaborators who fabricated
a small array of pores with a 10 µm spacing (≈ 106 pores/cm2). Indeed, they
find that despite this low pore density the Ohmic conductance remains unaffected,
but that the ICR vanishes for the array. Extended entrance effects at the micron
scale therefore appear to play a significant role in the required asymmetry in ion
transport through pores in thin membranes, which we attribute to the long-ranged
decay of the electric field outside the pore. This electric field creates a concentra-
tion profile with a similar long-ranged, inverse-square with distance, decay into
the bulk. This scale-free decay introduces long-ranged pore-pore interactions for
thin pores, which become particularly relevant in array configurations typical for
membranes.

5.2 Experimental observation

For the conductance measurements single micron-sized, straight or tapered, pores
were fabricated by our experimental collaborators in 2 ± 0.5 µm thick crystalline
silicon membranes using a focused ion beam (FIB). Conductance measurements
were carried out by placing the membrane between two aqueous reservoirs con-
taining KCl of equal bulk concentration (ρb), and applying a potential between the

93



-0.5 0 0.5
 (V)

-1

-0.5

0

0.5

1

I/|
I(-

0.
5 

V|

-0.5 0 0.5
 (V)

-1

-0.5

0

0.5

1

I/|
I(-

0.
5 

V)
|

-0.5 0 0.5
 (V)

-1

-0.5

0

0.5

1

I/|
I(-

0.
5 

V)
|

-0.5 0 0.5
 (V)

-1

-0.5

0

0.5

1

I/|
I(-

0.
5 

V)
|

(f)

Ag/AgCl wire

+
-

Ag/AgCl wire

ρb

ρb

ρb (M)
10-4 10-3 10-2 10-1

10-10

10-9

10-8

10-7

10-6

G
 a

t  
   

   
   

= 
0 

(S
)

T1
S1 S2

T2

(e)

(c) (d)

(b)(a)

> 0

ρb (M)

10-4

10-3

10-2

10-1

ρb (M)

10-4

10-3

10-2

10-1

S2

T1 T2

S1

Figure 5.1: (a-d) Experimental current-voltage (I-V) curves, normalized at a potential drop
of −0.5 V at various KCl concentrations ρb ∈ [10−4 −10−1] M indicated by the colour scale.
The shaded region indicate uncertainty in the measurement due to the leakage current ob-
tained from an as-received membrane (SI-3 of Ref. [181]). Systematic current rectification
is observed for tapered pores T1 and T2 with the conductivity at +0.5 V being lower than
at −0.5 V. The inset shows scanning electron microscopy images of the tapered pores T1
(a) and T2 (b) and straight pores S1 (c) and S2 (d) after fabrication. The scalebars are
1 µm. (e) Conductance of the pores at 0 V as a function of KCl concentration ρb(M). (f)
Schematic of the experimental setup where 2 aqueous reservoirs of equal KCl concentra-
tion are separated by the membrane with a single pore. The polarity of the potential is such
that positive potentials indicate the anode being in the reservoir facing the large opening
of the pore.
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reservoirs using Ag/AgCl wire electrodes (Figure 5.1 (f)). Of note is the polarity
of the applied potential, where positive potentials indicate the anode being in the
reservoir facing the large opening of the pore.

The quasi-static current-voltage (I-V) curves were recorded between -0.5 V
and 0.5 V, at different reservoir KCl bulk concentrations ρb ranging from 10−1 M
to 10−4 M, for 4 membranes containing a single pore. The insets of Figure 5.1(a)-
(d) show scanning electron microscopy (SEM) images directly after fabrication of
the tapered pores T1 (base and tip radii Rb ≃ 1.5µm, Rt ≃ 0.5 µm) and T2 (Rb ≃
1.5µm, Rt ≃ 0.4 µm) and two straight reference pores S1 (Rb = Rt ≃ 0.6 µm) and
S2 (Rb = Rt ≃ 1.5 µm).

The corresponding I-V curves are shown as circles in Figure 5.1(a)-(d), where
the colors label the salt concentration ρb. As the magnitude of the current response
varies by several orders of magnitude over the salt concentration range, the current
is normalized to the value at an applied potential of -0.5 V for visibility. The
shaded regions indicate the possible contribution from leakage current through the
membrane, averaged from measurements on an as-received membrane without a
pore. Due to the range in magnitude of the measured currents, this is most relevant
for the lowest concentrations and the smallest pore (S1). The conductance at 0 V
as a function of concentration is shown in Figure 5.1(e). A linear decrease of
the conductance with decreasing concentration is observed with the conductance
saturating at ρb < 1 mM.

At the highest concentrations (yellow, ρb = 0.1 M), and therefore the small-
est Debye length (λD ≃ 1 nm), all pores show a linear I-V response, consistent
with bulk dominated transport. At lower concentrations, however, conductance
through the tapered channels starts to show an assymetric conductance and hence
ion current rectification. It should be noted that even at the lowest concentration,
ρb = 0.1 mM, the electrolyte screening length λD ≃ 30 nm is much shorter than
the smallest tip radius, so that the micropores are well outside the regime of EDL
overlap. While some curves for the straight pores S1 and S2 show an erratic de-
viation from ideal symmetrical conductance, the tapered pores T1 and T2 show
systematic modulation of rectification, where the conductance at positive poten-
tials is smaller than that at negative potentials.

5.3 Theoretical framework

In the following, we present a model for the potential-dependent conductance of
a tapered pore and obtain a closed-form expression that simultaneously describes
Ohmic conductance and ion current rectification. Currently in the literature there
are two, complementary, theories for current rectification without EDL overlap
for pores with large aspect ratio. The theory by CENGIO [183] and POGGIOLI
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Figure 5.2: (a) Schematic equivalent circuit of a pore featuring bulk and surface conduc-
tance Gi

b and Gi
s respectively, at the base-, tip- and within the pore-region. The elements

considered in our analytical model are highlighted, where part of the applied potential ∆ψ

drops over the edge resistance (red dash-dotted region), as captured by Eq. (5.1). The
conductance of the pore with the remaining potential ∆ψp (green dashed region) is de-
scribed by Eq. (5.9). (b) Representation of the conical system under consideration with
base and tip radii Rb and Rt, respectively, and an electric field −∂xψ = E pointed towards
the tip. As outlined in the main text, the depletion of ions in the channel is proportional
to the potential drop ∆ψ times the ratio of the Dukhin (Du) and Péclet (Pe) numbers as
shown in Eq. (5.8a) and illustrated here for a channel wall with a negative surface charge
resulting in depletion for a positive potential drop due to a salt flux J (black arrow) through
the electric double layer (EDL) that increases towards the tip.

[184] describes ICR through the variation of the surface conductance over the pore
length but neglects electro-osmotic flow, while the theory of Ref. [212] in Chapter
4 does account for this flow but fails at extremely low salt concentrations. Hence
both theories are complementary rather than mutually exclusive: Refs. [183, 184]
are valid at all concentrations while the theory of the previous Chapter is valid at
all (low-Reynolds) flow rates. We will find that the experiments show characteris-
tic flow-sensitive behavior, and therefore we build on the theory from Chapter 4.
However, to describe the experiments either theory would need to be extended as
the membranes thickness here is similar to the radius of the pores, and the theory
therefore has to account for the electric edge resistance which is comparable to the
pore resistance. There is a variety of theories available in the literature account-
ing for Ohmic edge resistance [91, 177, 219–221, 225], the most commonly used
one by Hall [220] which we reproduce below as a special case. In this Chapter
we will find that not only do edge resistances alter Ohmic conductance, they also
significantly alter rectification. In the following section we extend the theory of
the previous Chapter to account for edge effects.
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Edge resistance The introduction of non-negligible edge resistances implies
an equivalent electric circuit as illustrated in Figure 5.2(a), which not only consid-
ers bulk and surface contributions to the conductance inside the pore (Gpore

b and
Gpore

s ) in parallel [226, 227] but also two base- (Gbase
b and Gbase

s ) and tip- (Gtip
b and

Gtip
s ) conductances. Only recently it has been shown that the charged surface out-

side of the membrane contributes to edge resistance [91, 219], but unfortunately
our model is not able to explicitly account for the base- and tip surface conduc-
tances (Gbase

s and Gtip
s , respectively) even though we will see these charged regions

do contribute significantly to both experimental Ohmic conductance and ICR. In-
stead we implicitly account for the charge on the outside membrane through an
“apparent” (large) surface charge within the pore, inflating the pore surface con-
ductance Gpore

s and total conductance G. Hence our large “apparent” surface
charge will account for outer-membrane conductance increasing the well-known
bulk edge conductances as described by Hall [220].

These parallel edge surface and bulk conductances are in series with the pore
resistances as depicted in Fig. 5.2(a), which for the present system parameters
ensures that the potential drop over the pore ∆ψp is significantly smaller than
the total bias ∆ψ . This decreased potential drop does not only reduce the cur-
rent through the pore but also lowers the electro-osmotic flow and concentration
polarisation within the pore. To obtain ∆ψp we consider, in cylindrical (x,r,θ)
coordinates, two bulk reservoirs in the half spaces x < 0 and x > L connected
by an azimuthally-symmetric conical channel of length L as depicted in Figure
5.2(b) with base radius Rb at the inlet (x = 0) and tip radius Rt at the outlet (x = L),
such that the radius of the channel reads R(x) = Rb − (x/L)(Rb −Rt) for x ∈ [0,L].
The potential drop over the inside of the pore can be calculated using two as-
sumptions: (i) that the electric field at the tip (and base) decays as a monopole
−∇ψ ∝ 1/(r2 + x2) into the bulk far from the pore (as noted by Ref. [222])
and (ii) that the electric field within the pore is divergence-free, such that electro-
neutrality is obeyed. From these assumptions it follows that the pore-potential
drop ∆ψp =−

∫ L
0 ∂xψdx is given by

∆ψp =
∆ψ

1+
π

4L
(Rb +Rt)

, (5.1)

which we derive and verify in the Appendix.

We note that the edge resistance is negligible in the long-channel limit L/Rb ≫
1, as Eq. (5.1) reduces to ∆ψp ≃ ∆ψ in this limit. In the geometry of our experi-
ments the reduced potential ∆ψp given by Eq. (5.1) does not only effectively halve
the electric current (as L ≈ Rb +Rt for the experimental geometries), but as noted
it will also significantly influence current rectification. As Eq. (5.1) accounts for
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the influence of bulk-edge resistance (red regions in Fig. 5.2(a)) for both the elec-
tric current and (electro-osmotic) flow and we use an effective surface charge σ

as proxy for the surface-edge resistance Gbase
s and Gtip

s , from now on our mathe-
matical analysis will pertain only to the inner-pore region (green-shaded region in
Fig. 5.2(a)) therewith following Ref. [212].

Poisson-Nernst-Planck-Stokes equations The electric potential difference
over the pore ∆ψp does not only drive ion fluxes j±(x,r) of the monovalent cations
(+) and anions (−) but also a fluid flow with a velocity field u(x,r). The salt flux
js = j++ j− and electro-osmotic flow u will be key to understanding the electric
current je = j+− j−. The resulting salt concentration ρs(x,r) = ρ+(x,r)+ρ−(x,r)
due to the inhomogeneous salt current is of key importance for current rectifica-
tion, while the space-charge eρe(x,r) = e(ρ+(x,r)−ρ−(x,r)) outside the electric
double layer is of secondary importance as was shown in Chapter 4. The ionic
fluxes and concentrations satisfy the Nernst-Planck equations (5.2)-(5.3) that de-
scribe diffusion, conduction, and advection, while the electric potential satisfies
the Poisson equation (5.4) in terms of the electric space charge density eρe. The
fluid flow in the low-Reynolds number regime of interest here is given by the
Stokes equation (5.5) that includes an electric body force −eρe∇ψ , and the steady-
state condition of interest leads to the condition of divergence-free fluxes (5.6),
which all accumulates into

je =−D
(
∇ρe +ρs

e∇ψ

kBT
)+uρe; (5.2)

js =−D
(
∇ρs +ρe

e∇ψ

kBT
)+uρs; (5.3)

∇
2
ψ =− e

ε
ρe; (5.4)

η∇
2u−∇P− eρe∇ψ = 0; (5.5)

∇ · j± = 0, ∇ ·u = 0. (5.6)

Here Eq. (5.2) shows explicitly that the salt concentration ρs = ρ+ + ρ− deter-
mines the electric conductivity of the charge current je. To obtain the pore con-
ductance we consider both reservoirs with a dilute (monovalent) KCl solution of
concentration ρb, viscosity η = 1 mPa s, a dielectric permittivity ε = 80ε0, with
ε0 the permittivity of vacuum, and a fixed temperature T = 298 K, which is con-
stant throughout the system. Deep into the bulk of the base-connected reservoir,
x≪−L, we impose that the K+ and Cl− concentrations ρ± = ρb, P= P0, ψ = ∆ψ ,
and deep into the tip-connected reservoir, x ≫ 2L, we impose ρ± = ρb, P = P0,
and ψ = 0. Here the reference pressure P0 = 1 atm. For K+ and Cl− we use equal
diffusion coefficients D = 1 nm2 ns−1, which is somewhat smaller than the bulk
diffusion constant at 20 °C and 0.1 M [228, 229]. Such a discrepancy between
channel and bulk diffusion constants has been noted in Ref. [221].
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In thermodynamic equilibrium with a vanishing potential drop between the
reservoirs (∆ψ = 0) and vanishing fluxes, the PNPS equations (5.2)-(5.6) reduce
to Poisson-Boltzmann theory that describes a diffuse layer of net ionic charge
near the surface, known as the electric double layer (EDL) with typical thickness
λD = (8πλBρb)

−1/2, and Bjerrum length λB = e2/(4πεkBT ) ≃ 0.7 nm. Outside
this layer all concentrations ρ±(x,r) are equal to ρb and there is no electric field,
−∇ψ(x,r) ≃ 0. In equilibrium the surface charge density eσ obeys the Gouy-
Chapman equation, 2πλBλDσ = sinh(eψ0/2kBT ) [185]. Here ψ0 is the surface
potential of the channel wall, which we will use as a fit parameter below, taken
to be constant between all geometries and at all concentrations thereby implic-
itly accounting for a concentration-dependent surface charge σ(ρb) due to a salt-
concentration dependent surface-reaction [230, 231].

Concentration polarisation For non-vanishing applied potential drops (∆ψ ̸=
0) not only an electric current I = 2πex̂ ·

∫ R
0 jerdr (with x̂ the unit vector along the

x-direction) and electro-osmotic flow Q = 2π x̂ ·
∫ R

0 u(r)rdr are driven through the
pore, but also a salt current J = 2π x̂ ·

∫ R
0 js(r)rdr where the bulk-excess salt cur-

rent is primarily a conductive current through the EDL. In steady-state this salt
current must be laterally constant to prevent the build up of salt through the pore,
πR2(x)∂t ρ̄s = −∂xJ = 0, where ¯· · · = (πR2(x))−1 ∫ R(x)

0 · · ·rdr denotes the cross-
sectional average of the salt concentration. The condition of a divergence-free
flux (Eq. (5.6)), which is necessary for a steady-state solution, leads to a differen-
tial equation for cross-sectionally averaged salt concentration for x ∈ [0,L],

D∂x

(
πR2

∂xρ̄s +2πRσ
e∂xψ

kBT

)
−Q∂xρ̄s = 0, (5.7)

with the electric field −∂xψ = (∆ψp/L)RbRt/R2(x) [212] and the electro-osmotic
flow in a conical channel Q = −∆ψp(πRtRb/L)(εψ0/η), (as derived in Chapter
4). In Eq. (5.7) the first term represents diffusion of salt through the bulk of the
pore, the second term conduction of salt through the EDL, and the third term ad-
vection of salt through the bulk of the pore. In a cylinder with constant radius
R this differential equation reduces to D∂ 2

x ρ̄s −Q∂xρ̄s = 0, which with boundary
conditions ρ̄s(0) = ρ̄s(L) = 2ρb has the trivial solution of ρ̄s = 2ρb. Thus for
straight pores no current rectification is expected. For a conical geometry, the
laterally changing radius R(x) causes lateral variation of conductive salt currents
D∂x(2πR(x)σe∂xψ(x)/kBT ) ̸= 0 which frustrates the formation of a constant J
and acts as a non-zero source term. For a negative surface charge, as is typically
the case for silica, this source term is negative for ∆ψ > 0 and thus the salt concen-
tration in the pore decreases. For ∆ψ < 0 this source term is positive, and thus the
salt concentration increases. Solving for the cross-sectional average concentration
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profile ρ̄s(x) leads to a non-trivial solution (see Chapter 4 with ∆P = 0)

ρ̄s(x)−2ρb =
∆ρ

Pe

[
x
L

Rt

R(x)
−

exp
(

x
L

R2
t

RbR(x)
Pe
)
−1

exp
(

Rt

Rb
Pe
)
−1

]
(5.8a)

=
∆ρ

2|Pe|

(
Rb

R(x)

(
1− x

L
(1+

Rt

Rb
)
)
∓1
)

if ±Pe ≫
(

Rb

Rt

)2

, (5.8b)

where the tip Péclet number Pe≡−∆ψp(Rb/Rt)(εψ0/Dη) and ∆ρ ≡ 4(e∆ψp/kBT )
Du(Rb/Rt −1)ρb is a measure for the concentration polarisation, with tip Dukhin
number Du = σ/(2ρbRt). Note that both Pe and Du carry a sign and the diode
polarity stems from the sign of the Dukhin number.

Conductance Having obtained the salt-concentration ρ̄s(x) in Eq. (5.8) the
resulting pore conductance G(∆ψ)= I(∆ψ)/∆ψ is calculated by cross-sectionally
integrating Eq. (5.2) which results in

G(∆ψ) = Gb(∆ψ)

(
1+

4⟨λD⟩
Rb +Rt

(
cosh

( eψ0

2kBT

)
−1
))

, (5.9)

here ⟨· · · ⟩ = L−1 ∫ L
0 · · ·dx denotes the lateral average, and the bulk channel con-

ductance is given by Gb(∆ψ) = 4⟨ρ̄s⟩RtRb(e2D/kBT )/(4L/π + Rb + Rt). This
bulk conductance also accounts for the in- and outlet resistance by incorpora-
tion of Eq. (5.1) and depends on ∆ψ through the potential dependence of ⟨ρ̄s⟩,
which is obtained by numerical integration of Eq. (5.8). We note that Eq. (5.9)
obtained from the PNPS equations (5.2)-(5.6) has precisely the form expected
from the circuit depicted in Fig. 5.2(a): it consists of the sum of a bulk and sur-
face (pore) conductance, G = Gb +Gs (Fig. 5.2(a, green)), whereas the tip and
base conductances (Fig.(5.2(a, red)) stand in series with the pore and lower the
total conductance per Eq. (5.1). The surface conductance Gs = 4Gb⟨λD⟩/(Rb +
Rt)
(

cosh(eψ0)/(2kBT )−1
)

will vary with concentration through the dependence
of the “channel-weighted” Debye length ⟨λD⟩ ≃ (4πλB⟨ρ̄s⟩)−1/2. In principle we
could include the advective (streaming current) contribution to Eq. (5.9), but its
contribution to the surface conductance is proportional to kBT/
(4πηλBD(cosh(eψ0/2kBT )− 1)) ≪ 10−2 for all our parameter sets and hence
can be neglected [11].

Limiting conductance It is important to note that while the advective contri-
bution to the electric current I can be neglected the advective contribution to the
salt current J (Eq. (5.7)) is key to current rectification as for ICR the flow rate
determines the characteristic voltage ∆ψc, known as the knee voltage for diodes.
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5.3. Theoretical framework

When ∆ψc ≫ |∆ψ| conductance is Ohmic (G0), while for ±∆ψ ≫ ∆ψc the limit-
ing diode conductance (G±) has been reached. From Eq. (5.8)b it can be seen that
for large flow |Pe| ≫ (Rb/Rt)

2 the concentration profile ρ̄s(x)−2ρb ∝ ∆ρ/|Pe| is
potential independent and hence per Eq. (5.9) this limiting conductance G± has
been reached. Hence the characteristic potential ∆ψc is set by the potential for
which Pe=(Rb/Rt)

2 yielding

e∆ψc

kBT
= w(Rb/Rt)[1+(π/4L)(Rb +Rt)], (5.10)

where w = eDη/(kBT ε|ψ0|) is the (dimensionless) ratio of the ionic to electro-
osmotic mobility that quantifies the competition between the rate by which con-
duction adds ions to the concentration profile ρ̄s(x) and electro-osmotic flow re-
moves them. Note that this ratio depends only on electrolyte properties and sur-
face potential and it is not influenced by the geometry whatsoever, being constant
(w ≃ 0.3) over all our geometries and concentrations. The term in the square
brackets of Eq. (5.10) accounts for edge resistance and can be set to unity in the
long-channel limit.

While Eq. (5.9) can be used to describe the conductance for arbitrary ∆ψ

by straightforward numerical integration of Eq. (5.8a), a more convenient closed
form for the limiting conductances G± can be found when neglecting the second
(surface) term for the electric conductance G(∆ψ) in Eq. (5.9). This approxima-
tion therefore neglects surface conductance entirely and subsequently integrating
Eq. (5.8b) yields

G±,b

G0,b
= 1+2wDu

[
log
(
Rb/Rt

)
Rb/Rt −1

−
(

Rt

Rb

) 1±1
2
]
. (5.11)

As such, current rectification is defined by the ratio G−/G+ = ICR where, as be-
fore, Du=σ/(2ρbRt) represents the ratio of salt transport in the EDL with respect
to salt transport in the bulk. The bracketed term of Eq. (5.11) fully captures the
effect of geometry on the concentration profile ρ̄s(x). This last term is zero for
Rt = Rb, positive for G+ and negative for G− and reflects the influence of ge-
ometry on diode polarity. Eq. (5.11) also straightforwardly gives a simple and
convenient analytic expression for the ICR = G−/G+.

In the following sections we consider the small and large potential limits of
Eq. (5.9) to interpret the experimental data by first considering the measured
(Ohmic) conductance G0 at small potential drops |∆ψ| < ∆ψc and then to de-
scribe ICR, which is given by the ratio of conductances G−/G+ in the limit of
large positive (+) or negative (-) potential drops for ±∆ψ ≫ ∆ψc.
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5.4 Ohmic conductance

First we consider the Ohmic conductance, G0, which is found at small potential
drops |∆ψ| < ∆ψc (Eq. (5.10)). In this case the laterally averaged concentration
equals the bulk concentration ⟨ρ̄s⟩ = 2ρb. Hence G0 is given by Eq. (5.9) where
the bulk Ohmic conductance G0,b = 8RtRb(e2D/kBT )/(4L/π+Rb+Rt)ρb and the
surface Ohmic conductance G0,s is determined by the equilibrium Debye length
λD = (8πλBρb)

−1/2. In this regime we find that Eq. (5.9) reduces to several well-
known results depending on the geometry. The conductance of a long conical
channel with negligible surface conductance is retrieved when L ≫ Rb > Rt ≫
λD [212], the Hall conductance of a thin cylindrical pore with negligible surface
conductance is retrieved when L ≃ Rb = Rt ≫ λD [220], and the conductance of a
long cylindrical channel [11] is obtained when L≫Rb =Rt > λD. Hence Eq. (5.9)
extends these classical results to short pores with unequal tip and base radii.

Figure 5.3 shows the experimental Ohmic conductance obtained as G0 =(I(0.05
V)− I(−0.05 V))/0.1 V together with our theoretical model Eq. (5.9) for all four
channels T1, T2, S1 and S2, where we use ψ0 = −0.21 V as it provides the
closest match to the data for all concentrations and geometries. Note that the
classical long-channel theory that neglects entrance resistance through Eq. (5.1)
would overestimate the conductance by a factor of about two for our parameters,
as the effective potential drop is nearly halved (0.46 < ∆ψp/∆ψ < 0.68) in the
experimental geometries. This reduction of the effective potential drop highlights
the importance of edge resistances. It should be emphasized that the experimen-
tal conductance in Fig. 5.3 is normalized by the theoretical bulk conductance
G0,b from Eq. (5.9), which is determined by both pore geometry and electrolyte
properties. At high concentrations this representation highlights that the surface
conductance is negligible, as the conductance in units of G0,b approaches unity
and the experimental data for different geometries collapse into a single curve,
showing that Eq. (5.9) properly accounts for the in- and outlet resistance at the
highest concentration. Some of the deviation between experimental data and the-
ory are attributed to morphological changes due to clogging over the course of the
experiments (see for instance SEM image of T1 after the experiments in SI-5 of
Ref. [181]).

At low concentrations, ρb < 1 mM, both the theoretical and experimental con-
ductance rapidly increase as the concentration decreases, which is due to the sur-
face conductance G0,s contribution increasing with the increasing Debye screen-
ing length. We observe that the concentration at which surface conductance be-
comes comparable to bulk conductance occurs when the tip Dukhin number ap-
proaches unity, G0,s/G0,b ∝ Du= σ/(2ρbRt)≃ 1, which for both T1 and T2 occurs
near ρb ≃ 2 mM for ψ0 = −0.21 V. The experimental variation of conductance
with concentration roughly scales as the inverse square of the concentration, in-
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5.4. Ohmic conductance
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Figure 5.3: Ohmic conductance G0 in units of the bulk conductance G0,b as a function of
the bulk concentration ρb (lower axis) and Dukhin number Du= σ/(2ρbRt) (upper axis) with
tip radius Rt = 0.5 µm representative for the tapered pores T1 and T2 and straight pores
S1, but not for the straight pore S2 with radius Rt = 1.5 µm. The symbols denote the exper-
imental measurements and the lines with corresponding colors are plotted using Eq. (5.9)
with a large surface potential ψ0 = −0.21 V (see text). As expected the conductance con-
verges to the bulk conductance at high-concentration while it increases to triple the bulk
conductance at low concentrations due to the contribution of surface conductance.

creasing by a factor of three when the concentration is decreased by a factor ten.
This scaling can only be understood by using a concentration-independent ψ0 as
opposed to a concentration-independent surface charge density σ . With constant
σ the Dukhin number scales as Du ∝ ρ

−1
b and introduces a surface conductance

which varies by orders of magnitude in our concentration range, which is not ob-
served. Instead, when using a constant ψ0 the surface charge scales as σ ∝ 1/λD
according to the Gouy-Chapman equation, in which case the proper scaling Du
= σ/(2ρbRt) ∝ ρ

−1/2
b is immediately obtained. The existence of a constant sur-

face potential implies that a chemical reaction is responsible for the surface charge
varying with salt concentration. However, while Fig. 5.3 indeed shows that the ex-
perimental conductance qualitatively follows the inverse square-root scaling, there
is a minor quantitative deviation. We attribute this chiefly to charge-regulation be-
yond the constant-potential model of the silica-water interface [232], which could
introduce variations in ψ0 by a factor ∼ 3 in the range [10−1 −10−4] M for silica
[112, 230, 231]. We have not included this concentration effect as there is no unan-
imous quantitative measurement of charge-regulation for silica [21, 112, 230–232]
and as to prevent overfitting.
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5.5 Ion current rectification

We now turn to large potential drops where |∆ψ| ≫ ∆ψc (Eq. (5.10)) where we
observe significant current rectification for tapered pores T1 and T2 and the con-
ductance has converged to its limiting value G± (Eq. (5.11)). Current rectifica-
tion in conical pores is well established to be due to the salt concentration in the
pore changing with the applied potential [156–158, 212]. The dependence of the
laterally averaged salt concentration ⟨ρ̄s⟩ on ∆ψ as in Eq. (5.8) in conjunction
with our expression for the conductance Eq. (5.9) immediately result in a voltage-
dependent conductance. In Fig. 5.4(a) we use Eq. (5.8) to plot the salt concentra-
tion profiles ρs(x)/(2ρb) in the conical pore T1 for ∆ψ between −0.5 V and 0.5
V and a concentration ρb = 6 mM. It can be seen that for negative voltages there
is a build-up of ions, while for positive voltage drops the pore becomes depleted.

This increase and decrease of the salt concentration, characteristic of the con-
ical geometry, is highly dependent on the applied voltage, but converges to a lim-
iting concentration profile for which inhomogeneous conduction is balanced by
advection. These limiting concentration profiles can deviate up to 50% from the
bulk concentration and in turn significantly modulate the voltage-dependent con-
ductance as can be seen in Fig. 5.4(b). Here we compare G(∆ψ) from Eq. (5.9)
with the experimental conductance normalized by the experimental Ohmic con-
ductance G(∆ψ = 0). We observe two plateaus of high and low conductance for
the theoretical curves at large negative and positive voltages for the tapered pores.
The transition between the two regimes occurs at the borders of the shaded region
|∆ψ| ≤ ∆ψc ≃ 0.05 V beyond which the conductance quickly converges to the
limiting conductance G±. See SI-7 of Ref. [181] for more plots at different con-
centrations for comparison, which all show the same typical S-shaped curve with
the exception for curves at ρb < 1 mM for which the experimental variation is
larger due to leakage currents as discussed in Section 5.2.

In Fig. 5.4(c) we plot the experimental ICR against concentration and tip
Dukhin number, together with results based on both Eq. (5.11) (solid) and the
combination of Eq. (5.8a) and Eq. (5.9) (dashed) using a fitted surface potential
ψ0 = −0.28 V in both cases. Theoretical and experimental ICR obey the same
inverse square root scaling G−/G+ ∝ ρ

−1/2
b as was also observed for Ohmic con-

ductance, which is again due to the concentration dependence of Du at fixed sur-
face potential ψ0. Interestingly, we find that Eq. (5.11) is a good approximation
for the combination of Eq. (5.8a) and Eq. (5.9). The unexpected quality of our
approximation Eq. (5.11) is a result of a cancellation of errors: an increase of
Ohmic conduction due to surface conductance decreases ICR while the variation
of surface conductance with concentration increases ICR.

At low concentrations the inverse square root dependence of ICR breaks down

104



5.5. Ion current rectification

Figure 5.4: (a) Concentration profiles ρ̄s(x)/2ρb for geometry T1 (see text) at a bulk con-
centration ρb = 6 mM as calculated by Eq. (5.8) for ∆ψ between −0.5 and 0.5 V with step-
size of 0.03 V. Depletion occurs for positive potentials (red) while concentration increases
at negative potentials (blue). (b) Conductance normalized by the conductance at ∆ψ = 0
at varying potentials and the same concentration as in (a) where the different symbols rep-
resent the tapered (T1=blue,T2=red) and straight (S1=black,S2=gray) channels, and lines
are plotted using the combination of Eq. (5.8a) and Eq. (5.9) both with a surface potential
of ψ0 = −0.28 V. Vertical lines demarcating shaded area are placed at the characteristic
voltage ∆ψc ≃ ±0.05 V with color corresponding to the respective geometry. Most vari-
ation of the experimental conductance occurs within the shaded region, after which the
conductance converges to the limiting conductances G±. (c) Current rectification given by
the ratio G−/G+ which for experiments is taken as G(±0.5 V) with varying concentration
(lower axis) and Dukhin number for Rt = 0.5 µm (upper axis). Solid lines are plotted with
our approximation Eq. (5.11) that neglects surface conductance and dotted lines are from
the full solution using the combination of Eq. (5.8a) and Eq. (5.9) both using ψ0 = −0.28
V. Peak experimental current rectification is reached near Du ≃ 3 while solid lines grow
monotonically with Du.
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around ρb ≃ 2 mM, where the experimental ICR peaks while our theory predicts
that ICR should keep increasing with decreasing concentration. Such a peak in
ICR has been previously observed in long micrometer-channels [156, 177, 215]
where it was assigned to the emergence of EDL overlapping at low-concentrations.
In our work the concentration depletion in the pore allows for minor EDL over-
lap at the tip at large positive potential drops where the concentration in the tip
approaches zero due to depletion and hence the Debye length diverges. Other
theoretical works predict that in this case of overlapping double layers a peak in
ICR at 1 <Du< 10 [183, 184], which is attributed to salt transport in the EDL
dominating the total salt transport, an effect that is not captured in our model. See
SI-9 in Ref.[181] for the pore selectivity as defined in Ref. [183] for our tapered
geometries with ψ0 =−0.21 V and find a maximum near ρb = 2 mM, in line with
the experiments.

5.6 Discussion of the large surface potential

Both conductance G0 and current rectification G−/G+ are visually fitted using ψ0
as the only fit parameter which we keep constant for all geometries and concen-
trations, yielding ψ0 =−0.21 V for G0 and ψ0 =−0.28 V for G−/G+. However,
the surface chemistry of the silica interface is well studied, and a much lower
surface potential between −0.03 V and −0.1 V is expected in the experimental
conditions of interest here [21]. While surface potentials may vary quite signif-
icantly between different measurement methods, protocols and even subsequent
measurements [21], a discrepancy that exceeds 0.1 V is excessive. From the Gouy-
Chapman equation we find that a pore with a surface potential between −0.21 and
−0.28 V would contain approximately 15-60 times more charge than for a typi-
cal literature surface potential of −0.07 V. Such a large discrepancy cannot be
explained by subtle experimental factors. Induced charge due to membrane ca-
pacitance may partly explain the large apparent charge at large applied potentials
(∆ψ) [233]. However, previous work found that induced charge on 55 nm thick
silicon membranes is comparable to the surface charge of silica [234]. As the
membrane capacitance and therefore the induced charge scales with the inverse
of membrane thickness, we expect the (material specific) influence of induced
charge to be minor in the 2 µm thick membranes used here. Furthermore, the
large apparent charge required to explain Ohmic conductance at ∆ψ ∼ 0, can not
be justified by induced charge. We therefore assume that this deviation stems from
our theoretical model not including all of the key physics.

In our analysis we exclude the charge on the planar membrane outside the
pore, effectively neglecting an edge EDL conductance Gbase

s and Gtip
s as depicted

in Fig. 5.2(a). Other authors have noted that this region on the outside of the
pore can contribute to both the Ohmic conductance [219, 221] and the current
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5.6. Discussion of the large surface potential
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Figure 5.5: (a) Current rectification G−/G+ as function of concentration (lower axis) for
an array of 25 pores. The symbols denote the experimental measurements and the lines
are plotted using Eq. (5.11) using a surface potential of ψ0 = −0.28 V (black, continuous)
and ψ0 =−0.07 V (gray, dashed). No current rectification is found in the experiment, in line
with a pore with a surface potential of ψ0 =−0.07 V. (b) Dimensionless Ohmic conductance
G0 in units of the bulk conductance G0,b in the same representation as in Fig. 5.3 with lines
plotted using Eq. (5.9). The measured conductance corresponds essentially to 25 times
the conductance of a single pore with ψ0 =−0.21 V. The inset of (b) shows an SEM image
of the array directly after fabrication, the scale bar is 10 µm.

rectification [222, 223] for thin pores with Rb/L ≤ 1. The charge on the outside of
the membrane not only increases the edge conductance as noted by [91, 219] but
surprisingly can also induce excess ICR [222]. This excess ICR is due to a radial
electric field driving an inhomogeneous salt current through the EDL ouside of the
pore, leading to accumulation/depletion of salt in the reservoir as we demonstrate
in the Appendix. While excess ICR and excess conductance both occur in the EDL
outside of the pore, they are distinct phenomena whose scaling and characteristic
length scales may differ qualitatively, explaining why the experimental G0 and
G−/G+ are better accounted for with two different surface potentials, ψ0 =−0.21
V and ψ0 =−0.28 V, respectively.

Considering that the charge on the outside of the membrane can contribute to
both ICR and increased conductance we suggest to assign the excess charge from
the large, fitted, surface potential ψ0 to the charge located on the planar membrane
outside of the pore. We estimate the charged surface area Aout outside the pore con-
tributing to current rectification as Aout = Apore

(
(σapp/σlit)−1

)
, where Aout is the

(circular) area outside of the pore contributing to entrance-surface conductance,
Apore is the surface area of the conical pore, σapp = sinh(ψ0e/2kBT ) /(2πλBλD)
is the apparent (Gouy-Chapman) surface charge density resulting from the fitted
surface potential (with ψ0 =−0.21 V for Ohmic conductance and ψ0 =−0.28 V
for ICR) and σlit = sinh(−0.07 V(e/2kBT ))/(2πλBλD) is the surface charge den-
sity as calculated from a literature surface potential of 0.07 V. With these values

107



we find that the outer-membrane EDL within a radius of about 15.0 µm from the
pore center contributes to ICR, while a shorter radius of only 7.4 µm contributes
to Ohmic conductance. This latter value closely corresponds to the Dukhin length
σ/(2ρb) ≃ 7 µm at 10−4 M which was predicted by Refs. [91, 219] to set the
length-scale for (Ohmic) outer-membrane surface conductance.

To verify this larger surface contribution of 15 µm for ICR we derive a solution
for the concentration polarisation far from the pore in the Appendix, and find
that the concentration profile in the bulk obeys a long-ranged inverse square law
decay ρs(x,r) ∝ (r2 + x2)−1 like the electric field with a prefactor proportional
to the inverse aspect ratio Rb/L. This prefactor indicates that outer-membrane
concentration polarisation only occurs for short pores, while the inverse square
decay indicates that the concentration profile decays over lengths much larger than
the pore radius. Both these observations support the hypothesis that surface charge
far from the pore can contribute to current rectification for low-aspect ratio pores.
Unfortunately we were unable to construct a theory simultaneously accounting for
concentration polarisation in- and outside the pore, while numerical (COMSOL)
calculations of the full PNPS Eqs.(5.2)-(5.6) proved unstable.

To experimentally test our hypothesis a 5×5 array of conical pores with di-
mensions Rt ≃ 0.35 µm, Rb ≃1.4 µm and L ≃ 2 µm with a spacing of 10 µm
between the pore centers (≈ 106 pores/cm2) was constructed by our collaborators.
In Fig. 5.5(a) we show the ICR calculated with Eq. (5.11) using the literature sur-
face potential ψ0 =−0.07 V (dashed line) and the large surface potential obtained
from the single pore fitted with ψ0 =−0.28 V (solid line) together with the exper-
imental data for the array (symbols). We observe that ICR is greatly reduced for
the array, virtually disappearing over the whole concentration range. In contrast
the Ohmic conductance of the array is essentially 25 times the single pore conduc-
tance given by Eq. (5.9) as shown in Fig. 5.5(b). Considering that the single pore
results are based on the fitted value of ψ0 = -0.21 V, the surface conductance there-
fore remains excessively large compared to that expected for a literature surface
potential of ψ0 =−0.07 V (solid line). In line with our hypothesis, these observa-
tions therefore surprisingly imply that the charge on the outside of the membrane
contributes over a smaller range to conductance than to ICR, so that interference
only occurs for the latter at this spacing.

5.7 Conclusion

To conclude, we have presented a theoretical analysis off ion current rectification
(ICR) in tapered micropores connecting aqueous KCl solutions, leading to three
main results.

(i) We analysed the ionic current rectification in conical micropores fabricated
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5.7. Conclusion

in crystalline silicon membranes without further chemical modification at KCl
concentrations where the (bulk) electrolyte screening length is much smaller than
the pore size, and which is absent in straight cylindrical pores.

(ii) We derive an expression for the conductance of short conical pores ac-
counting for both the EDL within the channel as well as the edge resistance at
the tip and base of the pore. These edge resistances approximately halve the
Ohmic conductance in the experimental geometries. Our expression (Eq. (5.9))
reverts to the Hall conductance in case of thin cylindric pores [220], to the conical
conductance in case of long cones [212], and to the well-known conductance of
straight cylinders with surface conductance for large aspect ratio channels [11].
We find an expression for the characteristic voltage at which current rectification
occurs, ∆ψc ≃ 0.05 V in our geometries, and find a new closed-form expression
(Eq. (5.11)) for the limiting ICR at large potential drops. While, like other authors,
we find that rectification scales with the Dukhin number, our expression contains
two new dimensionless terms: the ratio w of the ionic and electro-osmotic (fluid)
mobility and a term describing the influence on geometry which solely depends
on the tip-to-base ratio. Using two different surface potentials (ψ0 = −0.21 V for
Ohmic conductance and ψ0 = −0.28 V) our theory closely matches the experi-
mental results for all but the lowest concentrations and largest potential drops. In
this regime of extreme depletion minor EDL overlap occurs at the tip, invalidating
the starting assumption of non-overlapping EDL’s in our theory.

(iii) Finally, we discuss the physical interpretation of the surface potential ψ0
which is our sole fit parameter. Our fitted surface potential is excessively large
compared to literature values and should not be interpreted as the actual poten-
tial but rather as an apparent surface potential. This apparent potential is inflated
by the contribution of charge on the outside of the membrane, a region explicitly
excluded from our theoretical description. We estimate from the fitted ψ0 that
charge on the membrane surface within about 7.4 µm of the pore contributes to
(Ohmic) conductance at low potentials and within 15.0 µm to ICR at larger po-
tentials. We test this hypothesis by considering an array of 25 pores with a 10
µm separation of the pore centers (≈ 106 pores/cm2) with no overlap of the low
potential (Ohmic) interaction length and large overlap of the high potential (ICR)
interaction length. While we observe no pore-pore interference for Ohmic conduc-
tion at low potentials, we indeed find that ICR vanishes in the array, in agreement
with our hypothesis. The interaction length for Ohmic conduction is known to
be set by the Dukhin length [91, 219] while for ICR we show that a long-ranged,
inverse-square-distance decay determines the pore-pore interaction, in line with
the experimental observations. For thin membranes this apparent contribution of
the charge on the outside of the membrane to both surface conductance and ICR
may be beneficial for single pores, however these contributions could be detri-
mental in densely packed arrays that would be desirable for applications. Further
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investigation of the interaction length for outer-membrane conductance and ICR
with different pore densities is therefore particularly relevant.
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5.8 Appendix

5.8.1 Calculation of the electric field

In this section we will calculate the electric field −∇ψ not only within the pore but
also in both reservoirs. This analysis supposes that the space charge ρe outside the
EDL is negligible, ensuring that the electric field is divergence free ∇2ψ = 0. We
assume (i) that the electric field in the bulk reservoirs far from the pore

√
r2 + x2 ≫

Rb is isotropic and decays like an electric monopole by the inverse square law
∝ 1/(r2 + x2) and, (ii) that no electric field permeates the channel walls. The far-
from-pore assumption (i) breaks down in the near-pore region r2 +x2 ≃ R2

b where
the electric field diverges and therefore a characteristic cut-off length scale for
this asymptotic decay has to be identified. Natural length scales would be the tip
and base radii Rt and Rb near which the far-from-pore solution fails, but to obtain
quantitative agreement with numerical calculations we have to multiply the base
and tip radii by π/4. Choosing this factor will also reproduce the exact resistance
for a cylindrical, 2D-pore as derived by Hall [220]. Following assumption (ii)
the field inside the conical pore 0 < x < L scales as ∂xψ ∝ 1/(πR2(x)) as the
total, radially integrated, lateral electric field has to be constant. Combining these
expression we find the electric field over the centre axis r = 0 is given by

−∂xψ(x,r = 0) =



απ2

4
∆ψ

(
π

4
Rb − x

)−2

if x < 0;

α∆ψR−2(x) if 0 < x < L;

απ2

4
∆ψ

(
x+

π

4
Rt −L

)−2

if x > L,

(A5.1)

where the constant length α = RbRt/(4L+π(Rb +Rt)) can be found by requir-
ing that the electric field is continuous at the pore edges, the total potential drop
equals ψ(−∞)−ψ(∞) = ∆ψ . The maximum electric field (at the tip) is equal to
α∆ψ/R2

t . We have chosen to evaluate the electric field on the center line where
the field is purely axial as to give an explicit expression for one of the vector com-
ponents of −∇ψ . Furthermore we note that this component is of greatest interest
as it is responsible for the axial currents through the pore. In Fig. A5.1 we com-
pare the analytic expression of the electric field (Eq. (A5.1)) over the central axes
and find good agreement with numerical results.

5.8.2 Inlet-outlet concentration polarisation

In this section we will construct a far-from-pore solution demonstrating concentration-
polarisation in the bulk reservoir with x < 0 connected to the pore base. In-
stead of the cylindrical (x,r,θ) coordinates used in the main text it will be con-
venient to treat the problem in spherical (s,φ ,θ) coordinates with s2 = x2 + r2
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Figure A5.1: (a) Gradient of the electric potential ∂xψ(x) and (b) electric potential ψ(x)
along the central axis r = 0 for the T1 geometry (see the main text) at a vanishing surface
potential and ρb = 1 mM for ∆ψ = 0.01 V with symbols from numerical calculations and
lines resulting from Eq. (A5.1). This parameter set is representative for the experimental
system at high concentrations, where surface conductance is negligible. The base and
tip locations are at x = 0 and x = L denoted by vertical lines. There is good agreement
between numerical and analytic results.

and cosφ = x/
√

x2 + r2. We consider fluxes far from the pore opening s ≫ L
where the electric field Eq. (A5.1) simplifies to ∂sψ ≃ −απ2∆ψ/(4s2). The aim
here is to calculate ρ̂s(s), with ˆ· · · = (2πs2)−1 ∫ 2π

0
∫

π

π/2 · · ·s2 sin(φ)dφdθ the aver-
age over a hemisphere centered on the origin extending in the bulk with radius s.
The hemispherical average ρ̂s(s) is not representative for the local concentration
ρs(s,θ ,φ) which is expected to have a large φ dependence as the electric double
layer is localized at φ = π/2 and the far-from-pore Landau-Squire [77] solution
for the fluid flow u(s,φ) is much larger at φ = π than at φ = π/2. Both these
complicating factors will expectedly yield a concentration profile with larger de-
viations from bulk concentration near the membrane surface φ = π/2 compared
to φ = π . Nevertheless our expression for ρ̂s(s) can explain two experimental
observations, (i) concentration-polarisation in the bulk reservoir is expected in the
small-pore limit L/Rb ≃ 1 and (ii) the concentration profile extends long distances
into the bulk, exhibiting long-ranged, inverse-square decay.

Inhomogeneous salt flux Integrating the radial component js,s(s,φ) of the
salt flux to obtain the total salt flux Ĵ(s) =

∫ 2π

0 dθ
∫

π

π/2 dφ sin(φ)s2 js,s(s,φ) and
imposing the stationarity condition ∂sĴ = 0 we find a differential equation for the
concentration ρ̂s(s) averaged over a hemisphere,

D(2π∂s(s2
∂sρ̂)−

π3ασ

2s2
e∆ψ

kBT
)+Q∂sρ̂s = 0, (A5.2)

with s denoting the radius of the hemisphere over which the concentration is aver-
aged, α being defined below Eq. (A5.1) and where

∫ 2π

0 dθ
∫

π

π/2 dφ sin(φ)s2ρe(s,φ)=
−2πsσ stems from hemispherical charge-neutrality. Furthermore we made the ap-
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proximation that flow can be considered to be isotropic which combined with in-
compressibility yields 2πs2us(s) =−Q, where the minus sign was added so that a
radially inward flow in the bulk reservoir results in a positive Q following the con-
vention in the main text. Solving Eq. (A5.2) for ρ̂s with bulk boundary conditions
ρ̂s(∞) = ∂sρ̂s(∞) = 0 we find

ρ̂s(s)−2ρb = ∆ρres

(
exp
( lPe

s

)
− lPe

s
−1
)

s≫|lPe|≃ ∆ρres

2

(
lPe

s

)2

, (A5.3)

where the measure for the concentration profile extending into the reservoir is

∆ρres =
πσ

4l2
Pe

e∆ψ

kBT

[
RbRt

4L/π +Rb +Rt

]
, (A5.4)

with the Péclet length lPe = Q/2πD signifying the distance from the origin at
which advective and diffusive transport rates are equal. Note that Q and hence the
Péclet length has a sign. The term in square brackets vanishes in the long-channel-
limit as the electric-field in the bulk and correspondingly ∆ρres go to zero in this
limit, which shows that no pore-pore interactions are expected for long, thin pores.

While our solution was specifically derived for the base reservoir with x < 0
and φ ∈ [π/2,π], our solution Eq. (A5.3) is valid in the tip-connected reservoir
with x > L and φ ∈ [0,π/2] when interchanging −∆ρres for ∆ρres and −lPe for lPe
as the flow and electric field are anti-symmetric between tip- and base-connected
reservoirs. Due to the anti-symmetry of the far-from-pore solutions the depletion
in one reservoir leads to a compensating excess in the other reservoir for s ≫ |lPe|
(where the asymptotic decay is independent from lPe) and the only contribution
to ICR is expected from the near-pore region. The unphysical divergence of the
concentration profile near the pore for positive (inward) flows s ≪ lPe prevents us
from connecting the far-from-pore solution to the near-pore region. In this regime
the large inward flow sweeps up the concentration profile and concentrates it in
the near-pore region where the far-from-pore solution breaks down.

Discussion As the flow is always inwards for one of the two reservoirs there
is no scenario where the far-from-pore solution can be used to describe the en-
tire experimental system. We note that this focusing of the concentration profile
near the base for positive flows also complicates numerical calculations: a signif-
icant effort was made to obtain numerical calculations from COMSOL, however
no finite-element system could be created that was stable beyond a very narrow
parameter regime. Our numerical calculations always showed reservoir concen-
tration polarisation in some form. The near-pore solution is expected to very
sensitively depend on all experimental length scales, including Péclet and Dukhin
length. A “holistic” model describing the entire concentration profile extending
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over both the reservoirs and pore would be desirable as it would allow for quanti-
tative predictions without an “apparent” ψ0 as fit parameter. This problem is left
for future study.
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English summary

It has only recently been discovered that when water flows along a mineral surface,
the charge of that surface can change dramatically [32]. This finding led to con-
siderable discussion and in Chapter 2 we resolve this controversy by considering
new experimental observations which show down-stream variation in the surface
charge upon flow. Our calculations reveal that the flow-induced charge variation
result from a delicate interplay between dissolution, charging, flow, and diffusion.
We also show that both dissolution and charge gradients will alter mineral-liquid
interfaces due to the flow of water seeping through soil.

For many materials the chemical reactions described in Chapter 2 are poorly
understood. Recently, experimental techniques have become available that can
probe the time-dependence of the charge on the solid-liquid interfaces at sub-
second timescales and in Chapter 3 we provide a theory to describe such ex-
periments. Here we show that a single-time trace of the surface charge contains
key information on not only the valency and the number of reacting ions, but also
on the mechanism by which these ions react and that the nonlinear kinetics are
similar to those of autocatalytic reactions. Reexamining several experiments in
the literature we find they exhibit characteristic features of our model.

In Chapter 4 we consider non-linear transport through conical pores, whose
unique transport behaviour has made this geometry attractive for a variety ap-
plications. One such exotic phenomenon is the dramatic pressure sensitivity of
the electric current through a pore, which was only recently demonstrated experi-
mentally [173]. We describe this mechanosensitive diodic behavior theoretically,
which requires disentangling the complex and subtle interplay of inhomogeneous
ion and fluid fluxes which are all driven by a simultaneous pressure and voltage
drop over the channel. We do not only find the optimal pressure drop for diodic
behaviour, but also reveal the optimal geometry.

In Chapter 5 we extend the theory of the Chapter 4 to describe experiments
with ultra-short, micrometer, cones with large radii and short lengths. In line with
our theory such conical pores exhibit significant current rectification. However, to
quantitatively account for the observed conductance a very large surface potential
is needed in our theoretical model, from which we infer that surface charge on the
outside of the membrane contributes to rectification. We show that the entrance re-
sistance of the thin pores is not only of key importance for the Ohmic conductance
but also influences their diodic conductance.
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Nederlandse samenvatting

Pas onlangs is ontdekt dat wanneer water langs een mineraal stroomt, de opper-
vlakte lading van het mineraal sterk verandert [32]. Deze bevinding heeft tot
aanzienlijke discussies geleid en in Hoofdstuk 2 lossen we deze controverse op
door een nieuwe experimentele observatie uit te leggen. Onze berekeningen laten
zien dat de door stroming geı̈nduceerde verandering van de lading op het opper-
vlakte het resultaat is van een subtiele wisselwerking tussen oplossing, oplading,
stroming en diffusie. We laten ook zien dat gradienten van dissolutie en lading
zich natuurlijk kunnen vormen wanneer water door de aarde sijpelt.

Er is vaak weinig bekend over de chemische reacties die verantwoordelijk zijn
voor de lading op mineralen in water, zoals beschreven in Hoofdstuk 2. In Hoofd-
stuk 3 laten we zien dat chemische informatie verkregen kan worden door de
dynamiek van de oppervlakte lading te bestuderen. Zo is niet alleen de valentie
en het aantal reactieve ionen te bepalen, maar ook het mechanisme waarmee deze
ionen reageren. We laten zien dat de chemische kinetiek sterk lijkt op de kinetiek
van autocatalytische reacties. We gebruiken onze theorie om enkele experimenten
uit de literatuur opnieuw te interpreteren, en concluderen dat deze experimenten
karakteristieken uit ons model vertonen.

In Hoofdstuk 4 beschrijven we niet-lineair transport door kegelvormige kanalen,
wiens unieke transport eigenschappen uitermate geschikt zijn voor een verschei-
denheid aan toepassingen. Een voorbeeld van een bijzondere vorm van transport is
de extreme drukgevoeligheid van elektriciteit door een kegelvormig kanaal [173].
We beschrijven de drukgevoeligheid van dit transport theoretisch, waarvoor we
eerst de complexe en subtiele wisselwerking tussen inhomogene ionische en fluı̈de
stromen moeten ontwarren. Uit onze analyse volgt niet alleen de optimale druk
voor diodisch transport, maar ook de optimale geometrie voor het kegelvormige
kanaal.

In Hoofdstuk 5 gebruiken we de theorie van Hoofdstuk 4 om experimenten te
beschrijven met korte kegelvormige kanalen, waarvan de radius en lengte beide
ongeveer 1 micrometer zijn. Zulke kanalen vertonen significante rectificatie van
de elektrische stroom, maar een kwantitatieve beschrijving van deze rectificatie
vereist echter een onrealistisch hoog oppervlakte potentiaal. Hieruit concluderen
we dat de lading op de buitenkant van het membraan sterk bijdraagt aan rectificatie.
We laten zien dat de weerstand van de kanaal ingang niet alleen van belang is voor
de Ohmische weerstand, maar ook het diodische gedrag beinvloedt.

117





Acknowledgments

First and foremost I would like to thank my promoter, RENÉ VAN ROIJ. You are
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[86] Z. Leonenko, M. Rodenstein, J. Döhner, L. M. Eng, and M. Amrein, Lang-
muir 22, 10135 (2006).

[87] J. Brown, G. E., A. L. Foster, and J. D. Ostergren, Proc Natl Acad Sci U S
A 96, 3388 (1999).

126

http://dx.doi.org/10.1073/pnas.96.7.3388
http://dx.doi.org/10.1073/pnas.96.7.3388


Bibliography

[88] M. Kleber, I. C. Bourg, E. K. Coward, C. M. Hansel, S. C. Myneni, and
N. Nunan, Nature Reviews Earth & Environment 2, 402 (2021).

[89] Y. S. Ho, J. Ng, and G. McKay, Separation and purification methods 29,
189 (2000).

[90] S. Ringe, E. L. Clark, J. Resasco, A. Walton, B. Seger, A. T. Bell, and
K. Chan, Energy & Environmental Science 12, 3001 (2019).

[91] L. Bocquet, Nature Materials 19, 254 (2020).
[92] S. Faucher, N. Aluru, M. Z. Bazant, D. Blankschtein, A. H. Brozena,

J. Cumings, J. Pedro de Souza, M. Elimelech, R. Epsztein, J. T. Fourkas,
et al., The Journal of Physical Chemistry C 123, 21309 (2019).

[93] M. Kosmulski, Chemical properties of material surfaces, Vol. 102 (CRC
press, 2001).

[94] M. Kosmulski, Chemical properties of material surfaces, Vol. 102 (CRC
press, 2001) p. 590.

[95] V. Tandon, S. K. Bhagavatula, W. C. Nelson, and B. J. Kirby, Electrophore-
sis 29, 1092 (2008).

[96] E. J. W. Verwey and J. T. G. Overbeek, Journal of Colloid Science 10, 224
(1955).

[97] T. Hiemstra, W. H. Van Riemsdijk, and G. Bolt, Journal of Colloid and
Interface Science 133, 91 (1989).

[98] A. T. Celebi, M. Barisik, and A. Beskok, Microfluidics and Nanofluidics
22, 7 (2018).

[99] T. Mouterde and L. Bocquet, Eur Phys J E Soft Matter 41, 148 (2018).
[100] B. Werkhoven, J. C. Everts, S. Samin, and R. van Roij, Physical Review

Letters 120, 264502 (2018).
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[227] A. V. Delgado, F. González-Caballero, R. Hunter, L. K. Koopal, and J. Lyk-
lema, Pure and Applied Chemistry 77, 1753 (2005).

[228] H. S. Harned and R. L. Nuttall, Journal of the American Chemical Society
71, 1460 (1949).

[229] CRC Handbook of Chemistry and Physics, Vol. 85 (CRC press, 2004).
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