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In order to collaborate or interact with AI systems we have expectations about their
behaviour. In this project we present a novel framework to study how to monitor AI
systems in such a way that the expectations for the performance are formulated into
an interpretable, knowledge-based system for monitoring. Monitoring is comparing the
in- and output of the AI system, i.e. observed model behaviour, to intended behaviour.
We have to consider how to represent this intended behaviour because modelling the
intended behaviour using data would result in another model of a target system similar
to the AI system’s model. We suggest a knowledge-based model constructed using the
prescriptions is more effective.

The problem setting consists of an AI system, which has to be monitored because
there are expectations about its functioning. The AI system has to be monitored while it
is running, since the expectations can be context specific. An impression of this is given
in Figure .
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Figure 1. Impression of the setting

The target system is the process the AI system attempts to model [1]. The focus here
is on statistical models, trained using parts of the data from the target system that are
observable. Prescriptions are expectations about the output, that is the behaviour of the
AI system, as defined by humans interacting with the system. This is information that is
not included in the AI system because it can be context specific. Output that is accurate
according to the AI system and that also adheres to the prescription is referred to as
intended behaviour. If this is not the case, the output is flagged. A monitoring system
would be designed to use the prescriptions in order to monitor the AI systems behaviour.
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It is one thing to monitor an AI system to see whether expectations are fulfilled, but
another to make decisions about what the expectations are and thus whether the output is
‘good’ or ‘bad’. The monitoring system is not defined as deciding what output is wrong;
Prescriptions are determined externally, meaning monitoring itself is a technical opera-
tion devoid of assigning value. In social situations norms are expectations of behaviour.
A norm is characterised as a particular rule or normative principle that is accepted in a
particular group or community [2] or as “an expected behaviour in a social setting” [3].
Norm monitoring is then described as “determining whether an individual is adhering to
this expected behaviour”. This fits the characterisation of monitoring. Norms are how-
ever only suggested as a potential partial representation of intended behaviour because
they are indicators of the expectations of humans. They do not dictate what is ’good’,
define a strict form of representation or fully model intended behaviour.
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Figure 2. The full monitoring setting with AI system and monitoring system. Marked are four individual
sections which are elementary patterns. This framework represents all elements of the setting that are designed
systems with in- and outputs, this does not include the target system.

Using the design patterns from Bekkum et al.[4], we can formally depict in Figure 1
the systems and processes of the monitoring setting. Box 1 describes the process through
which prescriptions are modelled from human knowledge. The resulting semantic model
informs the monitoring system. Box 2 describes training a statistical model from data.
model:statistic is the model used by the AI system represented by pattern 3. Box 4

is the monitoring process, a deductive process.
Thusfar we only have the stepping stones from which to continue research in this

monitoring setting. This analysis helps to identify the questions: how to do the compar-
ison between the intended behaviour and the observed AI system behaviour? and how
to represent the intended behaviour using prescriptions? Like with most research there
are a vast amount of possible research directions and factors to take into consideration.
Further work will have to look into uncertainty, comparing distributions and learning AI
systems. Using the abstract framework of the setting presented here these challenges can
be formulated in a more structured manner. The next step in this endeavour will also in-
clude finding technical representations and notations. For a further exploration of future
research possibilities, as well as a more thorough analysis, see [5].
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