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1. Phonotactic knowledge and its effects on perception

The phonotactic status of sound combinations has Iskown in various ways to
influence speech perception, suggesting that krdyee of phonotactics is
represented in the minds of listeners. Phonotdatmwvledge has the potential to
help correct errors and resolve ambiguities indbeustic signal (e.g. Hallé et al.
1998) and can also provide other valuable inforomatfor instance cues to detect
word boundaries. As phonotactic influences on pgeice depend on the listener’s
language (e.g. Dupoux et al. 1999, Weber and Ca0é&6; Lentz 2011: Ch. 3-4),
phonotactic knowledge also has to be language{fépaoid cannot be assumed to be
reduced to phonetics proper.

This contribution discusses the architecture @ingnar that can generate
the information necessary to explain perceptuakot$f of phonotactic well-
formedness. The grammar captures both probabilisiat categorical phonotactic
knowledge and describes both its categorical arablignt effects on speech
perception.

The simplest understanding of phonotactic knowledgethat it is
knowledge of distributions of sound combinationkisTunderstanding requires no
assumptions about complex and/or phonotactic-gpetafarning predisposition.
However, not all phonotactic knowledge can be diyeaelated to mere
distributional knowledge: some unattested combimstiare treated as more well-
formed than others (Berent et al. 2007, Moreton220Disteners must be assumed
to (also) have more complex phonotactic knowletlgen simple tabulations of
frequency counts. Nevertheless, many phonotadtéctsfon perception are closely
correlated to frequencies of occurrence (Vitevieohd Luce 1998, 1999). Such
effects of phonotactics are often gradient; attle® empirical evidence has the
form of observed facilitation of highly frequentrmbinations. On the other hand,
there are also categorical effects, usually assatiaith application of phonotactic
illegality, e.g., misperceptions of illegal phonttia structures (Polivanov 1931,
Hallé et al. 1998).

Gradience and categoricalness, but also formaivledge and observed
effects, have to be distinguished to be able tccriles and explain phonotactic



effects on perception. There is probabilistic krexge, of gradient well-

formedness, which formally expresses the degreéhioh a structure (e.g. phoneme
combination) is phonotactically well-formed. Thésealso categorical knowledge of
markedness, with certain marked structures belagal. It is tempting to separate
categorical effects as caused by categorical maded and gradient effects by
probabilistic knowledge, but such a separation detsimental effects, as will be
explained below.

The effects of phonotactic knowledge on speeclegmion are observed
between acoustic input and lexical access. A pémepgrammar containing
phonotactic knowledge should therefore be embedimteda model of word
recognition as a preparser, mapping continuous cépeéeput to phonological
percepts that are subsequently mapped onto wordddxical recognition grammar.
Ruling out phonotactically illegal candidates isigelly beneficial, hence effects of
markedness can be categorical: phonotacticallgallephoneme strings can by
definition not occur in actual words. After illegaptions are discarded, multiple
legal phonological percepts remain.

Instead of yielding one optimal percept, a grammapping acoustic input
to phonological percepts must be capable of ratgrmnultiple candidates, with
possible gradient differences in well-formedness.

2. How phonotactic knowledge can affect perception
2.1. Categorical markedness

This contribution describes the preparsing prooegh a grammar similar to
Boersma’s (1998, 1999) proposal, which employs ftlagnework of Optimality
Theory (OT; Prince and Smolensky 2002 [1993]). e fperception grammar,
acoustic cue constraints govern the mapping betwaasustic input and the
phonemic level. Phonotactic cues have to be tak®naiccount in perception as well
to account for phonotactically driven mispercepticend perceptual biases (the
theoretical possibility was suggested by Boersm@7p0Phonotactic constraints
should be ranked among cue constraints that prperéect matches and those that
protect shoddy matches.

One form of gradience can also be described vétagorical markedness:
if the acoustic input is not close to any categting perception grammar will still
recognise it as a near category, but phonotactes @an modulate this process
towards the nearest phonotactically legal percEptdence that this modulation
occurs is provided by e.g. Massaro and Cohen (1988)y used stimuli such as
Iple/-/prel, both legal, but also /tle//tre/, wdehe /I/ is not legal, or /sle/-/sre/,
where the /r/ is not legal. Perception of the sdcphoneme depended on the F3
value at the onset of the glide. It was manipuldtede 2397, 2263, 2136, 2016,
1903, 1796 or 1695 Hz. The first is most likethk last most like /r/.

To formalise this in the perception grammar, tlweustics have to be
covered by cue constraints, such as a constraimR¥(j2136], 2397), militating
against perceiving a stimulus with an F3 value I3&as belonging to the category
of 2397 Hz. The latter category corresponds to pheneme /I/; for ease of
exposition the cue-to-category constraints will &epressed with reference to
phonemes, hence *A®P([2136], /I/) expresses that the F3 value 2136 khoat be



categorised as /I/. There is also a constrainsRM[2136], /r/) that forbids mapping
input with a 2136 F3 value to /r/ and a generakt@int against not categorising the
input, CATEG. The perceptual input-output mapping of a stimulits an F3 of 2136
Hz will proceed as shown in the tableau of Tablevhen the context is
phonotactically neutral.

Table 1 Perception without phonotactics: ambiguous input

p[2136]e | QTEG *WARP([2136], /I/) *WARP([2136], /r/)
< Jpre *
/p2136e/ *!

Iple *

For ambiguous input, the ranking of the two coristsadetermines the best output,
namely /r/; the constraint against categorising2h®@6 Hz F3 as /I/ is evaluated first,
as it is ranked highest and /r/ is perceived. Wiheninput F3 is 2397, i.e. a perfect
/I, the tableau changes to the one in Tabhldecause the constraint against
perceiving the input correctly as /I/, ANP([2397], /I/), is ranked low and the
constraint against perceiving the input as /r/AR®([2397],/r/), is high.

Table 2 Perception with perfect input. AP has been abbreviated to *W.

p[2397]eCATEG *W([2397], /r/) *W([2136], /I/) *W([2136], /r/) *W([2397], /I/)
Ipre *

/p2397¢/ *!

< Iple *

Massaro and Cohen (1983) found that the ambigutimsilis were more likely to be
perceived as the phoneme that was phonotacticdigl,| given the context. Hence,
an ambiguous sound in the context s#e was morky ligebe perceived as /I/ than as
Irl. However, if s[2136]e is the input to the tedlein Tablel, the outcome would
still be /sre/. If the example of a sound with éhdf 2136 is assumed to be subject
to a phonotactic influence, a constraint againgtigssnough to model this effect, as
shown in Table3. The ranking of */sr/ among the *ARP determines how strong the
phonotactic effect is, in other words, the degreatich acoustic cues are ignored
to fulfil the phonotactic constraint.

Table 3 Perception with phonotactics: ambiguous inpue dption of not
categorising and the constraint against it have Iseppressed.

s[2136]e*W([2397], /r/) *Isr] *W([2136], /I) *W([2136], /r/) *W([2397], /I/)
[sre *1 *
<o sle *

The phonotactic constraint might not prevent illegarceptions if the input is a
perfect match with an illegal combination, as shawTable4, now for the illegal
combination /tl/, against which a constraint isoaspposed to exist.



Table 4 Perception with phonotactics: perfect input.

t[2397]e*W([2397], /r/) */tl/ *W([2136], /I/) *W([2136], /r/) *W([2397], /I/)
ltre *|
< ftle/ * *

Categorical effects can also be explained with ecqm@ion grammar containing
phonotactic constraints. If the constraint */tl/ sManked at the top of the grammar
in Table4, the percept would never have been the illegalltdwever well the F3
matches the /I/.

Another type of gradience that OT grammars catucaps found in speech
segmentation. The perception grammar should ngt wotmalise acoustic input to
phonemes, but also parse the continuous speech impuword-like chunks. The
chunks might not be actual words; they are subiedexical look-up. Under the
assumption that there are (too) many (partial) hegcbetween continuous speech
input and lexical items at the phonological levas, well as the assumption that
lexical look-up is costly, a preparser is usefulitadirects lexical look-up to the
optimal way to match input to words. If lexical leap would be initiated at every
phoneme in the speech input, many matches thatitatihe speech stream fail to
continue matching will arise. Partial lexical loak; as predicted by the Cohort
model (Marslen-Wilson 1987), does occur, but phaciit guiding is found for
speech segmentation (Mattys et al. 2005, Lentz 200h13-4; cf. McQueen 1998).

Such guidance can partially be modelled by apptinaof markedness
constraints, e.g. by splitting illegal clustersiwitord boundaries, which is generally
correct. E.g, McQueen (1998) found that a word aaglvk/ ‘rok’ skirtin Dutch is
easier to spot when embedded after a consonantahabt form a legal cluster with
the word. E.g., in fmrok], the word /pk/ was spotted more easily than irdfbk].

In OT terms, the mapping:ffirok] to /fim.rok/ (the dot denotes a boundary) is better
than other segmentations, because it does nott@itiaor/. In the case of {dirok],

the segmentationi/irok/ is optimal, because it does not violate the Butonstraint
against voiced obstuents in the coda.

In normal language, the optimal candidate migkb atot always match
lexical items. A phonotactically suboptimal parsegim be lexically optimal.
Boundaries might be missed, because they are mdtanotactically illegal contexts,
or incorrectly inserted in marked but not fullyetjal clusters. If the preparser is
sound, its optimal candidate might be the mostlfike be correct over a large
number of similar parses, but not necessarily iargvnstance. If lexical look-up
using the phonologically optimal percept fails, freparser has to provide a new
parse (Kager 2010). The more well-formed a segrtientis, the more likely it is to
arise quickly; thus, this small adaptation to dla&T yields gradience in effects.

An illustration of the phonotactic grammar’s segation capacity is a
description of the behaviour of participants in atdh word spotting study by Lentz
(2011: Ch. 3, 5). Participants’ optimal segmentatior illegal clusters as [sr] was
/s.rl. However, Dutch was a second language forgooep of participants; their first
language allowed all relevant clusters. Participdimdm this group were more likely
to make the segmentation /.sr/ than native Dutstlediers, if no word started at the



Irl. This gradient difference can be modelled bguasing that if the optimal /s.r/

solution is rejected, the preparser comes up wih As the next option. This

segmentation violates possible contiguity constraintecting them. The non-native
listeners are assumed to have not yet ranked dsstigh as native listeners. Any
constraint protecting /st/, e.g. a constraint prafg consonant clusters in onsets,
cannot be ranked lower than */sr/, because thenlésts prefer to split [st]. The

native and non-native grammars, tuned to theirgpesice for segmentations aligned
with the constraint */sr/, do not yet describe tiradient difference between the
groups. This kind of gradience, arising from catez constraints, needs the OT
grammar to yield gradient well-formedness. The needtion discusses how this
goal can be obtained.

2.2. Gradient differences for identical evaluations

Coetzee (2009) shows one way for an OT grammarssigm different levels of
phonotactic well-formedness to different legal fernHe proposes that gradient
well-formedness be derived from the harmonicitytted output, as defined by the
markedness constraints. Two forms can be comparedtheir violations of
markedness constraints: the highest markednessraimmghat is violated by only
one of the candidates decides which of the caneidatmore well-formed. Another
option to capture gradience in a phonotactic gramiased on categorical
constraints is provided by Stochastic OT (Boers®@71 Boersma and Hayes 2001).
In Stochastic OT, the ranking of each constraintdiswn from a Gaussian
distribution around a ranking value for every newvalaation. The variation in
ranking per evaluation allows the evaluation toyvaf the ranking values of two
constraints are near each other, their order isiko be different in different
evaluations. The closer conflicting constraints, &he higher the variability of the
optimal candidate. Boersma and Hayes (2001) proplose the degree of well-
formedness be derived from probability of occureeamd that categoricalness is
simply a limit case.

Stochastic OT can solve the problem posed in tle¥igus section. An
output candidate has a probability of being optimad series of cases of the same
input, but this does not directly translate to dl-fe@medness value in an individual
case, unless the evaluation process is assumesirepbated many times. The latter
can be assumed to have happened in the segmergapienments given above, as
the results reported on these experiments are gag@ver participants and items. If
in the native listeners’ grammar the */sr/ consirdé ranked higher than in the non-
native listeners’ grammar, the latter has the *¢fwéer to the competing contiguity
constraint. In some evaluations, random noise enréimking values will flip the
order of the constraints and hence change the apgiercept, but this is more likely
in the non-native grammar with the constraint *femked closer to the contiguity
constraint. The native grammar with the constramatsked far apart predicts the
native listeners to hardly ever come up with amghibut /bes.ron/, while the non-
native listeners with the constraints ranked clpssimetimes evaluate the other
option /be.sron/ as optimal (see TaB)eNote that Coetzee’s proposal, that does not
feature stochastic rankings, cannot differ betw#ennative and non-native well-
formedness in this way, as the absolute rankinth@fmarkedness constraint is the



same in both grammars. However, if his proposahdspted to derive well-
formedness from the ranking value of violated caists, the same difference in
well-formedness of mappings containing /sr/ woutd found between native and
non-native listeners.

Table 6 Two ficticious Stochastic OT evaluations exenyiti§ segmentation with

Slavic-influenced phonotactics. In this fictionatagnple, the two constraints are
ranked close, at 100 and 102. The actual rankingleisided anew for every
evaluation by drawing a value from a Gaussianitistion around the ranking value
of the constraints.

Evaluation 1
102+2=104 100-1=99
[besron]*/sr/ ONSET(CC)
/be.sron *1
< /bes.ron *
/besr.on *
/besron *|
Evaluation 2

100+1=101| 102-2=100
[besron]ONSET(CC) | */sr/

< [be.sron *
/bes.ron *|

< /besr.on *

</besron *

2.3. On the form of phonotactic knowledge

Only negative and categorical constraints have besed above. Probabilistic
knowledge might be of a positive nature (the mostracture occurs, the easier it is
to process). One might consider that even neg&ineviedge is in fact inverted
positive knowledge, i.e. absence of positive knolgke causes markedness effects.
However, Weber and Cutler (2006) report resultssecond language perception
cannot be reduced to knowledge of legality, nantiedy listeners use knowledge of
markedness from their first language, as well asnfitheir second language, to
segment speech. In German, /sl/ cannot occur wéhionset, while this is legal in
English. On the other hand, English forbids efig.ih onsets, while this is legal in
German. In both languages, both clusters cannobbas. Participants in Weber and
Cutler’s experiment were Germans who were highbfipient in English, as well as
English native listeners that did not know Germahey had to spot words in
nonsense strings and the illegality of clustervioled a benefit to word recognition,
because such clusters cue a boundary aligned létkvord. E.g., in the case of the
nonsense strings [darsiieh] and [daflid3on], containing the English word /kdn/,
‘legion’, the German learners used both English &sidman illegality knowledge
and were able to benefit from it and spot the waith greater ease than in a
baseline condition. English listeners did not cdesisl/ illegal, as it is not illegal in



English; therefore they do not benefit from faailibn provided by the German
illegality of /sl/ that cues the segmentation /datgon/, which does not contain the
offensive combination and thus does not violate dbestraint */sl/. The English
listeners only spotted words with greater easéhéndase of [dglid3on], showing
use of the knowledge thafl//is illegal in English. This suggests that thegksh
knowledge that the German participants had acquiréged resembles markedness
contraints, namely ¥/, in other words thaff¥/ is illegal. They would be predicted to
have greater trouble, not less, if they would iadt@ave acquired that /sl/ is more
probable in English than in German. Speech segrientdhus provides an
important indication for the existence of repreainhs of phonotactic markedness
that cannot be reduced to positive knowledge.

Additional evidence for the influence of phonotad&tnowledge on speech
segmentation can be found in Lentz (2011: Ch. 3)ere pairs of illegal clusters
were pitted against each other, e.g. /dl/ andirtliyvhich the first cannot be split as
the result would be a voiced obstruent in codatposiwhich is illegal in Dutch, the
experiment’s language. Words (starting with /I aetected easier when preceded
with a nonsense string ending on /t/ than if thimgtended in /d/ (e.g.ap/ ‘lap’ rag
in [sytlap] is easier to spot than in [sygl, /syt/ nor */syd/ being a word but the
latter being phonotactically illegal).

In fact, markedness and probabilistic knowledgenoa be reduced to the
same representation. Spanish-language learnersitoh@3hows that misperceptions
in Dutch, caused by the Spanish illegality of s+mrants (sC) clusters, does not
exclude acquisition of the higher well-formednas®utch of some of these clusters
(Lentz 2011: Ch. 2). Listeners can thus entertadnflicting probabilistic and
markedness knowledge about the same structurdbe lassumption that positive
knowledge is necessary is licensed, the questionaires whether it can be
incorporated in the same grammar as the markedness.

If neither grammars based on categorical markedresmstraints, nor
grammars based on probabilistic knowledge seeriadw ¢he prediction of gradient
facilitatory effects as well as categorical effedtee assumption that both kinds of
knowledge exist is licensed by the complexity of thfluence of phonotactics on
perception. A new question is then if both typé&mowledge act within the same
grammar, or if a markedness-based grammar exptaitegorical effects, separate
from a probabilistic grammar that explains gradiarffects. Nevertheless, a
separation of markedness and probability togeth#r n@spectively categorical and
gradient effects is not desirable, as it makesidssible to describe gradient effects
caused by markedness.

Such descriptions are especially desirable insctasguage descriptions, as
illustrated by cases in which a sound combinatismavoided in one language
depending on the phonological context, while ic#&egorically illegal in another
language. Such a case is coda obstruent voicinBuith and German. Dutch
generally does not allow coda obstruents to be edhidout regressive voicing
assimilation can optionally change a coda obstriurgata voiced one (Wetzels and
Mascaré 2001, Zonneveld 2007). In other words, esbigbstruents are categorically
illegal when assimilation does not apply, but wiassimilation does apply, it has a
probabilistic nature. German has completely caiegbffinal devoicing, since it
does not feature voice assimilation. This crosgtlistic observation shows that one



and the same chunk of knowledge (the constrairihageoiced obstruents in codas)
can have gradient effects in one language and aaded effects in another. OT
grammars containing a devoicing constraint captiéicing with its phonological
principle and phonetic properties, as the condgtreéngrounded in articulatory
phonetics and confirmed by language typology; iditwh, final devoicing is
observed categorically in those contexts that av&ffected by contact with other
phonemes in Dutch, indicating an interaction witheo factors. A theory with a final
devoicing constraint and constraints governing e@cassimilation can explain the
legality and thus non-zero probability of obstrueetvoicing in both Dutch and
German codas, as well as its categoricalness im&er The idea that linguistic
regularities are observed in interaction with othegularities is the hallmark of
constraint-based theories, in which constraintshmawriolated but only if needed to
avoid the violation of more important constrainffo also incorporate the
probabilistic nature of certain effects, such agcmg assimilation but also the
phonotactic facilitation discussed above, classic ggammars do not suffice, but
adaptations of such as Stochastic OT do. Thishailtliscussed below for the case of
the gradient differences in ease of processing dmtwforms of different
probabilistic phonotactic well-formedness.

2.4. Positive knowledge within constraint-basedngnzars

The gradience associated with probabilistic phartats occurs between different
mappings, i.e. between two or more mappings thatadeshare input. The output of
each mapping is optimal, but it is reached morecldyiwhen it is more well-
formed: effects of this nature were reported by ¥itgvitch and Luce (1998, 1999)
and Luce and Large (2001). These authors found wlatls containing frequent
biphones are recognised faster than words contpiess frequent biphones (when
the confounding effects of lexical neighbourhoo@ @aken into account). The
mappings taking place in both cases do not vidiitefulness constraints, as both
words were properly produced. A classical OT apghoavith markedness
constraints expressing phonotactic knowledge thogs chot suffice to explain such
phonotactic effects on perception. Probabilistifees might be better described
with a non-markedness based knowledge represamaditevitch and Luce (1998,
1999) already proposed the existence of sublex@m@mlesentational units for high-
frequent phoneme combinations, next to word ancheime representations. Such
units serve to provide extra connectivity betweeput and word representations,
aiding recognition of those words that containfteguent phoneme combinations.

Gradient effects and probabilistic (positive) eifinces between different
legal percepts are not captured in such classigg@mmars. Above, two ways in
which OT grammars can be adapted to yield graddfeicts as well have been
discussed. However, these gradient effects weraveatkerfrom markedness
constraints, i.e. from negative knowledge and dd wpet relate to positive
probabilistic knowledge. They were also not forfatiént input, but about the
probability that a different mapping occurs for gzame input.

Borrowing Vitevitch and Luce’s idea that there aspresentations for
highly well-formed phoneme combinations, consticén be envisaged that refer
to well-formed (highly probable) combinations, ifiaghion similar to the contiguity



constraints proposed by Adriaans and Kager (200@)p propose that the high
probability of some phoneme sequences should bentako account in speech
segmentation. Contiguity constraints representtipesknowledge, but Adriaans and
Kager’s proposal interprets them as a ban on isigitell-formed structures. In this
way, they function similarly to markedness consitisiin that they are assessed by
violations, not by satisfactions. Hence, the stath@avaluation of candidates with a
ranked constraint set still applies.

As probabilistic phonotactic knowledge also affeetord recognition in
general, contiguity constraints should be integuemore liberally as generally
favouring perception of certain phonotactically Mfefmed structures. Contiguity
constraints are then constraints against not résimgncertain combinations. If such
constraints force their biases on perception withritigation, they would change
the input to the most well-formed word without respto the input. Consider as an
illustration (borrowed from Vitevitch and Luce 1998ords with the high-frequent
biphone /kae/, such as ‘cat’, that are recognisert reasily than words without high-
frequent biphones such as ‘fish'. Input of the fdfofi might then be more likely to
be perceived as ‘cat’ than as ‘fish’, because #tied violates a constraint in favour
of recognising /kae/. Such abrupt changes in pearegian be prevented by high-
ranked faithfulness constraints for phonemes: caim$ protecting the mapping [f]-
Ifl, [1]-h/ and []-/f1 stop the recognition ofiff as ‘cat’, when ranked above the /kae/
constraint. Alternatively, one can assume contjgaibnstraints to be faithfulness
constraints themselves, referring to input-outpappings. If the constraint /kee/ is
interpreted as “do not perceive anything withowe/kf the input contains [kee]”,
wild misperceptions are also avoided, without tkeassary assumptions that other
constraints outrank them.

Contiguity constraints such as /kee/ should makentlapping [keet]—/kaet/
more optimal than mappings with words containirgslprobable biphones, e.gJl/f
‘fish’. In the gradient well-formedness calculati@i Coetzee (2009), both are
assessed on the same set of markedness constsairifs[fi[]—/fif/ violates more
important markedness constraints than [keet]-/kde®/ gradient difference is
covered. In the simple reading of /kee/ as “percékee/”, the perceptual mapping
[fy]-/fyl violates /kee/. Under the reading that the coitijgtonstraint /kae/ protects
the biphone when present in the input, Coetzeapqsal to derive gradient well-
formedness differences would not work, becausg-/fif/ then also fulfils this
constraint (vacuously).

If Stochastic OT is used to generate gradientctffethe form of the
contiguity constraint can be both. If a generalstraint to perceive well-formed
structures is used, with a ranking value derivednfthe probability of the structure,
the more probable a structure is, the higher ranked constraint requiring its
perception. This makes percepts containing thesectates more likely to be
optimal, as they do not violate the high-rankedtigiity constraint. If probabilistic
well-formedness is seen as captured with faith&greonstraints, in an evaluation in
which the drawn rankings of the faithfulness caaists protecting the individual
phonemes are low, the biphone faithfulness comtisistill probably ranked high,
also explaining ease of processing compared toscaswhich the input does not
containing highly probable structures. In the Iatigase, constraints against
categorisation of input can be ranked higher tHaonpme faithfulness constraints;



the ranking of e.g. biphone constraints are n&tyiko come to the rescue if they are
not ranked high.

4, Conclusion

An OT grammar very similar (if not equal) to Boeessn(1999) proposal, either as
Stochastic OT applied repeatedly or as classic Qi additional calculation of
gradient well-formedness using Coetzee’s (2009p@sal, can render categorical
effects such as misperceptions, gradient effecsocieted with illegality or
markedness as described above for speech segroaraati the gradient facilitation
in processing associated with probabilistic phociita.

If a constraint-based grammar of the kind desdribbove performs the
evaluation of output candidates against the setcofistraints representing
phonotactic knowledge, speech segmentation, peraeusions and phonotactic
influences on the perception of sequences of ambigsound that occur before
lexical recognition can be described; the percdptuaput is a ranked set of
candidates on a level before lexical access. Thaest-ranked candidate is not
optimal in the classic sense as being the only gratical option, but it is optimal in
a more everyday use of that term: it is the sofutlmat is most probably the correct
one. As it is not guaranteed to be the only sofytiess well-formed candidates can
also be submitted to lexical look-up. In this pregeprobabilistic knowledge of
frequent sound combinations has gradient effedten&tactic knowledge aids the
speech recognition process at the prelexical leyehapping raw acoustic input to a
string of pseudowords, normalised by phonetic ahdnptactic constraints in the
perceptual grammar. The preparser restricts theothggis space for word
recognition and thus allows lexical material to wect more efficiently to the input,
bypassing unnecessary computations such as thealdaok-up of a pseudoword
with an illegal sound combination.
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