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A B S T R A C T   

Inter-individual variability in behavioral and physiological response has become a well-established phenomenon 
in animal models of anxiety and other disorders. Such variability is even demonstrated within mouse inbred 
strains. A recent study showed that adaptive and non-adaptive anxiety phenotypes (measured as habituation 
and/or sensitization of anxiety responses) may differ within cohorts of 129 mice. This variability was expressed 
across both anxiety- and activity-related behavioral dimensions. These findings were based however on re- 
analysis of previously published data. The present study therefore aimed to empirically validate these findings 
in 129 mice. In addition, we assessed such inter-individuality in two other strains: BALB/c and C57BL/6. 

Males of three mouse inbred strains (BALB/c, C57BL/6 and 129S2) were behaviorally characterized through 
repeated exposure to a mild aversive stimulus (modified Hole Board, 4 consecutive trials). Behavioral obser
vations were supplemented with assessment of circulating corticosterone levels. 

Clustering the individual response trajectories of behavioral and endocrine responses yielded two multidi
mensional response types of different adaptive value. Interestingly, these response types were displayed by in
dividuals of all three strains. The response types differed significantly on anxiety and activity related behavioral 
dimensions but not on corticosterone concentrations.  

This study empirically confirms that adaptive capacities may differ within 129 cohorts. In addition, it extends 
this inter-individual variability in behavioral profiles to BALB/c and C57BL/6. Whether these two sub-types 
constitute differential anxiety phenotypes may differ per strain and requires further study.    

Abbreviations 
mHB modified Hole Board 
pCORT blood plasma corticosterone concentrations (nmol/L) 
CVI Clustering Validity Index; GLMM: Generalized linear mixed 

models 

1. Introduction 

Inter-individual variability in emotional reactivity to environmental 
challenges is a well-established phenomenon in animal models of stress, 
anxiety, depression, and post-traumatic stress disorder (e.g. [1][2][3] 
[4][5][6]). This type of variability has repeatedly been associated with 

complex interactions between genetic and environmental factors, which 
are partly modulated by epigenetic processes [7][8]. 

Inter-individual variability has become of increasing interest in an
imal models that study the underlying mechanisms and/or treatment of 
psychiatric diseases [3][6]. In humans, the susceptibility to develop 
psychopathologies and the response to treatment is known to vary 
greatly between patients [3]. Similar circumstances may trigger devel
opment of affective disorders in some, while other individuals are un
affected [9]. 

Incorporating this variation in animal models may therefore not only 
make these models more representative [6], but could also improve our 
understanding of the underlying mechanisms that are involved in this 
differential susceptibility [3][9]. 
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It has been suggested that a starting point for mapping such differ
ential susceptibility could be a more in depth, individual based, char
acterization of behavior of a particular animal model [3]. This could 
then be followed by the identification of biological markers that may 
explain the differences between these sub-groups [3][9]. 

Behavioral habituation and sensitization are two contrasting forms 
of learning, and are defined as either the decremental (habituation) or 
incremental (sensitization) change in behavioral response after repeated 
exposure to environmental stimuli (provided these stimuli are not 
accompanied by biologically significant consequences) [10]. 

In rodents, exposure to novelty induces a biologically adaptive 
anxiety response that enables individuals to respond appropriately to 
potential threat [11]. In an adaptive phenotype, repeated exposure to 
such stimuli results in habituation (i.e. the waning) of anxiety-related 
behavior, enabling individuals to adapt to environmental challenges 
[11][14]. Several studies suggest that the opposite of a habituation 
response (i.e. a sensitization of anxiety behavior) may reflect a 
non-adaptive anxiety phenotype, that can be used as an indicator of 
pathological anxiety in rodent models [11][13][14][15][16]. 

In these studies, two strains that differed in innate emotionality [17] 
were repeatedly exposed to a mild aversive stimulus (the modified Hole 
Board). BALB/cJ (known as a neophobic mouse strain [18]) displayed 
initial high levels of anxiety that decreased with repeated exposure to 
the test. At the same time, exploration and locomotion increased, which, 
taken together, reflected successful habituation. In contrast, 129 mice 
consistently showed low initial levels of anxiety-related behavior that 
increased with repeated exposure, suggesting a sensitizing anxiety 
response [11][13][14][15][16]. This non-adaptive behavioral profile 
was further characterized by a lower expression of the immediate early 
gene c-Fos (a marker for neural activity) in the prelimbic cortex and 
lateral septum, brain areas involved in the integration of emotional and 
cognitive processes, compared to rapidly habituating BALB/c. 

Re-inspection of the behavioral data from these studies however 
demonstrated that responses may differ between individuals within 
these strains [19]. Using a multivariate cluster analysis on the combined 
data from these studies, van der Goot et al. [19] identified two ho
mogenous subgroups of mice that followed the same response across 
trials: a habituation and a sensitization cluster. These clusters were 
found to be multidimensional, with individual mice consistently 
grouping together across dimensions indicative of anxiety related 
behavior, but also activity behavior [19].The profiles of these subtypes 
mirrored the BALB/c specific habituation response, and the sensitization 
response that was characteristic for 129 mice. These individual based 
analyses however also revealed that a sub-population of 129 mice dis
played a successful habituation response, which was overlooked when 
only comparing average strain responses. 

The identified behavioral profiles were based on retrospect analyses 
on a dataset that consisted of multiple experiments. These studies were 
conducted over a time span of 4 years and varied naturally in experi
menter, test location, time of year etcetera – all factors that are known to 
affect variability between experiments [20][21]. 

Therefore, the question remained to what extent the observed inter- 
individual variability, and its expression within and across strains was 
representative of variation in (sub-)types of response BALB/c and 129 
mice in general, or whether the identified clusters were part result of the 
mere variation that was inherent to analyzing a dataset consisting of 
multiple experiments. 

The goal of the present experiment therefore was to empirically 
validate the previous findings, and assess inter-individuality in adaptive 
capacities in a controlled experiment. Three mouse inbred strains were 
behaviorally characterized by repeated exposure to the modified Hole 
Board. Two strains - BALB/c and 129S2 - were also observed in the 
previous studies [13][14][15][16]. In addition, we assessed 
inter-individual variability in habituation and sensitization responses in 
an additional strain: C57BL/6. According to the data presented by The 
Jackson Laboratory these three inbred lines are the most frequently used 

mouse strains in biomedical research. Phenotypic characteristics of 
these strains have been reviewed elsewhere [22]. C57BL/6 mice are 
typically classified as non-anxious and highly active [23][24][25][26]. 
When repeatedly exposed to the modified Hole Board, these mice are 
characterized as highly active, displaying low levels of anxiety-related 
behavior and showing no further habituation to the test [27]. 

Mice were individually characterized on the same five behavioral 
dimensions that comprised the previously identified clusters [19]: 
avoidance behavior, risk assessment, arousal, exploration and 
locomotion. 

Alongside these behavioral responses we assessed whether individ
ual variation on a behavioral level would also be reflected in cortico
sterone concentrations. In general, circulating corticosterone levels have 
been found to correlate with the intensity of anxiogenic situations in 
mice [28]. Glucocorticoid responses however, may also vary consider
able in response to stressors in rodents [29][30][31]. High trait anxiety 
for example, correlated positively with plasma corticosterone concen
trations in sub populations of C57BL/6 mice [32][33][34]. Behavioral 
observations were therefore supplemented with the assessment of 
plasma glucocorticoid concentrations. 

2. Materials and methods 

2.1. Ethical statement 

The experimental protocol was approved by the Central Animal 
Experiments Committee, Den Haag, the Netherlands (CCD approval 
numbers: AVD1080020172264 and AVD1080020172264–1). The deci
sion for approval was based on the Dutch implementation of EU direc
tive 2010/63/EU (Directive on the Protection of Animals Used for 
Scientific Purposes). The experiment was conducted according to the 
Dutch ‘Code on Laboratory Animal Care and Welfare’. Furthermore, the 
present animal study is reported to the best of our abilities according to 
the revised ARRIVE guidelines (ARRIVE 2.0; https://www.nc3rs.org. 
uk/revision-arrive-guidelines [35][36]. 

2.2. Animals and housing 

This study tested naïve males of three mouse inbred strains: BALB/ 
cAnNCrl (hereafter C, see http://www.informatics.jax.org/mgih 
ome/nomen/strains.shtml#labcodes, n = 40, albino), C 

57BL/6NCrl (B6N, n = 40, black) and 129S2/SvPasCrl (129S2, n =
38, agouti). An additional two 129S2 mice died due to health reasons 
unrelated to the study and were not tested. The sample size was deter
mined beforehand and based on recommendations for cluster analysis 
by Dolnicar et al. [37]. 

This study assessed inter-individuality in male mice only. It has 
reliably been established that incorporating both sexes when analyzing 
between group factor (strain, sex etc.) and/or treatment effects in 
factorial designs does not necessitate a duplication of sample size [39] 
[40][41]. 

To our knowledge however, it is unclear whether the same mecha
nism applies to unsupervised clustering techniques, such as the one used 
in this study. Unsupervised clustering approaches do not have any a 
priori assumptions regarding the distribution and variance of the data 
[40]. This unsupervised nature makes these analyses more sensitive to 
anomalies in the data than classical statistical approaches, and it has 
been established that the detection of meaningful clusters increases with 
sample size [37]. To ensure a maximal sample size, while maintaining a 
manageable technical load due to repeated testing in multiple inbred 
strains, it was therefore decided to first explore this variability in males, 
with the intention to extend potential findings to females in a follow up 
study. 

Animals were bred by and purchased from Charles River Germany 
(Sulzfeld, Germany) and arrived at the research facility in four batches 
of n = 10 per strain. All mice were 6–8 weeks old upon arrival (mean 
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body weight ± SEM and range of strains per batch are in supplementary 
Table S1). All animals were housed at the Central Laboratory Animal 
Research Facility of Utrecht University. Testing took place in the same 
rooms as where the animals were housed, and test equipment was placed 
in each room prior to arrival of the animals. 

Mice were housed individually in Macrolon Type II L cages (size: 365 
× 207 × 140 mm, floor area 530cm2, Techniplast, Milan, Italy) with 
standard bedding material (autoclaved Aspen Chips, Abedd-Dominik 
Mayr KEG, Köflach, Austria) and a tissue (KLEENEX® Facial Tissue, 
Kimberley-Clark Professional BV, Ede, the Netherlands) and a PVC- 
shelter (Plexx BV, Elst, the Netherlands) as enrichment. Our previous 
research demonstrated that stress-levels in individually housed male 
mice did not differ significantly from socially housed male mice [38]. 
Food (CRM, Expanded, Special Diets Services Witham, UK) and tap 
water were available ad libitum. 

Upon arrival mice were randomly allocated to one of two laboratory 
animal housing rooms for a habituation period of 17 days under a 
reversed 12 h light/12 h dark cycle (lights off at 7:00 AM) with a radio 
playing constantly as background noise. The number of mice per strain 
was kept similar between testing rooms. Relative humidity (mean per
centage ± SD) was controlled (room A: 61.8% ± 3.93, range 48.3% – 
81.0%; room B: 62.4% ± 4.16, range 50.5% – 81.1%) with a ventilation 
rate of 15–20 changes/hour and an average room temperature (mean C 
± SD) of 22.1 C± 0.33 (range 20.4 – 23.6) and 22.2 C± 0.33 (range 20.3 
– 23.7) for rooms A and B respectively. Both animal rooms also housed 
female C57BL/6NCrl mice throughout the entire duration of the study. 

The mice were handled three times a week during the habituation 
period by the same experimenters that conducted the behavioral ob
servations. During handling mice were accustomed to a polycarbonate 
clear mouse handling tube (Plexx BV, Elst, the Netherlands) according to 
the protocol from Gouveia & Hurst [43]. One handling tube was used 
per room to habituate the mice. The tube was cleaned with water and a 
damp tissue between animals. In addition, mice were picked up at the 
tail base to habituate them to the blood collection procedure for corti
costerone measurements (see 2.4 Experimental protocol and blood 
sampling). 

2.3. Modified hole board 

Mice were tested in the modified Hole Board (mHB), a test for 
assessment of unconditioned behavior that combines characteristics of 
an open field, a hole board and a light-dark box [44][45]. The mHB 
allows for analyzing a range of anxiety and activity related behaviors 
and as such is suitable for a complete phenotyping of complex behav
ioral constructs, such as behavioral habituation of anxiety responses 
[44]. The paradigm has been described extensively elsewhere [45] and 
is only briefly explained here. The apparatus consists of a gray PVC 
opaque box (100 × 50 × 50 cm) with a board made of the same material 
(60 × 20 × 20 cm) functioning as an unprotected area, as it is positioned 
in the center of box. The board stacks 20 cylinders (diameter 15 mm) in 
three lines.  The area around the board is divided into 10 rectangles (20 
× 15 cm) and 2 squares (20 × 20 cm). The periphery was illuminated 
with red light (1–5 lux) and functioned as the protected area. In contrast, 
the central board was illuminated by an additional stage light (120 lux) 
in order to increase the aversive nature of the central (unprotected) area. 

2.4. Experimental protocol and blood sampling 

Mice were behaviorally characterized through repeated exposure to 
the mHB. Testing occurred between 09:30 AM and 2 PM, during the 
active phase of the animals. Each batch was tested on 4 consecutive 
testing days within a single week. All mice were tested individually for a 
total of 4 consecutive trials. Each trial lasted 5 min and test order within 
batch was randomized across strains. 

At the start of the first trial, mice were transferred from the home 
cage to the mHB using the handling tube, and always placed in the same 
corner, facing the central board. During the test, mice were allowed to 
freely explore the mHB-set up. Between trials mice were transported 
back to their home cage using the handling tube and the mHB was 
carefully cleaned with water and a damp towel before the next trial 
commenced. 

Behavior was scored live using the software Observer version 12.5 
(Noldus Technology, Wageningen, the Netherlands). In addition, trials 
were recorded on video camera for raw data storage. Behavioral ob
servations were conducted by two trained observers, each of which al
ways tested in the same housing room. Inter-observer reliability was 

Fig. 1. Display of avoidance behavior across trials in strains C, B6N and 129S2, as scored by each experimenter. Results are expressed as integrated behavioral z- 
scores and presented as means with 95% CI. Effects were significant in a LMM at P < 0.05. S indicates a significant main effect of strain; T a significant main effect of 
trial; SxT indicates a significant interaction between strain and trial; E denotes a significant main effect of experimenter. 
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established prior to the start of the study at a moderate to good level 
[46] with an average Cohen’s κ = 0.74 (range 0.67–0.84) over an 
average percentage agreement of 94% (range 89.6–97.14). 
Intra-observer reliability was established at a good level for both ex
perimenters (Experimenter I, average Cohen’s κ = 0.83, range 
0.78–0.87; Experimenter II: average Cohen’s κ = 0.85, range 0.70-0.95) 
over average percentage agreements of 93.35% (range 92.18–95.19) 
and 97.28% (range = 95.94–98.6) respectively. 

Circulating plasma corticosterone levels (pCORT) were assessed for 
each individual at three sampling moments. The first blood sample was 
taken one week prior to the behavioral test (7 days ± 1). The second 
sample was taken directly after behavioral testing, approximately 30 
min after the first mHB trial. The third sample was collected one week 
after behavioral testing (7 days ± 1). 

For each individual mouse, it was ensured that all three samples were 
collected on approximately the same time of day to avoid fluctuation of 
pCORT due to circadian rhythm [47]. 

In order to determine baseline pCORT levels in rodents for the first 
and the last blood sample, the average time from picking up the home 
cage from the home shelf to finishing the blood collection was recorded 
(first sample: 120.8 ± 43.4, range 58 – 319; third sample: 127.1 ± 33, 
range 61 - 276, time in seconds). With an average collection time of 120 
s pCORT levels on both levels were considered baseline/not-affected by 
handling stress. Blood sampling was conducted dropwise via tail vein 
incision [49], using a single edge industrial blade (GEM®: SPI Supplies, 
West Chester, PA, USA) by experienced technicians who were not 
involved in behavioral observations. Sampling occurred in a separate 
room, mice were transported to this location in their home cage, which 
was covered with a blanket because the corridor between the two rooms 
was not under a reversed light-regime. 

Blood drops were collected in pre-chilled EDTA coated Microvette® 
CB300 capillaries (Sarstedt, Nümbrecht, Germany) and stored on ice 
until plasma was collected by centrifuging the capillary tubes for 30 min 
on 4 C and 3000 rpm (diameter of the rotor: 17 cm) in a centrifuge (IEC 
Microlite/Microlite RF®: Thermo Electron Cooperation; West Sussex, 
UK). Next, plasma (10–20 µl) was pipetted into microtubes and stored at 
− 26 C until further analysis. 

2.5. Corticosterone response 

Blood plasma corticosterone levels were determined by radio- 
immunoassay (RIA) according to the manufacturers’ protocol of the 
Corticosterone Double Antibody Kit. Blood samples were coded by 
number and analyzed in a randomized sequence on the level of indi
vidual mouse, so samples from one individual were kept together at all 
times. Due to technical problems during sampling, or during the labo
ratory assay there were missing samples (in total n = 17, of n = 17 
individuals). 

2.6. Behavioral variables 

Behavioral patterns were assessed by scoring behaviors listed in 
supplementary Table S2. These behaviors were scored as separate var
iables during testing. However, previous research has shown that the 
separate behavioral variables scored in the mHB can be reliably allo
cated to five behavioral dimensions: avoidance behavior, arousal, risk 
assessment, exploration and locomotion [50][51,52]. In a previous 
study the identified clusters were composed of these five dimensions 
[19]. Therefore these same dimensions were again included in the pre
sent study. 

The separate variables were summarized to their corresponding 
dimension by using the method of integrated behavioral z-scoring. This 
method was first proposed by Guilloux et al. [53] and further extended 
by Labots et al. [52] as a method for behavioral phenotyping in mice. 
The exact procedure is described in detail elsewhere [19][52] and will 
therefore only be described briefly here. 

In short, behavioral variables that measured different aspects (or 
different units) of the same behavioral dimension were normalized and 
combined to a single score representing that particular behavioral 
dimension or motivational system. Normalization was done by z-score 
transformation, which measures the amount of standard deviations each 
observation is above or below the mean of a reference group [52]. The 
transformed separate variables were averaged within each behavioral 
dimension. In the present experiment we used the pooled data (across all 
strains) as the reference group, as suggested by Labots et al. [52]. Sup
plementary Table S2 presents an overview of all included variables, per 
behavioral dimension. 

2.7. Statistical analyses 

2.7.1. Missing values and outliers 
The total number of individuals included for statistical analysis per 

strain was C (n = 40), B6N (n = 39) and 129S2 (n = 38). One B6N mouse 
was excluded from further analysis due to a procedural error during data 
collection. Observations that were incomplete (shorter than the 5 min 
trial length) were labeled as missing value (n = 4 trials, of 4 individuals). 
Furthermore, five trials were identified as influential in the behavioral 
dimension locomotion using Cook’s distance, a commonly used estimate 
of influential data points in regression analysis [54]. These trials came 
from two 129S2 animals. One individual had not displayed any loco
motion on the first two trials, resulting in the maximum value for the 
latency to display the first line crossing in these trials (= 300 s, the 
length of the trial). In addition, this individual displayed a high latency 
to the first line crossing on trial 3 (> 200 s). The second individual did 
not display any locomotion on trial 2, and displayed a latency > 200 s to 
its first line crossing on trial 3. These individuals were not associated 
with obvious signs of impaired health/wellbeing (as indicated by reg
ular health checks) and were retained for analysis. 

2.7.2. Analysis general 
All analyses were conducted with R version 3.5.1 in R-Studio [55]. 

Generalized linear mixed models (GLMMs) were run at several stages of 
analysis, using the packages ‘nlme’ [56] and ‘glmmTMB’ [57]. The 
specifics of the models used at each stage are described in the sub
sections below. 

At all stages, model assumptions were assessed visually by inspecting 
the standardized residuals through QQ-plots, histograms and residual 
plots [58][59]. Heteroscedasticity was avoided using the ‘varIdent’ 
variance structure transformation from the ‘nlme’ package when needed 
(or its glmmTMB-equivalent). This particular transformation allowed 
different residual spread for each level of the categorical variables in our 
model [59]. In addition, all models were run with an autoregressive 
correlation structure for continuous time covariates (corCAR1). 

Main and interaction effects from all linear mixed models (LMMs) 
were derived using F-tests with corresponding P-value (P < 0.05). Sta
tistical significance of random effects were computed by means of 
likelihood ratio tests, and reported as Chi Square values. Main and 
interaction effects of analyses using the package ‘glmmTMB’ were re
ported with Wald Chi Square tests, as this package does not (yet) allow 
extraction of F-statistics for testing. 

Pairwise comparisons were conducted using the package ‘emmeans’ 
[60] to follow up on main or interaction effects. To reduce the proba
bility of a Type I error due to multiple comparisons, the α was adjusted 
using a Dunn-Šidák correction in all post hoc tests [61]. Supplementary 
Table S10 presents an overview of the adjusted α-value for each com
parison. All post hoc tests were summarized as beta-estimates and their 
corresponding standard error, t-statistic and P-values. 

Effect sizes for post hoc tests were reported as Cohen’s d, and ob
tained via the package ‘emmeans’. The guidelines provided by Wahlsten 
[62] were used to interpret the absolute values of Cohen’s d (|d|). This 
extensive review of various phenotypes suggested the following inter
pretation of effects for neurobehavioral mouse studies: small effect, |d| 
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< 0.5; medium effect, 0.5 < |d| < 1.0; large effect, 1.0 < |d| < 1.5; very 
large effect, |d| > 1.5. 

2.7.3. Strain differences (behavior and corticosterone) 
GLMM’s analyzed strain differences on each behavioral dimension 

using a 3 (strain) x 2 (experimenter) x 4 (trial) mixed factorial design. 
Strain, experimenter and trial were included as fixed predictors, as well 
as their two- and three-way interactions. Individual mouse (ID), slope 
(trial nested in ID), batch and test order were included as random effects 
[63]. 

The variables avoidance behavior, arousal, exploration and loco
motion were analyzed using the package ‘nlme’. The variable risk 
assessment was analyzed with the package ‘glmmTMB’ because the 
distribution of residuals was zero-inflated. Avoidance behavior was 
logarithmically transformed and locomotion rank transformed to ach
ieve normality of the residuals. Avoidance behavior included a variance 
function (‘varIdent’) for strain (allowing different residual spread be
tween strains) to avoid heteroscedasticity. The variables risk assessment, 
exploration and locomotion included the same variance function for 
‘trial’ within ‘strain’ (allowing different residual spread on each trial, for 
each strain). 

Furthermore, the variable pCORT was z-transformed and pCORT 
levels were analyzed with a generalized least squares (gls) model using a 
3 (strain) x 4 (technician) x 3 (sampling moment) mixed factorial design. 
Strain, sampling moment, technician and the interaction between strain 
and sampling moment were included as fixed predictors. Day of test was 
included as a covariate. Individual mouse (ID), slope, batch and test 
order were initially included as random factors but removed from the 
model because the model without random factors gave the best fit (as 
determined by the AIC-criterion). pCORT (nmol/L) was logarithmically 
transformed to achieve normality of the residuals and the variance 
function ‘varIdent’ was applied to allow different residual spread on the 
three samples within each strain. Detailed results of each explanatory 
variable, for each behavioral dimension and for pCORT, are provided in 
supplementary Table S3. Significant main and/or interaction effects 
were followed up by post hoc tests. Detailed results of all post hoc com
parisons for each dimension and for pCORT are provided in supple
mentary Tables S4, S5 and S6. 

2.7.4. Clustering procedure 
Instead of conducting the clustering procedure with the integrated z- 

scores of the behavioral dimensions and the z-score of pCORT, we used 
residual values of these z-scores for this part of the analysis. This was 
done as a means to control for confounding effects of strain, experi
menter, batch and test order during assessment of the occurrence of 
subgroups of individuals that follow a similar behavioral response across 
trials. 

Standardized Pearson residuals of the z-scores were obtained via 
additional LMMs using a 3 (strain) x 2 (experimenter) factorial design 
(behavior) or a 3 (strain) x 4 (technician) factorial design (pCORT). The 
factor ‘trial’ or ‘sampling moment’ was intentionally left out of the 
model because we wanted to maintain this information in the residuals 
so that we could assess the change in behavior over trials, or in pCORT 
over sampling moments. 

For each behavioral dimension and for pCORT, strain and experi
menter/technician were included as fixed factors, with individual mouse 
(ID), batch and test order as random factors. Avoidance behavior and 
pCORT were logarithmically transformed to achieve normality of the 
residuals. Furthermore, avoidance behavior, exploration, locomotion 
and pCORT included a variance function for ‘strain’, allowing different 
residual spread between strains to avoid heteroscedasticity. 

The resulting standardized Pearson residual integrated z-scores were 
subsequently analyzed with a k-means clustering procedure using the 
package ‘kml3d’ [64]. The settings and rationale for using this particular 
package have been described in our previous study in detail [19]. The 
settings used in the present analyses are identical to those specified in 

[19], with the exception of the distance metric used for clustering. In the 
present analyses, the Fréchet distance was used because this metric is 
particularly sensitive for longitudinal data, whereas Euclidean distance 
was used in our previous study [19]. 

Six response trajectories were included for each individual mouse: 
avoidance behavior, risk assessment, arousal, exploration, locomotion 
and pCORT. These were clustered simultaneously to explore the occur
rence of homogeneous groups of mice that followed the same response 
on all behavioral dimensions. Prior to analysis the gap statistic was 
applied to evaluate whether the trajectories were perhaps best repre
sented by a single cluster, using the package ‘cluster’ [65]. This was not 
the case. The gap statistic compares the within-cluster sum-of-squares to 
a null reference distribution of the data, which is then equivalent to a 
single cluster [66], and as such gives an indication of whether it is 
appropriate to partition the data into clusters. The cluster analysis 
compiled 1000 iterations for each k clusters between 2 and 6, resulting 
in 5000 cluster solutions. 

The number of clusters was selected using the approach of Clustering 
Validity Indices (CVI’s) [67], which was adjusted by Wahl et al. [68]. All 
details of this procedure are described in [19]. 

2.7.5. Cluster differences (behavior and corticosterone) 
GLMM’s analyzed cluster differences on each behavioral dimension 

using a 2 (cluster) x 4 (trial) mixed factorial design. A LMM analyzed 
cluster differences in pCORT levels using a 2 (cluster) x 3 (sampling 
moment) mixed factorial design. In all models cluster and trial/sampling 
moment were included as fixed predictors, while individual mouse and 
sampling time (nested in ID) were included as random factors. 

The variables avoidance behavior, arousal, exploration, locomotion 
and pCORT were analyzed using the package ‘nlme’ [56]. The variable 
risk assessment was analyzed with the package ‘glmmTMB’ [57] 
because the distribution of residuals was zero-inflated. 

Locomotion was rank transformed and a square root transformation 
was applied on pCORT to achieve normality of the residuals. The models 
for arousal and locomotion included a variance function (‘varIdent’) for 
cluster, allowing for differential residual spread between clusters to 
avoid heteroscedasticity. The models for avoidance behavior, explora
tion and pCORT included the same variance function for ‘trial’ (or 
‘sampling moment’ for pCORT) within ‘cluster’ (allowing differential 
residuals spread on each trial/sampling moment, within each cluster). 

Detailed results of each explanatory variable, for each behavioral 
dimension and for pCORT, are provided in supplementary Table S7. 
Significant main and/or interaction effects were followed up by post hoc 
tests. Detailed results of all post hoc comparisons for each dimension are 
provided in supplementary Tables S8 and S9. 

2.7.6. Cluster stability 
Stability of the clusters was assessed by a bootstrapping procedure in 

which 200 random samples (of n = 117) were drawn from the dataset 
with replacement (meaning a particular individual could occur multiple 
times in one sample). If clusters are stable, kml3d cluster analyses on all 
200 samples should reveal similar cluster structures [69]. Similarity in 
cluster composition between the bootstrapping samples and the origi
nally obtained clusters was determined by the Jaccard similarity index: 
For each individual mouse, the number of times (out of 200 bootstrap 
samples) it belonged to the same cluster as in the original cluster anal
ysis was determined according to the following formula: number of times 
in the same cluster/total number of bootstrapping samples. The individual 
similarity indices were subsequently averaged across mice to determine 
the overall Jaccard similarity index for each cluster. 

3. Results 

3.1. Strain differences (behavior and pCORT) 

Generalized linear mixed models (GLMM’s) analyzed strain 
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differences on each behavioral dimension using a 3 (strain) x 2 (exper
imenter) x 4 (trial) mixed factorial design. 

Avoidance behavior trajectories significantly differed between 
strains (strain effect: F(2, 111) = 17.44, P < 0.0001; trial effect: F(3, 329) =

11.04, P < 0.0001; strain x trial interaction: F(6, 329) = 8.51, P < 0.0001; 
Fig. 1, supplementary Table S3). Post hoc comparisons (adjusted α =
0.016952) showed that C decreased (P < 0.0001, very large effect size, d 
= 3.312, 95%CI [2.228, 4.396]), while 129S2 increased avoidance 
behavior between trial 1 and trial 4 (P = 0.0015, very large effect size, d 
= − 1.670, 95%CI [− 2.712, − 0.628]). B6N did not display a significant 
change across trials (supplementary Table S4). 

Further post hoc comparisons (adjusted α = 0.016952) showed that 
strains differed in onset levels of avoidance behavior, measured as mean 
avoidance on trial 1. C mice displayed higher onset levels of avoidance 
than B6N (P = 0.0004, very large effect size, d = 2.372, 95%CI [1.045, 
3.699]) and 129S2 (P < 0.0001, very large effect size, d = 5.595, 95%CI 
[4.203, 6.987]). Furthermore, 129S2 displayed lower onset levels of 
avoidance behavior compared to B6N (P < 0.0001, very large effect size, 
d = 3.223, 95%CI [2.044, 4.402]), supplementary Table S5). The dif
ference in avoidance remained significant on trial 2 between C and 
129S2 (adjusted α = 0.025321; P < 0.0001, very large effect size, d =
2.666, 95%CI [1.533, 3.799]) and between C and B6N (P = 0.0057, large 
effect size, d = 1.439, 95%CI [1.045, 3.699]). Overall, strain differences 
disappeared on trials 3 and 4 (supplementary Table S5). 

In addition to these strain differences, avoidance behavior scores 
differed between experimenters (F(1, 111) = 8.61, P = 0.0041). Experi
menter II (Fig. 1, right panel) scored more avoidance behavior than 
Experimenter I (Fig. 1, left panel, averaged over trials, P = 0.0160, 
supplementary Table S6). The size of this effect however was small (d =
− 0.380, 95%CI [− 0.565, − 0.196]). 

Risk assessment trajectories differed significantly between strains 
(strain effect: χ2

(2) = 186.53, P < 0.0001; trial effect: χ2
(3) = 678.71, P <

0.0001; strain x trial interaction: χ2
(6) = 175.72, P < 0.0001), Fig. 2, 

supplementary Table S3. Post hoc comparisons (adjusted α = 0.016952) 
showed that all three strains displayed a significant decrease in risk 
assessment between the first and the last trial (C, P < 0.0001; B6N, P <
0.0001; 129S2, P < 0.0001, supplementary Table S4). Post hoc com
parisons (adjusted α = 0.016952/0.025321) furthermore showed that 
on the first three trials, estimates of mean risk assessment were 

significantly lower for B6N than for C (respectively P < 0.0001; P <
0.0001; P = 0.0014) and lower for B6N than for 129S2 (respectively P <
0.0001; P < 0.0001; P < 0.0001; supplementary Table S5). C and 129S2 
did not differ significantly on any of the four trials (supplementary 
Table S5). 

In addition, risk assessment trajectories differed between experi
menters (experimenter x trial interaction: χ2

(3) = 23.20, P = 0.0001, 
supplementary Table S3). Scored risk assessment levels were signifi
cantly higher on trial 1 (adjusted α = 0.025321; P < 0.0001, supple
mentary Table S4) for Experimenter I (Fig. 2, left panel) than for 
Experimenter II (Fig. 2, right panel). Experimenters did not differ in 
scored risk assessment behavior on the remaining trials (supplementary 
Table S6). Overall, the effect size for this experimenter effect was 
negligible (d = 0.128, 95%CI [− 0.055, 0.311]). 

Arousal trajectories differed between strains (strain effect: F(2, 111) =

3.49, P = 0.0339; trial effect: F(3, 329) = 20.66, P < 0.0001; strain x trial 
interaction: F(6, 329) = 3.57, P= 0.0019; Fig. 3, supplementary Table S3). 
Post hoc comparisons (adjusted α = 0.016952) showed that all three 
strains significantly increased arousal between the first and the last trial 
(C, P = 0.0015, moderate effect size, d = − 0.784, 95%CI [− 1.272, 
− 0.298]; B6N, P= 0.0006, moderate effect size, d = − 0.888, 95%CI 
[− 1.397, − 0.379]; 129S2, P < 0.0001, very large effect size, d = − 1.654, 
95%CI [− 2.169, − 1.140]; supplementary Table S4). 

Arousal levels however were highly similar between strains, as post 
hoc comparisons only showed a significant difference in arousal on trial 
2, with higher levels of arousal in B6N compared to 129S2 (adjusted α =
0.025321; P = 0.0002, moderate effect size, d = 0.931, 95%CI [0.436, 
1.426]). On the remaining trials, arousal did not differ significantly 
between strains (supplementary Table S5). 

Finally, scored levels of arousal differed between experimenters 
(experimenter effect: F(1, 111) = 9.15, P = 0.0031, Fig. 3, supplementary 
Table S3). Arousal scored by Experimenter I (Fig. 3, left panel) was 
statistically higher than that of Experimenter II (Fig. 3, right panel, P=
0.0007, small effect size, d= 0.409, 95%CI [0.224, 0.594], supplemen
tary Table S6). 

Exploration trajectories differed significantly between strains (strain 
effect: F(2, 111) = 38.15, P < 0.0001; trial effect: F(3, 329) = 20.66, P <
0.0001; strain x trial interaction: F(6, 329) = 3.73, P= 0.0113, Fig. 4 and 
supplementary Table S3). Post hoc comparisons (adjusted α = 0.016952) 

Fig. 2. Display of risk assessment across trials in strains C, B6N and 129S2, as scored by each experimenter. Results are expressed as integrated behavioral z-scores 
and presented as means with 95% CI. Effects were significant in a GLMM at P < 0.05. S indicates a significant main effect of strain; T indicates a significant main 
effect of trial; SxT indicates a significant interaction between strain and trial; ExT denotes a significant interaction between experimenter and trial. 

M.H. van der Goot et al.                                                                                                                                                                                                                      



Physiology & Behavior 239 (2021) 113503

7

indicated that all three strains significantly increased exploration be
tween the first and the last trial (C, P < 0.0001, very large effect size, d =
− 2.591, 95%CI [− 3.070, − 2.113]; B6N, P < 0.0001, very large effect 
size, d = − 1.701, 95%CI [− 2.208, − 1.194]; 129S2, P < 0.0001, very 
large effect size, d = − 1.787, 95%CI [− 2.432, − 1.142], supplementary 
Table S4). 

Post hoc comparisons (adjusted α = 0.016952/0.025321) further 
showed that B6N displayed higher levels of exploration than 129S2 on 
all four trials, and higher levels of exploration than C mice on the first 
three trials (supplementary Table S5). Mean exploration did not differ 
between C and 129S2 mice on any of the trials (supplementary 
Table S5). 

In addition, exploration trajectories also differed between experi
menters (experimenter effect: F(1, 111) = 114.95, P < 0.0001; experi
menter x trial interaction: F(3, 329) = 5.08, P= 0.0019, Fig. 4, 

supplementary Table S3). Post hoc comparisons (adjusted α = 0.025321/ 
0.05) comparing exploration scores between experimenters on each trial 
showed that observed exploration was significantly higher for Experi
menter I than for Experimenter II on all four trials (Fig. 4, supplementary 
Table S6). These differences were accompanied by very large effect sizes 
on all trials (supplementary Table S6). 

The model for locomotion (rank transformed) showed that the tra
jectories for locomotion differed significantly between strains (strain 
effect: F(2, 111) = 183.02, P < 0.0001; trial effect: F(3, 329) = 18.91, P <
0.0001; strain x trial interaction: F(6. 329) = 20.94, P < 0.0001; Fig. 5, 
supplementary Table S3). Post hoc comparisons (adjusted α = 0.016952) 
showed that B6N significantly decreased, while C significantly increased 
locomotion between trial 1 and trial 4 (B6N, P < 0.0001, very large effect 
size, d = 1.715, 95%CI [1.375, 2.054]; C, P < 0.0001, moderate effect 
size, d = − 0.971, 95%CI [− 1.421, − 0.520], supplementary Table S4). 

Fig. 3. Display of arousal across trials in strains C, B6N and 129S2, as scored by each experimenter. Results are expressed as integrated behavioral z-scores and 
presented as means with 95% CI. Effects were significant in a LMM at P < 0.05. S indicates a significant main effect of strain; T indicates a significant main effect of 
trial; SxT indicates a significant interaction between strain and trial; E denotes a significant effect of experimenter. 

Fig. 4. Display of exploration across trials in 
strains C, B6N and 129S2, as scored by each 
experimenter. Results are expressed as inte
grated behavioral z-scores and presented as 
means with 95% CI. Effects were significant in a 
LMM at P < 0.05. S indicates a significant main 
effect of strain; T indicates a significant main 
effect of trial; SxT indicates a significant inter
action between strain and trial; E denotes a 
significant effect of experimenter; ExT indicates 
a significant interaction between experimenter 
and trial.   
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129S2 did not display a significant change in locomotion between these 
trials (supplementary Table S4). Furthermore, locomotion was signifi
cantly higher for B6N than for 129S2 on all four trials, and higher than C 
on the first three trials (supplementary Table S5). In addition, locomo
tion was also significantly higher for C mice than for 129S2 on all four 
trials (supplementary Table S5). 

Locomotion scores per strain also differed between experimenter 
(strain x experimenter interaction: F(2, 111) = 3.50, P = 0.0336, sup
plementary Table S3). Post hoc comparisons indicated that overall 
locomotion scores for C mice were higher Experimenter I than for 
Experimenter II (P = 0.0232, moderate effect size, d = 0.588, 95%CI 
[0.076, 1.100], Fig. 5, supplementary Table S6). Experimenters scores of 
locomotion were nog significantly different for 129S2 and B6N (sup
plementary Table S6). 

The trajectories of pCORT differed significantly between strains 
(strain effect: F(2, 321) = 21.81, P < 0.0001; sampling moment effect: F(2, 

321) = 263.98, P < 0.0001; strain x sampling moment interaction: F(4, 

321) = 4.67, P = 0.0011; Fig. 6, supplementary Table S3). 
Post hoc comparisons (adjusted α = 0.012741) revealed that pCORT 

levels were higher on sampling moment 2 than baseline (sampling 
moment 1) for all three strains (C, P = 0.0009, large effect size, d =
− 1.389, 95%CI [− 2.194, − 0.585]; B6N, P = 0.0002, very large effect 
size, d = − 1.676, 95%CI [− 2.541, − 0.812]; 129S2, P = 0.0002, very 
large effect size, d = − 2.460, 95%CI [− 3.701, − 1.219]; supplementary 
Table S4). 

Furthermore, post hoc comparisons (adjusted α = 0.012741) showed 
that strains did not significantly in baseline pCORT levels (supplemen
tary Table S5). Directly after behavioral test however (sampling moment 
2), pCORT was significantly higher for 129S2 mice than for B6N (P =
0.00281, moderate effect size, d = − 0.979, 95%CI [− 1.694, − 0.264]) 
and there was a suggestive effect of higher pCORT in 129S2 compared to 
C (P = 0.0104, large effect size, d = − 1.102, 95%CI [− 1.937, − 0.267]; 
supplementary Table S5). 

A week after behavioral test (sampling moment 3), pCORT had 
decreased significantly in all three strains compared to sampling 
moment 2 (C, P = 0.0028, large effect size, d = 1.069, 95%CI [0.375, 
1.762]; B6N, P = 0.0003, very large effect size, d = 1.616, 95%CI [0.772, 
2.460]; 129S2, P = 0.0002, very large effect size, d = 2.273, 95%CI 
[1.110, 3.435], supplementary Table S4). On this sampling moment 
however, pCORT levels were significantly lower for B6N than for C (P =
0.0030, small effect size, d = 0.424, 95%CI [0.151, 0.698]; supple
mentary Table S5). 

Thus, in all three strains pCORT levels were significantly higher 
directly after behavioral test, compared to a week before test, with 
129S2 presenting the highest pCORT levels directly after test compared 
to the other two strains. One week after behavioral testing, pCORT levels 
had decreased significantly in all strains, with C being the only strain 
with significantly higher pCORT levels on sampling moment 3, 
compared to baseline on sampling moment 1 (adjusted α = 0.01695; P =
0.0077, small effect size, d = − 0.320, 95%CI [− 0.555, − 0.086], sup
plementary Table S4). 

3.2. Cluster analysis 

Standardized Pearson residuals of the integrated z-scores were used 
for the clustering of the individual trajectories (see Section 2.7.4). Data 
from all strains was pooled in order to assess individual variation in 

Fig. 5. Display of locomotion across trials in 
strains C, B6N and 129S2, as scored by each 
experimenter. Results are expressed as inte
grated behavioral z-scores and presented as 
means with 95% CI. Effects were significant in a 
LMM at P < 0.05. S indicates a significant main 
effect of strain; T indicates a significant main 
effect of trial; SxT indicates a significant inter
action between strain and trial; E denotes a 
significant effect of experimenter; ExT indicates 
a significant interaction between experimenter 
and trial.   

Fig. 6. Blood plasma corticosterone (pCORT) levels in strains C, B6N and 
129S2 one week prior to behavioral test (sampling moment 1), directly after 
behavioral test (sampling moment 2) and one week after behavioral test 
(sampling moment 3). Results are expressed as z-transformed nmol/L and 
presented as means with 95% CI. Effects were significant in a LMM at P < 0.05. 
S indicates a significant main effect of strain; T indicates a significant main 
effect of time (sampling moment); SxT indicates a significant interaction be
tween strain and time (sampling moment). 
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habituation responses within and across strains. All five behavioral di
mensions and pCORT were taken into account simultaneously. As such, 
six response trajectories were included for each individual mouse: 
avoidance behavior, risk assessment, exploration, locomotion, arousal 
and pCORT. The optimal partitioning of the data yielded two clusters. 
Table 1 presents cluster size and distribution of strains across clusters. 
The mice were more or less evenly distributed across clusters, with 
53.8% of mice (n = 63) grouping together in cluster A while the 
remaining 46.2% (n = 54) fell in cluster B. 

Cluster A and cluster B both consisted of individuals from all three 
strains, but the distribution of strains differed between clusters. The 
majority of C (82.5%, n = 33 out of 40) fell in cluster A, while the 
majority of 129S2 (76.3%, n = 29 out of 38) grouped together in cluster 
B. B6N mice were divided over clusters A (53.8%, n = 21) and B (46.2%, 
n = 18). Because of the marked experimenter effects in the strain ana
lyses, the distribution of mice within clusters are presented for each 
experimenter separately. 

3.3. Cluster differences (behavior and pCORT) 

Fig. 7 presents the trajectories of clusters A and B on each behavioral 
dimension as well as on pCORT. The trajectories of the clusters differed 
on all behavioral dimensions, except for risk assessment. This behavior 
decreased as trials progressed, regardless of cluster (trial effect: χ2

(3) =

417.49, P < 0.0001, Fig. 7, supplementary Table S7). 
Avoidance behavior trajectories differed significantly between clus

ters (trial effect: F(3, 341)= 10.27, P < 0.0001; cluster x trial interaction: 
F(3, 341)= 45.32, P < 0.0001), Fig. 7). Post hoc comparisons (adjusted α =
0.02532) showed that cluster A decreased (P < 0.0001, very large effect 
size, d = 1.558, 95%CI [1.247, 1.869]) between the first and the last 
trial. In contrast, cluster B increased avoidance behavior between trial 1 
and trial 4 (P < 0.0001, large effect size, d = − 1.000, 95%CI [− 1.382, 
− 0.618]), supplementary Table S8. Further post hoc comparisons 
(adjusted α = 0.02532/0.05) showed that avoidance behavior differed 
significantly between clusters on all trials apart from trial 3 (trial 1, P <
0.0001, very large effect size, d = 1.860, 95%CI [1.272, 2.448]; trial 2, P 
= 0.0019, medium effect size, d = 0.690, 95%CI [0.250, 1.130]; trial 4, P 
= 0.0014, medium effect size, d = − 0.698, 95%CI [− 1.129, − 0.267], 
Fig. 7, supplementary Table S9). 

The trajectories of arousal also differed across trials between clusters 
(trial effect: F(3, 341)= 18.41, P < 0.0001; cluster x trial interaction: F(3, 

341)= 8.59, P < 0.0001; Fig. 7). Post hoc comparisons (adjusted α =
0.02532) showed that both clusters increased arousal between the first 
and the last trial (cluster A, P = 0.0010, medium effect size, d = − 0.641, 
95%CI [− 1.026, − 0.256]; cluster B, P < 0.0001, very large effect size, d 
= − 1.875, 95%CI [− 2.420, − 1.329], supplementary Table S8). Cluster 
B displayed higher levels of arousal on the last two trials (adjusted α =
0.02532/0.05), indicating that arousal increased more pronounced in 
this cluster (trial 3, P = 0.0008, medium effect size, d = − 0.849, 95%CI 
[− 1.350, − 0.348]; trial 4, P = 0.0020, medium effect size, d = − 0.834, 
95%CI [− 1.367, − 0.300], Fig. 7, supplementary Table S9). 

Furthermore, clusters differed significantly with respect to activity 

related dimensions. Locomotion (rank transformed) was significantly 
higher in cluster B compared to cluster A regardless of trial (cluster ef
fect: F(3, 341) = 11.35, P = 0.0010; Fig. 7, supplementary Table S7). 

Exploration trajectories differed between clusters (trial effect: F(3, 

341) = 59.73, P < 0.0001; interaction cluster x trial: F(3, 341) = 8.59, P <
0.0001; Fig. 7, supplementary Table S7). Post hoc comparisons (adjusted 
α = 0.02532) however indicated that both clusters increased exploration 
between trial 1 and trial 4 (cluster A, P < 0.0001, very large effect size, d 
= − 2.949, 95%CI [− 2.905, − 2.083]; cluster B, P = 0.0001, medium 
effect size, d = − 0.935, 95%CI [− 1.348, − 0.539]; supplementary 
Table S8). The significantly higher exploration levels in cluster A 
compared to B on trials 3 and 4 however suggest the increase in 
exploration was more pronounced in cluster A (trial 3, P = 0.0458; 
medium effect size, d = 0.647, 95%CI [0.007, 1.287; trial 4, P = 0.0023, 
large effect size, d = 1.065, 95%CI [0.374, 1.757]; Fig. 7, supplementary 
Table S9). 

Finally, pCORT did not differ between clusters. A LMM analyzing 
cluster differences across sampling time for pCORT only revealed a 
significant effect for sampling moment (F(2, 213) = 224.8, P < 0.0001; 
Fig. 7, supplementary Table S7). Post hoc comparisons (adjusted α =
0.02532) showed that regardless of cluster, pCORT levels were higher 
directly after behavioral testing (sampling moment 2) than a week prior 
to testing (P < 0.0001, very large effect size, d = − 8.707, 95%CI 
[− 10.720, − 7.141]) and a week after behavioral testing (P < 0.0001, 
very large effect size, d = 7.905, 95%CI [6.400, 9.409]). Also, pCORT 
was significantly higher in sample 3 than on sample 1 (P = 0.0001, 
medium effect size, d = − 0.801, 95%CI [− 1.220, − 0.387]; Fig. 7, sup
plementary Table S8). 

To summarize, mice in cluster A decreased avoidance behavior, 
while exploration increased more pronounced, and overall levels of 
locomotion were higher compared to cluster B, indicating a successful 
habituation of initial high anxiety responses. Initial levels of avoidance 
behavior were low in cluster B, but this behavior increased across trials. 
At the same time, increase in exploration was less pronounced and mice 
in this cluster displayed lower levels of locomotor activity. 

3.4. Relative weight of dimensions on cluster partitioning 

The obtained clusters were based on simultaneous clustering of all 
five behavioral dimensions and pCORT. However, cluster differences 
were more pronounced on some variables than on others, with signifi
cant differences between clusters in avoidance behavior, arousal, 
exploration and locomotion, but not in risk assessment and pCORT 
levels. 

In order to assess the relative impact of each variable on this parti
tioning, we conducted additional cluster analyses, each time leaving one 
of these six dimensions out. Pearson Chi square tests showed that cluster 
size in any of these analyses did not significantly differ from cluster size 
in the original cluster analysis (Table 2). 

The Jaccard similarity index subsequently indicated how many in
dividual mice were retained in the same cluster as in the original cluster 
analysis, after excluding a certain behavioral dimension. As can be seen 
in Table 2, only 53% of the mice retained their cluster after omitting 
avoidance behavior, while omitting any of the other dimensions hardly 
affected cluster membership for individual mice (Jaccard indices > 0.90, 
Table 2). Thus, avoidance behavior appeared most dominant in parti
tioning of the clusters. 

3.5. Cluster stability 

Fig. 8 depicts the mean trajectory of all bootstrap samples (black 
dashed line) against the trajectory belonging to the original cluster 
(cluster A, orange; cluster B, blue), as well as the 200 trajectories of the 
bootstrap samples (gray), for each cluster, on each dimension. For 
cluster A, the average Jaccard similarity index was 0.64, meaning that 
on average, an individual mouse belonged to cluster A in 64% of the 

Table 1 
Top row: Cluster size and proportion of total population per cluster. Bottom 
rows: Distribution of mice across strains, experimenters and clusters (n and 
proportion).  

Cluster size (n) and proportion of total n per cluster  
Cluster A Cluster B 

n total = 117 n = 63 (53.8%) n = 54 (46.2%) 
Distribution of strains within clusters and per experimenter  

Cluster A Cluster B  
Exp. I Exp. II Total Exp. I Exp. II Total 

Strain n (%) n (%) n (%) n (%) n (%) n (%) 

C 16 (48.5) 17 (51.5) 33 (52.4) 4 (57.1) 3 (42.9) 7 (13.0) 

B6N 12 (57.1) 9 (42.9) 21 (33.3) 12 (66.7) 6 (33.3) 18 (33.3) 

129S2 3 (33.3) 6 (67.7) 9 (14.3) 16 (55.2) 13 (44.8) 29 (53.7)  
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bootstrap samples. The average Jaccard similarity index for cluster B 
was 0.53. 

3.6. Cluster differences within strain (behavior and corticosterone) 

Finally, each cluster consisted of individuals of all three strains. 
These strains showed quite distinct behavioral profiles, of differential 
adaptive value. Fig. 9 therefore provides a visual representation of how 
the identified clusters were expressed within each strain separately. 

LMM’s analyzed cluster differences for each dimension within each 
strain using a 2 (cluster) x 4 (trial) mixed factorial design. Cluster, trial 
and their interaction were included as fixed predictors, and individual 
mouse as random factor. To avoid repetition of statistical results, the 
specification of cluster differences within each strain in the section 
below is purely descriptive. Detailed results of all analyses are presented 
in supplementary tables S11 and S12. For a quick reference, significant 
main and interaction effects, and any significant post hoc tests comparing 
cluster differences per trial are depicted in Fig. 9. 

3.6.1. C 
On average, C mice successfully habituated to the test. Within this 

strain however, subgroups of mice differed significantly in avoidance 
behavior and arousal (Fig. 9, Supplementary Table S11). 

The majority of C (n = 33) grouped together in cluster A (Table 2). 
The behavioral profile of this cluster was indeed highly similar to the 
average C response: initial high levels of avoidance behavior and risk 
assessment that significantly decreased, while arousal, exploration and 
locomotion significantly increased across trials (Fig. 9, top row; Sup
plementary Table S12). 

A small subgroup of C (cluster B, n = 7) however, displayed signif
icantly lower levels of avoidance behavior than cluster A on the first 
trial, and higher levels of avoidance behavior on trial 4 (Fig. 9, top row; 
Supplementary Table S12). In addition, avoidance behavior remained 
stable across trials (Supplementary Table S12). This subgroup also dis
played a more rapid increase in arousal compared to their counterparts 
in cluster A, with significantly higher levels of arousal on the last two 
trials (Fig. 9, top row, Supplementary Table S12). 

3.6.2. B6N 
On average, B6N were characterized by high activity, and low anx

iety levels. This strain was distributed almost equally across clusters, 
with n = 21 individuals in cluster A, and n = 18 individuals in cluster B 
(Table 2). Within B6N, these clusters differed significantly on avoidance 
behavior, arousal, exploration and locomotion (Fig. 9, middle row; 
Supplementary Table S11). 

On average, avoidance behavior remained stable across trials in B6N. 

Fig. 7. Differences between clusters on each 
behavioral dimension, and corticosterone 
levels. Behavior expressed as integrated 
behavioral z-scores for behavioral dimensions, 
and the z-score nmol/L for pCORT. Results are 
presented as means with 95% CI. Effects were 
significant in LMMs at P < 0.05. C indicates a 
significant main effect of cluster; T indicates a 
significant main effect of trial (for behavioral 
dimension) or sampling time (for corticoste
rone); C x T indicates a significant interaction 
between cluster and trial/time. Behavioral di
mensions: Significant differences in post hoc 
comparisons between clusters on trials 1 and 4 
(adjusted α = 0.025321) are indicated with ** 
= 0.000050 ≥ P < 0.00501, *** = P <
0.00050. Significant comparisons between 
clusters on trials 2 and 3 (α = 0.05) are indi
cated with * = 0.01 ≥ P < 0.05; ** = 0.001 ≥ P 
< 0.01. Corticosterone: significant post hoc 
differences between sampling moments 
(adjusted α = 0.025321) indicated by *** = P 
< 0.00050.   

Table 2 
Overview of number of mice per cluster when omitting one of the five behavioral dimensions or pCORT.   

All included Excluded 
AVOa RAa ARa EXPLa LOCa pCORT 

Cluster A (n) 65 64 57 59 63 56 53 
Cluster B (n) 52 53 60 58 54 61 64 
P-values (Pearson Chisq) – 0.694 0.794 1.000 0.794 0.695 0.433 
Jaccard Index – 0.53 0.97 0.99 0.96 0.96 0.92 

aAVO = avoidance behavior; RA = risk assessment; AR = arousal; EXPL = exploration; LOC = locomotion. 
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The identified clusters however displayed contrasting patterns of 
avoidance behavior across trials: a significant decrease in cluster A, and 
a significant increase in cluster B between the first and the last trial 

(Fig. 9, middle row; Supplementary Table S12), with significantly higher 
levels of avoidance behavior on trial 1 for B6N mice in cluster A (Sup
plementary Table S12). Arousal increased in both clusters for B6N, but 

Fig. 8. Results of the bootstrapping procedure 
for each cluster, on each behavioral dimension. 
Results are presented as mean residual z-scores, 
and depict the trajectory of the original cluster 
(cluster A, orange; cluster B, blue) in relation to 
the average of all 200 bootstrap samples (black 
dashed line), against all 200 trajectories of the 
bootstrapping procedure (gray). (b) Distribu
tion of individual Jaccard Indices in clusters A 
and B (cluster A, orange dots; cluster B, blue 
dots). Average Jaccard Index per cluster indi
cated by mean with 95% CI (black).   

Fig. 9. Differences between clusters within 
strains (C, top row; B6N, middle row; 129S2, 
bottom row) on each behavioral dimension, 
and corticosterone levels. Behavior expressed 
as integrated behavioral z-scores for behavioral 
dimensions, and the z-score nmol/L for pCORT. 
Results are presented as means with 95%CI. 
Effects were significant in LMMs at P < 0.05. C 
indicates a significant main effect of cluster; T 
indicates a significant main effect of trial (for 
behavioral dimension) or sampling time (for 
corticosterone); C x T indicates a significant 
interaction between cluster and trial/time. 
Behavioral dimensions: Significant differences in 
post hoc comparisons between clusters on trials 
1 and 4 (adjusted α = 0.025321) are indicated 
with * = P < 0.025321. Significant compari
sons between clusters on trials 2 and 3 (α =
0.05) are indicated with * P < 0.05.   
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arousal was higher on the last two trials in cluster B compared to cluster 
A (Fig. 9, middle row; Supplementary Table S12). Exploration did not 
differ between clusters on any of the trials, and overall locomotion was 
higher in B6N mice in cluster A than in cluster B (Supplementary 
Table S12). 

3.6.3. 129S2 
The average behavioral response of 129S2 mice was indicative of a 

sensitization of anxiety responses, which was primarily indicated by 
initial low levels of avoidance behavior that increased over trials 
(Fig. 2). At the same time overall levels of locomotor activity were 
lowest of all strains (Fig. 6). 

The majority of 129S2 grouped together in cluster B (n = 28, 63.2%), 
while the remaining individuals fell in cluster A (n = 9, 36.8%). Within 
this strain, the two clusters differed significantly on avoidance behavior 
and exploration (Fig. 9, bottom row; Supplementary Table S11). 

Avoidance behavior in cluster B increased significantly, while this 
behavior decreased in 129S2 mice in cluster A, with significantly lower 
avoidance behavior on trial 4 in cluster A than in cluster B (Fig. 9, 
bottom row; Supplementary Table S12). 

Exploration trajectories differed between clusters, with significantly 
higher exploration on trial 4 for 129S2 mice in cluster A (Fig. 9, bottom 
row; Supplementary Table S12). 

4. Discussion 

We showed that behavioral responses to novelty, measured as 
habituation or sensitization of anxiety-related behavior in the mHB, 
differ between individuals in three commonly used mouse inbred 
strains. The behavioral profiles of the identified clusters were largely 
similar to the habituation and sensitization profile previously identified 
by van der Goot et al. [19]. 

As noted in the introduction, we asked whether these previously 
identified clusters were perhaps (part) result of the variation that was 
inherent to re-analyzing a dataset consisting of multiple experiments. 
This aggregated dataset varied naturally in factors that are known to 
affect variability between experiments, such as test location, time of 
year, experimenter, etcetera [20][21]. The consistency in behavioral 
profiles between [19] and the present experiment however suggests that 
this was not the case. As such this study empirically confirms that 
adaptive capacities may be subject to inter-individual variability in 129 
mice. 

Also in line with van der Goot et al. [19], the identified response 
types were multidimensional, with individual mice grouping together 
across both anxiety and activity related behavioral dimensions. This 
confirms the notion that anxiety is a complex behavioral construct that is 
expressed by multiple behavioral dimensions [18,27,71]. 

At the same time, the differential behavioral profiles were not sub
stantiated with differential endocrine profiles. Glucocorticoid responses 
have been associated with anxiety-related behavior in mice [28], and 
have been found to vary greatly between individuals in rodents [29,30, 
70,72,73]. 

Previous findings showed that differential behavioral response types 
may be correlated to differences in endocrine response in inbred strains 
[32,33,34]. Jakovcevski et al. [32] for example identified 
sub-populations of B6 exhibiting high and low trait anxiety (measured as 
the latency to freely enter a novel environment from their home cage) 
and showed that trait anxiety was positively correlated with pCORT 
concentrations after exposure to a stressor [32]. This correlation how
ever was highly dependent on the type of stimulus used. The association 
was only found after individuals were exposed to a severe stressor 
(exposure to a rat), and not when mice were exposed to a mild stressor, a 
novel environment [32]. Exposure to novelty, a major characteristic of 
the paradigm employed in our experiment, is indeed typically regarded 
as a mild stressor [74] and this may have affected our results. 

On a behavioral level however, clustering individual response 

trajectories yielded two multidimensional subtypes of response (Fig. 7). 
In line with [19], avoidance exerted the most ‘weight’ on the parti
tioning of the clusters, suggesting that this behavioral dimension is an 
important distinguishing factor of these multidimensional response 
types (Table 2). 

New to the findings by van der Goot et al. [19] was that these 
behavioral subtypes were not only displayed by 129 mice, but also 
present in C and a newly included strain, B6N. These three strains are 
known for their differential innate emotionality [17], and this should be 
taken into account when interpreting the differential response types. 

The highly neophobic [18] but adaptive phenotype that is charac
teristic for C for example, [11][14–16]was also observed in the present 
study. On average C mice displayed initial high levels of anxiety-related 
behavior that decreased rapidly, while initial low levels of activity 
increased with trials. The individual based analyses demonstrated that 
the majority of C indeed grouped together in cluster A, which mirrored 
the adaptive profile of C mice (n = 33, 82.5%, Table 1). A small sub
group however deviated from this response with low initial levels of 
avoidance behavior and a more pronounced increase in arousal, while 
overall levels of locomotion were lower than their counterparts in 
cluster B (n = 7, 17.5%, Table 1, Fig. 9). 

In general, C mice are often characterized as phenotypically robust, 
showing relatively little within strain variation compared to other 
inbred strains [75]. At the same time, subtypes in emotional reactivity 
and sensitivity to stress have been identified previously in these animals 
[76]. The seemingly less adaptive profile could suggest that such 
inter-individual variability may also pertain to the adaptive anxiety 
phenotype that is characteristic for this strain. At the same time, it 
should be kept in mind that the small number of C mice that deviate 
from their average strain response may equally represent individuals 
that are less responsive to the test, and further assessment of these 
subtypes, for example by means of pharmacological validation, could 
provide more insight on this. 

Next, the non-adaptive phenotype that is characteristic for various 
sub-strains of 129 mice [11,13–16] was confirmed in the present study. 
On average avoidance behavior increased in 129S2, while low levels of 
locomotion remained stable across trials and exploration increased. In 
addition, average pCORT levels were significantly higher in 129S2 mice 
directly after behavioral testing compared to C- and B6N mice. This 
finding in itself was interesting because it has been speculated before, 
that the lack of habituation in 129S2 mice (i.e. a lack of exploration of 
the unprotected area in the mHB) might be due to persistent low levels of 
locomotor activity and not related to anxiety-related characteristics 
[13]. 

Substrains of 129S2, including 129S2/SvPasCrl tested here, are 
indeed known for their reduced activity levels [26,77,78]. That pCORT 
levels were highest in 129S2 mice however, suggests that exposure to 
the mHB was indeed perceived as particularly stressful by this strain, 
and could serve as an indication that the anxiety phenotype of 129S2 can 
be classified as non-adaptive. At the same time, there are many addi
tional factors that affect corticosterone levels at a given time point (i.e. 
circadian rhythm [79], intestinal microbiome [80], nutritional status 
[81]), so further research is necessary to determine whether the elevated 
corticosterone levels in 129S2 mice were indeed associated with 
increased anxiety or whether other factors were at play. 

In line with [19], the majority of 129S2 mice grouped together in the 
cluster that mirrored the average behavioral non-adaptive 129S2 anxi
ety phenotype (Cluster B, n = 29, 76.3%, Table 1). Also in line with this 
study, in a small subgroup of 129S2 mice (cluster A, n = 9, 23.7%, 
Table 1) anxiety-related behavior decreased across trials, suggesting a 
seemingly more adaptive phenotype (Fig. 7), with lower levels of 
avoidance behavior on the last trial, lower risk assessment, risk assess
ment and arousal (all three not significant) and a more pronounced in
crease in exploration, than their counterparts in cluster B (Fig. 9). This 
could suggest that not all 129S2 individuals are equally susceptible to 
the aversive nature of the mHB. 
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In comparison to C and 129S2, B6 mice are often characterized as a 
low anxious and highly active strain [22][23][24]. This was confirmed 
by the average behavioral profile in the current study, in which B6N 
mice expressed high levels of exploration and locomotor activity and 
low levels of anxiety-related behavior. More specifically, avoidance 
behavior remained stable across trials, while exploration increased and 
locomotion decreased, which corroborates previous assessment of B6 in 
the mHB [27][44]. pCORT levels have been found to be lower in B6 mice 
in comparison to C mice when tested in the mHB [82]. Our finding that 
pCORT levels were lower than in 129S2 and (not significantly) in C mice 
extend this observation. 

Despite this low anxious profile however, B6N were almost evenly 
distributed across the two clusters with n = 21 (53.8%) in cluster A and 
n = 18 (46.2%) in cluster B (Table 1). On average, avoidance behavior 
did not change across trials in this strain, but the division of B6N mice 
across the two clusters indicated that in fact avoidance behavior 
decreased in some individuals (cluster A) while it increased across trials 
in others (cluster B). This demonstrates that a more in-depth individual 
characterization of B6 mice in the mHB may reveal contrasting patterns 
of avoidance behavior that would be overlooked when only focusing on 
average strain responses. 

The fact that on average B6N mice displayed a low anxious, highly 
active profile, and the fact that further zooming in on these individual 
responses showed that within B6N, avoidance behavior only differed 
significantly on the first trial between clusters (Fig. 9), raises the ques
tion, whether the identified subtypes in B6N in the mHB should indeed 
be interpreted as differential anxiety phenotypes. 

B6 is often used as a comparator strain when testing for anxiety [83]. 
Despite its reputation as a low anxious strain however, inter-individual 
variability in anxiety related behavior has repeatedly been demon
strated [32][33][76][84][85]. In fact, the majority of studies that 
identified subtypes of emotional reactivity within inbred strains have 
been conducted with B6-mice. These distinct anxiety-profiles in B6 mice 
have been found consistent across time and context [84][85], and have 
even been linked to copy number variation in small nucleolar RNA 
clusters, suggesting a genetically specified modulator of these differen
tial profiles [85]. At the same time, one could interpret the identified 
subtypes as indicative of differential activity levels, rather than indica
tive of differential anxiety profiles. The two clusters indeed differed in 
exploration and locomotion and inter-individual variability in activity 
related behavior has been established previously in B6 mice [86]. The 
existing literature does not provide a definitive explanation in either 
direction. Further zooming in on these subtypes is necessary to evaluate 
to what extent these profiles of B6 mice are related to differential ac
tivity levels, or whether they also reflect differential anxiety responses. 

This latter point in fact holds for all three strains. The identified 
subtypes not only displayed contrasting patterns of avoidance behavior, 
but were also characterized by overall differences in locomotor activity. 
Locomotion is not only associated with general activity, but may also 
exert a confounding effect on anxiety related behavior [71]. A lack of 
exploration of a certain area (i.e. avoidance behavior) may however, 
merely be the result of reduced locomotor activity [13][87] and thus 
independent from anxiety. 

The lower activity levels of the small sub-population of C mice could 
simply represent individuals that were less responsive to the aversive 
nature of the mHB. Conversely, the higher activity levels in the small 
sub-group of 129S2 individuals compared to the majority of 129S2 mice 
could have affected the observed decrease in avoidance behavior. 

Locomotion has repeatedly been dissociated from avoidance 
behavior by factor analyses on the behavioral variables observed in the 
mHB [27][51]. Labots et al. [87] however also observed that substrain 
differences in avoidance behavior disappeared after controlling for 
horizontal locomotor activity (i.e. the type of locomotor activity that 
was recorded in the present study), suggesting that locomotion may in 
fact exert a confounding effect on avoidance behavior in the mHB. In the 
present study, differences in avoidance behavior between clusters 

remained intact when including locomotor activity as a covariate in the 
model (trial effect: P < 0.0001; interaction strain x trial: P < 0.0001). 

The current results unfortunately do not allow for a definitive disso
ciation between anxiety-related behavior and a potentially confounding 
effect of locomotion. Further research should therefore first be aimed at 
ruling out this potentially confounding effect, for example by assessing 
whether the observed subtypes respond differently to pharmacological 
treatment, or by combining the currently employed assay with a 
behavioral test that is less dependent on locomotor activity, such as the 
physiological anxiety paradigm stress-induced hyperthermia [89]. 

Further pharmacological validation may also provide more insight in 
the question whether the identified subtypes indeed reflect two quali
tatively differential anxiety responses, or whether these sub-populations 
represent individuals that were simply were less responsive to the test. As 
noted above, given the strain specific differences in emotionality, such 
further assessment is ideally determined within each strain separately. 

When further evaluating the potential differential anxiety profiles in 
these strains, it should furthermore be assessed whether the identified 
variation is consistent across time and contexts [6][9]. As described 
earlier, the advantages of individual-based characterization are 
considered twofold: It may enable the selection of susceptible or (un) 
responsive individuals from a cohort – provided that sufficient time is 
allowed before retesting in the same or other paradigms [89] - and could 
thereby make animal models more representative. Second, identifying 
subtypes of response could provide a starting point for the exploration of 
the biological mechanisms underlying these subtypes [6]. 

These presumed benefits are however highly dependent on the 
temporal consistency of the behavior of interest [6][9][85]. Consistency 
of anxiety-related and activity behaviors across time [84][85][86] and 
contexts [84] has so far only been demonstrated in B6 mice (though not 
in the mHB).The consistency of the behavioral profiles between the 
present study and van der Goot et al. [19] give a first indication that 
subtypes exist in at least 129 mice but this requires further study. Thus, 
although further research is necessary to determine whether the iden
tified subtypes reflect differential anxiety profiles, or represent differ
ential responsivity to the test, the present results show that mice of 
various inbred strains may differ in their behavioral anxiety response. 

This finding in itself is also relevant from another perspective, namely 
that defining animals on an individual level and incorporating this in
formation in the analysis of results may contribute to the quality of ani
mal experiments [19]. Lonsdorf and Merz [5] for example argued that 
subpopulations displaying contrasting response patterns may obscure 
the detection of significant differences at group level (i.e. a type II error). 

Moreover, incorporating inter-individual variability in the design 
and analysis may enable researchers to better adhere to one of the 
fundamental principles of good experimental design of animal experi
ments: that all variables should be controlled, except that due to treat
ment [92]. Inter-individual variability – with its complex origin and 
elusive nature – has been proven a major factor undermining this 
principle [8]. This complexity makes it challenging to completely con
trol for type of variability through increased standardization and 
therefore an increasing body of research has advocated the incorpora
tion of this variability in the design and statistical analysis of animal 
experiments as an alternative way forward [93][94][95][96]. The 
presently applied approach as such may contribute to existing ap
proaches advocating such incorporation. 

With the benefits of this study stated, the findings also presented a 
number of limitations, which are discussed below. For one, the cluster 
stability of the presently identified clusters was low compared to the 
stability of the clusters identified by van der Goot et al. [19], despite the 
fact that the behavioral profiles largely overlapped between the two 
studies. This was unexpected, especially since we found highly stable 
clusters in a second (to be published) dataset obtained from testing the 
same strains in the same behavioral test. 

The instability of the clusters at first glance contradicts the sugges
tion that the identified profiles reflect inter-individual variability in the 
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observed strains. An alternative explanation may however be found in 
the intricate properties of k-means cluster analysis. 

In unsupervised cluster analyses, the stability of the clusters can be 
used to infer information about the reproducibility, or reliability of the 
clusters [87]. The bootstrapping procedure that was applied in the present 
study essentially compared cluster solutions of a large number of random 
subsets of the original data, with the rationale that clusters are stable if 
these subsamples produce similar results [69]. One of the characteristics 
of k-means cluster analysis, is that the starting point for the construction 
of the clusters is randomly selected every time the algorithm groups the 
data, and this starting point largely determines the partitioning of the 
remainder of the data into clusters [89]. In the current study, the clusters 
were close in size (53.9% of the mice in cluster A; 46.1% in cluster B). The 
near even distribution of mice between the clusters may therefore have 
caused the starting points to alternate between response type A and B at 
each of the bootstrap iterations, which in turn may have inadvertently 
accounted for the relatively instable bootstrap results. 

Second, the present study also shows how experimenter effects can 
affect experimental results. The experimenter has been widely 
acknowledged as an uncontrollable factor in animal experimentation 
[20] [96][98][99][100]. Factors such as sex [101], familiarity with the 
experimenter [102] and experimenter experience [96] may all affect 
behavioral traits. Inter-observer variability constitutes another form of 
experimenter-induced variation [96][103]. In this study, the kappa 
statistic indicated moderate to good inter-observer reliability with on 
average a high percentage agreement (Section 2.4). Inter-observer 
reliability in itself however can again be affected by numerous factors 
such as experience, training, the rapidity of behavior, energy level of the 
observer and so on [96][104]. 

Automated tracking has been advocated as a means to overcome the 
incontrollable nature of this ‘human element’ and as such to increase the 
standardization of an experiment [103]. To our knowledge, fully auto
mated scoring has unfortunately not yet been validated in the modified 
Hole Board, and doing so was beyond the scope of the present study. 

Furthermore, each experimenter was allocated to one of the two 
animal rooms making it difficult to dissociate between experimenter- 
related and room effects. As described in Section 2.2, the humidity 
and temperature were comparable between the two animal rooms, but 
other factors could have played a role as well (i.e. barometric pressure, 
noise) [105]. A means to dissociate between these experimenter-related 
effects and room-effects in future research would be to have both ex
perimenters observe data in both animal rooms. 

Although the factor experimenter was controlled for in the residuals 
that were used for cluster analysis, the current study does not permit a 
definitive exclusion of the possibility that the found experimenter effects 
affected (some of the) variability that was found in the data. If anything, 
the experimenter effects in the present study emphasize the importance 
of accounting for this factor in experimental design, analysis and report 
of the results [97]. 

Third, the fact that the behavioral test was conducted in the housing 
room may have affected variability between individuals that were tested 
later in the experiment in comparison to animals that were assessed earlier 
on in the experiment. Research has demonstrated that ultra-sonic vocali
zations may affect corticosterone responses and behavior in mice [106]. 

We have attempted to avoid a bias in our data of this potential 
confounding influence by randomizing test order across strains, within 
test day and batch. Furthermore, the random factor ‘test order’ did not 
contribute significantly to the variance in the models that assessed be
tween strain differences, and test order was controlled for when 
obtaining the residuals that were used for clustering the data. 

A final consideration with respect to the outcomes of this study is 
that the identified profiles only pertain to male mice, which limits the 
impact and conclusions of this study. As described in the section ‘Ani
mals and Housing’ our rationale to including only males was driven by 
sample size requirements that were warranted by our utilized clustering 
approach and the associated heavy technical load of repeated testing of 

multiple inbred strains. Assessment of inter-individual variability in 
adaptive capacities of anxiety responses in both sexes however is 
essential, especially in the context of rodent models of anxiety. Anxiety 
disorders are more prevalent among women than in men [107] and the 
clinical course and treatment response are known to differ between 
sexes [108]. Mapping inter-individual variability in both sexes as such is 
pivotal for providing further insight in the underlying mechanisms that 
drive these differential responses and vulnerability [109]. 

5. Conclusion 

This study empirically demonstrates, that inter-individual variability 
in habituation and sensitization of anxiety responses exists within males 
of three commonly used mouse inbred strains. The currently identified 
profiles are in line with previous findings, and as such suggest that they 
may be representative of subtypes of behavioral response in the 
observed strains. The three strains differ in innate emotionality. 
Whether the identified subgroups represent differential adaptive ca
pacities regarding anxiety responses, or whether they represent in
dividuals that are less responsive to the test may therefore differ 
between strains and requires further study. Also, further study is 
required to map inter-individual variability in female mice of these 
strains. The profiles identified in this study however provide a useful 
starting point for such further assessment. 
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Table S1. Mean body weight at arrival (grams ± SD) for each batch [1-5] of each strain. 

Batch Strain Date of arrival Body weight at arrival 
(mean gr ± SD) 

Range (min – 
max) 

1 C 24-5-2018 18.82 ± 0.55 16.5 – 21.2 

1 129S2 24-5- 2018 22.80 ± 0.72 18.2 – 26.7 

2 C 31-5-2018 21.45 ± 0.33 20.1 – 23.3 

2 129S2 31-5-2018 23.82 ± 0.96 20 – 29.1 

2 B6N 31-5-2018 22.74 ± 0.58 19.6 – 24.7 

3 C 6-6-2018 17.71 ± 0.30 16.4 – 19 

3 129S2 6-6-2018 22.16 ± 0.48 19.7 – 24.3 

3 B6N 6-6-2018 19.09 ± 0.27 17.8 – 20.3 

4 C 13-6-2018 17.99 ± 0.39 16.2 – 19.5 

4 129S2 13-6-2018 27.4 ± 0.33 26.3 – 29.7 

4 B6N 13-6-2018 21.72 ± 0.54 20.1 – 24.5 

5 B6N 4-7-2018 20.56 ± 0.44 18.2 – 22.6 

 
 
Table S2. Behavioral variables measured in the mHB and used for composition of z-scores in this 
publication.  
 
Motivational system/Behavioral 
dimension 

Behavioral variable Directionality 
z-score1 

 

Anxiety related behavior    

- Avoidance behavior  Total number of board entries 
Latency until first board entry 
Percentage of time spent on the 
board 

-z 
 z 
-z 

 

- Risk assessment Total number of stretched attends 
Latency until first stretched attend 

 z 
-z 

 

- Arousal Total number of self-groomings 
Latency until the first self-grooming 
Percentage of time self-grooming 
Total number of boli 
Latency until first boli is produced 

 z 
-z 
 z 
 z 
-z 

 

Activity    

- Exploration 
 

Total number of rearings in the box 
Latency until first rearing in the box 
Total number of rearings on the board 
Latency until first rearing on the board 
Total number of hole explorations 
Latency until first hole exploration 
Total number of hole visits 
Latency until first hole visit 

 z 
-z 
 z 
-z 
 z 
-z 
 z 
-z 

 

- Locomotion 
 

Total number of line crossings 
Latency until first line crossing 

 z 
-z 

 

 
1 Directionality of z-score: z-scores were adjusted as such that increase of value reflects increase 
  in corresponding behavioral dimension: [Z]=regular z-score; [-Z]=adjusted z-score. 



 
 
Table S3. Strain differences: Effects of different explanatory variables for each behavioral 
dimension/pCORT. Behavioral dimensions were analyzed with generalized linear mixed models 
(GLMMs) using a 3 (strain) x 2 (experimenter) x 4 (trials) mixed factorial design. Strain, experimenter, 
trial and their interactions were included as fixed predictors. Mouse identity (ID), mouse slope (trial 
nested in ID), batch and testorder were included as random factors.  
pCORT: linear mixed model (LMM) using a 3 (strain) x 4 (technician) x 3 (sampling moment) mixed 
factorial design. Strain, sampling moment and bio-technician were included as fixed predictors, 
including their interactions. Day of test was included as fixed covariate. Mouse identity, mouse slope 
(sampling moment nested in ID), batch, testorder were included as random factors. Significant 
effects are highlighted in bold.  

Dimension Explanatory 

variables 

F df P 

(a)Avoidance Strain S 17.44 2, 111 < 0.0001 

 Trial T 11.04 3, 329 < 0.0001 

 Experimenter E 8.61 1, 111 0.0041 

 S*T 8.51 6, 329 <0.0001 

 S*E 1.14 2, 111 0.3236 

 T*E 0.70 3, 329 0.5529 

 S*T*E 2.12 6, 329 0.0507 

 Mouse identityr 117.68 b 14 < 0.0001 

 Mouse sloper 21.01 b 16 < 0.0001 

 batchr 0.25 b 19 0.9686 

 testorderr 0.00 b 22 1.000 

(b)Risk 

assessment 

    

glmmTMB Strain Sa 186.53b 2 <.0001 

 Trial Ta 678.71 b 3 <.0001 

 Experimenter Ea 3.59 b 1 0.0580 

 S*Ta 175.72 b 6 <.0001 

 S*Ea 4.56 b 2 0.1022 

 T*Ea 23.20 b 3 0.0001 

 S*T*Ea 12.03 b 6 0.0613 

 Mouse identityr 14.95 b 15 0.0001 

 Mouse sloper 1.58 b 17 0.4535 

 batchr -* - - 

 testorderr - - - 

(c)Arousal Strain S 3.49 2, 111 0.0339 

 Trial T 20.66 3, 329 <.0001 

 Experimenter E 9.15 1, 111 0.0031 

 S*T 3.57 6, 329 0.0019 

 S*E 0.75 2, 111 0.4732 

 T*E 2.45 3, 329 0.0631 

 S*T*E 1.79 6, 329 0.1011 

 Mouse identityr 22.82 14 <0.0001 

 Mouse sloper 13.08 16 0.0014 



 batchr 0.87 19 0.8328 

 testorderr 0.01 22 0.9998 

(d)Exploration Strain S 38.15 2, 111 < 0.0001 

 Trial T 79.00 3, 329 < 0.0001 

 Experimenter E 114.95 1, 111 < 0.0001 

 S*T 3.73 6, 329 0.0113 

 S*E 0.34 2, 111 0.7117 

 T*E 5.08 3, 329 0.0019 

 S*T*E 0.84 6, 329 0.5367 

 Mouse identityr 94.83 b 14 < 0.0001 

 Mouse sloper 39.59 b 16 < 0.0001 

 batchr 0.38 b 19 0.9445 

 testorderr 0.05 b 22 0.9968 

(e)Locomotion Strain S 183.02 2, 111 < 0.0001 

rank 
transformed 

Trial T 18.91 3, 329 < 0.0001 

 Experimenter E 5.26 1, 111 0.0237 

 S*T 20.94 6, 329 < 0.0001 

 S*E 3.50 2, 111 0.0336 

 T*E 2.36 3, 329 0.0711 

 S*T*E 0.76 6, 329 0.5977 

 Mouse identityr 111.56b 14 < 0.0001 

 Mouse sloper 27.61 b 16 < 0.0001 

 batchr 1.41 b 19 0.7026 

 testorderr na Na Na 

(f) pCORT Strain S 21.81 2, 321 < 0.0001 

 Sampling time 
(T) 

263.98 2, 321 < 0.0001 

 Biotechnician 
(B) 

0.31 3, 321 0.8173 

 S*T 4.67 4, 321 0.0011 

 S*B Na Na na 

 T*B Na Na na 

 S*T*B Na Na na 

 Day of test (D) 0.12 1, 321 0.7231 

 Mouse identityr 1.87 15 0.1718 

 Mouse sloper 0.00 17 1.000 

 batchr Na Na na 

 testorderr Na Na na 
rMouse identity, mouse slope, batch and testorder were used as random factors; the statistical 
significance of these factors was calculated by likelihood-ratio tests and thus bChi-square values are 
reported. aAnalyses conducted with glmmTMB: bmain and interaction effects reported with Chi 
Square values. Na = model did not converge.  
 

Table S4. Post hoc within strain comparisons of the estimated marginal means between trials 1 and 4 
for each behavioral dimension, and between sampling moments for pCORT. Behavioral dimensions: 
adjusted α = 0.016952 for comparison between trial 1 and 4. pCORT): adjusted α = 0.012741 for 
comparison between sampling moments. Significant contrasts are highlighted in bold. 



Dimension  Estimate ± SEM t(df) P Cohens d Lower and upper 
limits of 95%CI 

(a)Avoidance       

Trial 1 vs 4  C  0.905 ± 0.137 6.625(111) < 0.0001 3.312 2.228, 4.396 

 B6N 0.224 ± 0.135 1.660(111) 0.0998 0.819 -0.165, 1.803 

 129S2 -0.457 ± 0.140 -3.249(111) 0.0015 -1.670 -2.712, -0.628 

(b)Risk 
assessment 

      

Trial 1 vs 4  C  2.195 ± 0.111 19.760(432) < 0.0001 5.895 5.189, 6.602 

 B6N 0.789 ± 0.083 8.939(432) < 0.0001 2.120 1.633, 2.608 

 129S2 1.809 ± 0.114 15.802(432) < 0.0001 4.860 4.174, 5.546 

(c)Arousal       

Trial 1 vs 4 C -0.343 ± 0.107 -3.195(329) 0.0015 -0.784 -1.272, -0.298 

 B6N -0.388 ± 0.112 -3.462(329) 0.0006 -0.888 -1.397, -0.379 

 129S2 -0.723 ± 0.111 -6.528(329) < 0.0001 -1.654 -2.169, -1.140 

(d)Exploration       

Trial 1 vs 4  C -0.780 ± 0.067 -
11.725(329) 

< 0.0001 -2.591 -3.070, -2.113 

 B6N -0.512 ± 0.075 -6.830(329) < 0.0001 -1.701 -2.208, -1.194 

 129S2 -0.538 ± 0.096 -5.577(329) < 0.0001 -1.787 -2.432, -1.142 

(e)Locomotion       

rank 
transformed  

      

Trial 1 vs 4 C -84.88 ± 19.8r -4.295(329) < 0.0001 -0.971 -1.421, -0.520 

 B6N 149.95 ± 13.9r 1.780(329) < 0.0001 1.715 1.375, 2.054 

 129S2 -11.17 ± 20.1 r -0.557(329) 0.5780 -0.128 -0.579, 0.324 

(f)pCORT       

Time 1 vs 2 C -1.10 ± 0.31 -3.586(40) 0.0009 -1.389 -2.194, -0.585 

 B6N -1.32 ± 0.33 -4.065(39) 0.0002 -1.676 -2.541, -0.812 

 129S2 -1.95 ± 0.47 -4.170(38) 0.0002 -2.460 -3.701, -1.219 

Time 1 vs 3 C  -0.25 ± 0.09 -2.808(40) 0.0077 -0.320 -0.555, -0.086 

 B6N -0.05 ± 0.05 -1.012(39) 0.3182 -0.060 -0.182, 0.061 

 129S2 -0.14 ± 0.08 -1.748(38) 0.0889 -0.187 -0.406, 0.031 

Time 2 vs 3 C  0.85 ± 0.27 3.184(40) 0.0028 1.069 0.375, 1.762 

 B6N 1.28 ± 0.32 4.019(39) 0.0003 1.616 0.772, 2.460 

 129S2 1.80 ± 0.44 4.102(38) 0.0002 2.273 1.110, 3.435 

 
 
Table S5. Post hoc between strain comparisons of the estimated marginal means on each trial 
(behavioral dimensions) or on each sampling moment (pCORT). Behavioral dimensions: adjusted α = 
0.016952 for trials 1 and 4, adjusted α = 0.025321 for trials 2 and 3. pCORT: adjusted α = 0.012741. 
Significant contrasts are highlighted in bold. 

Dimension  Estimate ± SEM t(df) P Cohen’s 
d 

Lower and 
upper limits of 
95%CI 

(a)Avoidance       

Trial 1 C vs B6N 0.648 ±  0.178 3.646(111) 0.0004* 2.372 1.045, 3.699 

 C vs 129S2 1.529 ± 0.162 9.422(111) < 0.0001*** 5.595 4.203, 6.987 



 B6N vs 129S2 0.881 ± 0.152 5.815(111) < 0.0001*** 3.223 2.044, 4.402 

Trial 2 C vs B6N 0.394 ± 0.139 2.820(111) 0.0057* 1.439 0.410, 2.468 

 C vs 129S2 0.729 ± 0.148 4.910(111) < 0.0001*** 2.666 1.533, 3.799 

 B6N vs 129S2 0.335 ± 0.142 2.362(111) 0.0199* 1.227 0.185, 2.270 

Trial 3 C vs B6N 0.060 ± 0.137 0.442(111) 0.6595 0.221 -0.772, 1.215 

 C vs 129S2 0.333 ± 0.150 2.222(111) 0.0283 1.217 0.119, 2.315 

 B6N vs 129S2 0.272 ± 0.156 1.746(111) 0.0836 0.996 -0.142, 2.133 

Trial 4 C vs B6N -0.031 ± 0.137 -0.242(111) 0.8093 -0.121 -1.113, 0.871 

 C vs 129S2 0.167 ± 0.155 1.080(111) 0.2825 0.613 -0.514, 1.740 

 B6N vs 129S2 0.201 ± 0.164 1.227(111) 0.2224 0.734 -0.455, 1.923 

(b)Risk 
assessment 

      

Trial 1 C vs B6N 1.561 ± 0.128 12.211(432) < 0.0001*** 4.195 3.463, 4.926 

 C vs 129S2 0.340 ± 0.123 2.754(432) 0.0061* 0.914 0.259, 1.569 

 B6N vs 129S2 -1.221 ± 0.120 -10.181(432) < 0.0001*** -3.281 -3.951, -2.160 

Trial 2 C vs B6N 0.991 ± 0.095 10.389(432) < 0.0001*** 2.661 2.127, 3.195 

 C vs 129S2 0.028 ± 0.116 0.244(432) 0.8073 0.076 -0.535, 0.687 

 B6N vs 129S2 -0.962 ± 0.096 -10.047(432) < 0.0001*** -2.586 -3.120, 02.051 

Trial 3 C vs B6N 0.250 ± 0.078 3.215(432) 0.0014* 0.671 0.259, 1.085 

 C vs 129S2 -0.109 ± 0.109 -0.999(432) 0.3185 -0.291 -0.866, 0.283 

 B6N vs 129S2 -0.359 ± 0.087  -4.129(432) < 0.0001*** -0.963 -1.426, -0.500 

Trial 4 C vs B6N 0.156 ± 0.067 2.360(432) 0.0187 0.419 0.069, 0.769 

 C vs 129S2 0.045 ± 0.104 -0.437(432) 0.6624 -0.122 -0.670, 0.426 

 B6N vs 129S2 -0.201 ± 0.084 -2.386(432) 0.0175 -0.541 -0.988, -0.094 

(c)Arousal       

Trial 1 C vs B6N -0.151 ± 0.104 -1.460(111) 0.1472 -0.347 -0.819, 0.126 

 C vs 129S2 0.255 ± 0.103  2.472(111) 0.0149* 0.584 0.109, 1.059 

 B6N vs 129S2 0.406 ± 0.106 3.847(111) 0.0002** 0.931 0.436, 1.426 

Trial 2 C vs B6N 0.226 ± 0.111 2.042(111) 0.0435 0.517 0.011, 1.024 

 C vs 129S2 0.211 ± 0.111 1.908(111) 0.0590 0.483 -0.028, 0.989 

 B6N vs 129S2 -0.015 ± 0.113 -0.133(111) 0.8941 -0.034 -0.546, 0.477 

Trial 3 C vs B6N 0.058 ± 0.123 0.471(111) 0.6389 0.132 -0.424, 0.689 



 C vs 129S2 0.014 ± 0.121 0.118(111) 0.9062 0.032 -0.514, 0.580 

 B6N vs 129S2 -0.434 ± 0.124 -0.350(111) 0.7269 -0.099 -0.663, 0.464 

Trial 4 C vs B6N -0.196 ± 0.135 -1.458(111) 0.1477 -0.450 -1.064, 0.165 

 C vs 129S2 -0.125 ± 0.134 -0.933(111) 0.3528 -0.286 -0.894, 0.322 

 B6N vs 129S2 0.072 ± 0.136 0.525(111) 0.6005 0.164 -0.455, 0.784 

(d)Exploration       

Trial 1 C vs B6N -0.437 ± 0.071 -6.114(111) < 0.0001*** -1.451 -1.960, -0.943 

 C vs 129S2 0.017 ± 0.070 0.247(111) 0.8050 0.057 -0.401, 0.515 

 B6N vs 129S2 0.454 ± 0.071 6.416(111) < 0.0001*** 1.509 1.001, 2.016 

Trial 2 C vs B6N -0.531 ± 0.090 -5.915(111) < 0.0001*** -1.764 -2.401, -1.128 

 C vs 129S2 -0.071 ± 0.096 -0.742(111) 0.4599 -0.237 -0.870, 0.396 

 B6N vs 129S2 0.460 ± 0.101 4.554(111) < 0.0001*** 1.528 0.833, 2.223 

Trial 3 C vs B6N -0.399 ± 0.107 -3.733(111) 0.0003** -1.324 -2.049, -0.599 

 C vs 129S2 0.175 ± 0.119 1.468(111) 0.1450 0.580 -0.207, 1.367 

 B6N vs 129S2 0.573 ± 0.124 4.626(111) < 0.0001*** 1.904 1.050, 2.758 

Trial 4 C vs B6N -0.169 ± 0.093 -1.807(111) 0.0736 -0.561 -1.180, 0.058 

 B6N vs 129S2 0.428 ± 0.119 3.587(111) 0.0005* 1.423 0.614, 2.231 

(e)Locomotion       

Rank 
transformed 

      

Trial 1 C vs B6N -241.65 ± 17.2 -14.065(111) < 0.0001*** -2.763 -3.299, -2.228 

 C vs 129S2 85.82 ±  20.2 4.240(111) < 0.0001*** 0.981 0.505, 1.458 

 B6N vs 129S2 327.47 ±17.4 18.809(111) < 0.0001*** 3.745 3.109, 4.380 

Trial 2 C vs B6N -116.75 ± 18.1 -6.456(111) < 0.0001*** -1.335 -1.782, -0.889 

 C vs 129S2 101.16 ± 21.0 4.814(111) < 0.0001*** 1.157 0.656, 1.657 

 B6N vs 129S2 217.91 ± 18.3 11.904(111) < 0.0001*** 2.492 1.961, 3.023 

Trial 3 C vs B6N -68.03 ± 19.5 -3.492(111) 0.0007** -0.778 -1.231, -0.325 

 C vs 129S2 131.53 ± 22.1 5.960(111) < 0.0001*** 1.504 0.965, 2.043 

 B6N vs 129S2 199.55 ± 19.6  10.170(111) < 0.0001*** 2.282 1.744, 2.820 

Trial 4 C vs B6N -6.82 ± 21.1 -0.324(111) 0.7467 -0.078 -0.555, 0.399 

 C vs 129S2 159.23 ± 23.5 6.786(111) < 0.0001*** 1.824 1.239, 2.410 

 B6N vs 129S2 166.35 ± 21.2 7.834(111) < 0.0001*** 1.902 1.359, 2.446 

(f)pCORT       

Time 1 C vs B6N 0.13 ± 0.06 2..168(79) 0.0391*** 0.164 0.007, 0.321 

 C vs 129S2 -0.02 ± 0.06 -0.437(78) 0.6656 -0.031 -0.179, 0.116 

 B6N vs 129S2 -0.15 ± 0.06 -2.436(77) 0.0217*** -0.196 -0.363, -0.029 

Time 2 C vs B6N -0.10 ± 0.22 -0.441(79) 0.6629 -0.123 -0.694, 0.448 

 C vs 129S2 -0.87 ± 0.32 -2.750(78) 0.0104*** -1.102 -1.937, -0.267 

 B6N vs 129S2 -0.78 ± 0.27 -2.857(77) 0.0081*** -0.979 -1.694, -0.264 



Time 3 C vs B6N 0.34 ± 0.10 3.253(79) 0.0030*** 0.424 0.151, 0.698 

 C vs 129S2 0.08 ± 0.08 0.959(78) 0.3458 0.102 -0.116, 0.319 

 B6N vs 129S2 -0.25 ± 0.09 -2.652(77) 0.0130*** -0.323 -0.575, -0.070 

 

Table S6. Post hoc comparisons between experimenters of the estimated marginal means on each 
trial, or averaged over trials (in case of a main effect of experimenter), per behavioral dimension. 
Adjusted α = 0.025321 for comparison between experimenters on trials 1 and 4, P < 0.05 for trials 2 
and 3. Significant contrasts are highlighted in bold. 

Dimension  Estimate ± SEM t(df) P Cohen
s d 

Lower and upper 
limits of 95% CI 

(a)Avoidance       

Overall Exp. A vs Exp. 
B 

-0.233 ± 0.095 -2.446(111) 0.0160 -0.380 -0.565, -0.196 

(b)Risk 
assessment 

      

Trial 1 Exp. A vs Exp. 
B 

0.603 ± 0.101 5.968(432) < 0.0001 1.621 1.076, 2.166 

Trial 2 Exp. A vs Exp. 
B 

0.047 ± 0.084 0.562(432) 0.5747 0.127 -0.317, 0.570 

Trial 3 Exp. A vs Exp. 
B 

0.075 ± 0.075 0.996(432) 0.3196 0.201 -0.196, 0.598 

Trial 4 Exp. A vs Exp. 
B 

0.070 ± 0.070 0.990(432) 0.3226 0.187 -0.184, 0.559 

(c)Arousal       

Overall Exp. A vs Exp. 
B 

0.222 ± 0.063 3.506(111) 0.0007 0.409 0.224, 0.5 

(d)Exploration       

Trial 1 Exp. A vs Exp. 
B 

0.499 ± 0.058 8.560(111) < 0.0001 1.660 1.220, 2.100 

Trial 2 Exp. A vs Exp. 
B 

0.765 ± 0.078 9.785(111) < 0.0001 2.540 1.930, 3.160 

Trial 3 Exp. A vs Exp. 
B 

0.582 ± 0.095 6.107(111) < 0.0001 1.930 1.260, 2.610 

Trial 4 Exp. A vs Exp. 
B 

0.627 ± 0.089 7.021(111) < 0.0001 2.080 1.430, 2.730 

(e)Locomotion       

Exp. A vs Exp. B C 51.40± 22.3 2.302(111) 0.0232 0.588 0.076, 1.100 

 B6N -5.26 ± 17.6 -0.298(111) 0.7661 -0.060 -0.460, 0.340 

 129S2 27.57 ± 22.7 1.217(111) 0.2261 0.315 -0.200, 0.831 

 

Table S7. Cluster differences: Effects of different explanatory variables for each behavioral 
dimension/pCORT.  
Behavioral dimensions: analyzed with GLMMs using a 2 (cluster) x 4 (trials) mixed factorial design. 
Cluster, trial and their interaction were included as fixed predictors, while mouse identity (ID) and 
mouse slope were included as random factors.  
pCORT: LMM using a 2 (cluster) x 3 (sampling moment) mixed factorial design. Cluster, sampling 
moment and their interaction were included as fixed predictors, mouse ID and slope were included 
as random factors. Significant effects are highlighted in bold.  



Dimension Explanatory 
variables 

F Df P 

(a)Avoidance     

 Cluster C 0.12 1, 115 0.7334 

 Trial T 10.27 3, 341 < 0.0001 

 C * T 45.32 3, 341 d < 0.0001 

 Mouse identityr 211.00 b 11 < 0.0001 

 Mouse sloper 7.39 b 13 0.0248 

(b)Risk assessment     

glmmTMB Cluster Ca 0.06b 1 0.8060 

 Trial Ta 417.49 b 3 < 0.0001 

 C * Ta 4.99 b 3 0.1722 

 Mouse identityr 89.64 b 11 < 0.0001 

 Mouse sloper 107.83 b  13  < 0.0001 

     

(c)Arousal     

 Cluster C 0.72 1, 115 0.3960 

 Trial T 18.41 3, 341 < 0.0001 

 C * T 8.59 3, 341 < 0.0001 

 Mouse identityr 36.67 b 11 < 0.0001 

 Mouse sloper 7.90 b 13 0.0192 

(d)Exploration     

 Cluster C 0.35 1, 115 0.5561 

 Trial T 59.73 3, 341 < 0.0001 

 C * T 12.42 3, 341 < 0.0001 

 Mouse identityr 289.90 b 11 < 0.0001 

 Mouse sloper 7.60 b 13 0.0224 

(e)Locomotion     

rank transformed Cluster C 1.59 1, 115 0.1923 

 Trial T 11.35 3, 341 0.0010 

 C * T 1.21 3, 341 0.3046 

 Mouse identityr 184.36 b 11 < 0.0001 

 Mouse sloper Na na na 

(f)pCORT Cluster C 2.73 1, 115 0.2429 

 Time T 224.8 2, 213 < 0.0001 

 C*T 2.11 2, 213 0.0880 

 Mouse identityr 4.51 b 8 0.0336 

 Mouse sloper 0.00 b 10 1.0000 
rMouse identity and  mouse slope were included as random factors; the statistical significance of 
these factors was calculated by likelihood-ratio tests and thus bChi-square values are reported. 
aAnalyses conducted with glmmTMB: bmain and interaction effects reported with Chi Square values. 
Na = model did not converge.  
 

Table S8. Post hoc within cluster comparisons of the estimated marginal means between trials 1 and 
4 (behavioral dimensions) or sampling moments (pCORT). Behavioral dimensions: adjusted α = 
0.025321 for comparison between trial 1 and 4. pCORT: adjusted α = 0.025321 for comparison 
between sampling moments. Significant contrasts are highlighted in bold. 



Dimension  Estimate ± 
SEM 

t(df) P Cohens d Lower and upper 
limits of 95% CI 

(a)Avoidance       

Trial 1 vs 4  A 0.948 ± 0.089 10.636(341) < 0.0001 1.558 1.247, 1.869 

Trial 1 vs 4 B -0.608 ± 0.116 -5.252(341) < 0.0001 -1.000 -1.382, -0.618 

(c)Arousal       

Trial 1 vs 4  A -0.260 ± 0.077 -3.382(115) 0.0010 -0.641 -1.026, -0.256 

Trial 1 vs 4  B -0.762 ± 0.100 -7.621(115) < 0.0001 -1.875 -2.420, -1.329 

(d)Exploration       

Trial 1 vs 4  A -0.853 ± 0.064 -13.420(341) < 0.0001 -2.494 -2.905, -2.083 

Trial 1 vs 4 B -0.323 ± 0.070 -4.659(341) < 0.0001 -0.935 -1.348, -0.539 

(f)pCORT       

Time 1 vs 2 Overall -1.579 ± 0.098 -16.038(115) < 0.0001 -8.707 -10.720, -7.141 

Time 1 vs 3  Overall -0.145 ± 0.037 -3.959(115) 0.0001 -0.801 -1.220, -0.387 

Time 2 vs 3 Overall 1.433 ± 0.100 14.430(115) < 0.0001 7.905 6.400, 9.409 

 
Table S9. Post hoc between cluster comparisons of the estimated marginal means on each trial for 
avoidance behavior, arousal and exploration (adjusted α = 0.025321 for trials 1 and 4, α = 0.05 for 
trials 2 and 3). Significant contrasts are highlighted in bold. 

Dimension  Estimate ± SEM t(df) P Cohen’s 
d 

 

(a)Avoidance       

A vs B Trial 1 1.131 ±  0.164 7.885(115) < 0.0001 1.860 1.272, 2.448 

 Trial 2 0.420 ±  0.132 3.175(115) 0.0019 0.690 0.250, 1.130 

 Trial 3 -0.152 ± 0.134 -1.133(115) 0.2594 -0.250 -0.688, 0.188 

 Trial 4 -0.425 ± 0.129 -3.284(115) 0.0014 -0.698 -1.129, -0.267 

(c)Arousal       

A vs B Trial 1 0.162 ±  0.090 1.792(115) 0.0757 0.400 -0.045, 0.845 

 Trial 2 0.047 ±  0.094 0.493(115) 0.6233 0.115 -0.346, 0.576 

 Trial 3 -0.345 ± 0.100 -3.441(115) 0.0008 -0.849 -1.350, -0.348 

 Trial 4 -0.339 ± 0.107 -3.163(115) 0.0020 -0.834 -1.367, -0.300 

(d)Exploration       

A vs B Trial 1 -0.166 ±  0.096 -1.729(115) 0.0864 -0.485 -1.044, 0.074 

 Trial 2 -0.068 ±  0.102 -0.663(115) 0.5083 -0.199 -0.792, 0.395 

 Trial 3 0.221 ± 0.110 2.020(115) 0.0458 0.647 0.007, 1.287 

 Trial 4 0.364 ± 0.117 3.115(115) 0.0023 1.065 0.374, 1.757 

 

Table S10. Multiple comparisons: Overview of Dunn-Sidak corrected values for α in post hoc tests.  

Results 
section 

 GLMM effect Post hoc 
comparisons/contrasts 

γ Adjusted α 

3.1. Strain 
analyses 

Behavior Strain C vs B6; C vs 129S2; B6 vs 
129S2 

2 0.025321 

 Behavior Trial  Trial 1 vs Trial 4 1 0.05 

 Behavior Strain x Trial 
(T) 

C-T1 vs C-T4; C-T1 vs B6-
T1; C-T1 vs 129S2-T1; 

3 0.01692 

   B6-T1 vs B6-T4; C-T1 vs B6-
T1; B6-T1 vs 129S2-T1 

3 0.01692 



   129S2-T1 vs 129S2-T4; C-
T1 vs 129S2-T1; B6-T1 vs 
129S2-T1 

3 0.01692 

   C-T2 vs B6-T2; C-T2 vs 
129S2-T2; B6-T2 vs 129S2-
T2 

2 0.025321 

   C-T3 vs B6-T3; C-T3 vs 
129S2-T3; B6-T3 vs 129S2-
T3 

2 0.025321 

   C-T1 vs C-T4; C-T4 vs B6-
T4; C-T4 vs 129S2-T4; 

  

   B6-T1 vs B6-T4; C-T4 vs B6-
T4; B6-T4 vs 129S2-T4 

  

   129S2-T1 vs 129S2-T4; C-
T4 vs 129S2-T4; B6-T4 vs 
129S2-T4 

  

      

 Behavior Experimenter 
(E) x Trial (T) 

E1-T1 vs E1-T4; E1-T1 vs 
E2-T1; E1-T4 vs E2-T4 

2 0.025321 

   E2-T1 vs E2-T4; E1-T1 vs 
E2-T1; E1-T4 vs E2-T4 

2 0.025321 

   E1-T2 vs E2-T2 1 0.05 

   E1-T3 vs E2-T3 1 0.05 

  Experimenter 
(E) x Strain 

E1-C vs E2-C; E1-B6 vs E2-
B6; E1-129S2 vs E2 – 
129S2 

1 0.05 

 Corticosterone Strain x 
Sampling 
moment (S) 

C-S1 vs C-S2; C-S1 vs C-S3; 
C-S2 vs C-S3; B6-S1 vs B6-
S2; B6-S1 vs B6-S3; B6-S2 
vs B6-S3; ; 129S2-S1 vs 
129S2-S2; 129S2-S1 vs 
129S2-S3; 129S2-S2 vs 
129S2-S3; 
 
C-S1 vs B6-S1; C-S1 vs 
129S2-S1; B6-S1 vs 129-S1; 
C-S2 vs B6-S2; C-S2 vs 
129S2-S2; B6-S2 vs 129-S2; 
C-S3 vs B6-S3; C-S1 vs 
129S2-S3; B6-S3 vs 129-S3;  
 
 
 
 

4 0.012741 

3.3. Cluster 
analyses 

Behavior Cluster (A/B) 
x Trial (T) 

A-T1 vs A-T4; B-T1 vs B-T4; 
A-T1 vs B-T1; A-T4 vs B-T4 

2 0.025321 

   A-T2 vs B-T2; A-T3 vs B-T3 1 0.05 

 Corticosterone Sampling 
moment (S) 

S1 vs S2; S1 vs S3; S2 vs S3 2 0.025321 

3.6 Clusters 
within strains 

Behavior Cluster (A/B) 
X Trial (T) 

A-T1 vs A-T4; B-T1 vs B-T4; 
A-T1 vs B-T1; A-T4 vs B-T4 

2 0.025321 



   A-T2 vs B-T2; A-T3 vs B-T3 1 0.05 

  Trial (T) T1 vs T4 1 0.05 

 Corticosterone Sampling 
moment (S) 

S1 vs S2; S1 vs S3; S2 vs S3 2 0.025321 

 

Table S11. Cluster (A/B) differences within strains C, B6N and 129S2: Effects of different explanatory 
variables for each behavioral dimension/pCORT. Behavioral dimensions were analyzed with 
generalized linear mixed models (GLMMs) using a 2 (cluster) x 4 (trials) mixed factorial design. 
Cluster, trial and their interactions were included as fixed predictors. Mouse identity (ID)was 
included as random factor.  
pCORT: linear mixed model (LMM) using a 2 (cluster) x 3 (sampling moment) mixed factorial design. 
Cluster, sampling moment were included as fixed predictors, including their interaction. Mouse 
identity was included as random factor. Significant effects (P < 0.05) are highlighted in bold.  

Strain: C 

 
 

Explanatory 
variables 

F df P  

Avoidance Cluster C 0.71 1, 38 0.4043  

 Trial T 26.65 3, 114 < 0.0001  

 C * T 9.25 3, 114 < 0.0001  

Arousal Cluster C 4.59 1, 38 0.0386  

 Trial T 7.13 3, 114 0.0002  

 C * T 5.10 3, 114 0.0024  

Risk 
assessment 

Cluster C 0.20 1 0.6590  

glmmTMB Trial T 413.61 3 < 0.0001  

 C * T 5.08 3 0.1655  

Exploration Cluster C 0.02 1, 38 0.8875  

 Trial T 61.74 3, 114 < 0.0001  

 C * T 1.18 3, 114 0.3195  

Locomotion Cluster C 0.75 1, 38 0.3906  

 Trial T 7.31 3, 114 0.0002  

 C * T 0.66 3, 114 0.5747  

Corticosterone Cluster C 3.47 1, 38 0.0701  

 Trial T 49.01 2, 73 < 0.0001  

 C * T 1.51 2, 73 0.2259  

Strain: B6N 

Avoidance Cluster C 0.38 1, 37 0.7519  

 Trial T 4.09 3, 109 0.0086  

 C * T 13.41 3, 109 < 0.0001  

Arousal Cluster C 3.72 1, 37 0.0615  

 Trial T 4.95 3, 109 0.0029  

 C * T 4.38 3, 109 0.0059  

Risk 
assessment 

Cluster C 0.65 1 0.4200  

glmmTMB Trial T 178.24 3 < 0.0001  

 C * T 0.55 3 0.9070  

Exploration Cluster C 0.02 1, 37 0.8909  

 Trial T 38.04 3, 109 < 0.0001  

 C * T 7.11 3, 109 0.0002  

Locomotion Cluster C 6.30 1, 37 0.0165  



 Trial T 63.36 3, 109 < 0.0001  

 C * T 0.27 3, 109 0.8473  

Corticosterone Cluster C 0.18 1, 37 0.6689  

 Trial T 154.34 2,67 < 0.0001  

 C * T 2.89 2, 67 0.0627  

Strain: 129S2 

Avoidance Cluster C 1.06 1, 36 0.3101  

 Trial T 0.88 3, 106 0.4533  

 C * T 21.53 3, 106 < 0.0001  

Arousal Cluster C 1.32 1, 36 0.2585  

 Trial T 17.89 3, 106 <0.0001  

 C * T 0.08 3, 106 0.9719  

Risk 
assessment 

Cluster C 1.04 1, 36 0.3071  

 Trial T 553.84 3, 106 < 0.0001  

 C * T 4.69 3, 106 0.1958  

Exploration Cluster C 0.67 1, 36 0.4162  

 Trial T 13.10 3, 106 < 0.0001  

 C * T 7.51 3, 106 0.0001  

Locomotion Cluster C 1.43 1, 36 0.2396  

 Trial T 0.68 3, 106 0.5673  

 C * T 0.32 3, 106 0.8074  

Corticosterone Cluster C 0.34 1, 36 0.2599  

 Time T 143.29 2, 65 < 0.0001  

 C * T 0.41 2, 65 0.8197  

 
 
Table S12. Post hoc comparisons of the estimated marginal means between and/or within clusters, 
for each strain (C/B6N/129S2) separately.  
Within cluster post hoc comparisons between trials 1 and 4 (behavioral dimensions) or sampling 
moments (pCORT): Behavioral dimensions: adjusted α = 0.025321 for comparison between trial 1 
and 4. pCORT: adjusted α = 0.025321 for comparison between sampling moments.  
Post hoc between cluster comparisons on each trial: Behavioral dimensions: (adjusted α = 0.025321 
for trials 1 and 4, α = 0.05 for trials 2 and 3). Significant contrasts are highlighted in bold. 

Strain: C  Estimate ± SEM t(df) P 

Avoidance     

     

Cluster A Trial 1 vs 4 1.241 ±  0.128 9.661(114) < 0.0001 

Cluster B Trial 1 vs 4 -0.236 ±  0.279 -0.847(114) 0.3985 

Trial 1     

 A vs B 0.944 ±  0.323 2.919(38) 0.0059 

Trial 2     

 A vs B 0.169 ± 0.245 0.692(38) 0.4934 

Trial 3     

 A vs B -0.275 ± 0.221 -1.245(38) 0.2208 

Trial 4     

 A vs B -0.534 ± 0.220 -2.424(38) 0.0202 

Risk 
assessment 

    



Trial main     

 Trial 1 vs 4 2.316 ± 0.151 15.267(146) < 0.0001 

Arousal     

Cluster A     

 Trial 1 vs 4 -0.234 ± 0.099 -2.376(114) 0.0192 

Cluster B      

 Trial 1 vs 4 -0.854 ± 0.214 -3.992(114) 0.0001 

Trial 1     

 A vs B 0.159 ±  0.185 0.860(38) 0.3951 

Trial 2     

 A vs B -0.036 ± 0.185 -0.196(38) 0.8455 

Trial 3     

 A vs B -0.659 ± 0.185 -3.556(38) 0.0010 

Trial 4     

 A vs B -0.460 ± 0.185 -2.486(38) 0.0174 

Exploration     

Trial main      

 Trial 1 vs 4 -0.685 ± 0.080 -8.597(114) < 0.0001 

Locomotion     

Trial main      

 Trial 1 vs 4 -0.414 ±  0.108 -3.807(114) 0.0002 

Corticosterone     

Time main     

 Time 1 vs 2 -1.298 ± 0.203 -6.394(73) < 0.0001 

 Time 1 vs 3 -0.507 ± 0.177 -2.863(73) 0.0055 

 Time 2 vs 3 0.791 ± 0.160 4.938(73) < 0.0001 

Strain: B6N  Estimate ± SEM t(df) P 

Avoidance     

Cluster A     

 Trial 1 vs 4 0.644 ± 0.116 5.573(109) < 0.0001 

Cluster B      

 Trial 1 vs 4 -0.307 ± 0.127 -2.383(109) 0.0189 

Trial 1     

 A vs B 0.714 ± 0.232 3.079(37) 0.0039 

Trial 2     

 A vs B 0.234 ± 0.231 1.015(37) 0.3166 

Trial 3     

 A vs B -0.209 ± 0.231 -0.905(37) 0.3715 

Trial 4     

 A vs B -0.233 ± 0.231 -1.011(37) 0.3187 

Risk 
assessment 

    

Trial main     

 Trial 1 vs 4 0.805 ± 0.072 11.183(151) < 0.0001 

Arousal     

Cluster A     

 Trial 1 vs 4 -0.118 ± 0.134 -0.885(109) 0.3779 

Cluster B      

 Trial 1 vs 4 -0.771 ± 0.190 -4.054(109) 0.0001 

Trial 1     



 A vs B 0.180 ±  0.174 1.038(37) 0.3060 

Trial 2     

 A vs B 0.040 ± 0.171 0.237(37) 0.8143 

Trial 3     

 A vs B -0.172 ± 0.172 -2.805(37) 0.0080 

Trial 4     

 A vs B -0.427 ± 0.171 -2.770(37) 0.0087 

Exploration     

Cluster A     

 Trial 1 vs 4 0.822 ± 0.079 10.331(109) < 0.0001 

Cluster B      

 Trial 1 vs 4 0.781 ± 0.088 8.880(109) < 0.0001 

Trial 1     

 A vs B -0.275 ±  0.171 -1.610(37) 0.1158 

Trial 2     

 A vs B -0.067 ± 0.170 -0.395(37) 0.6949 

Trial 3     

 A vs B 0.197 ± 0.170 1.156(37) 0.2551 

Trial 4     

 A vs B 0.256 ± 0.170 1.605(37) 0.1406 

Locomotion     

Cluster main     

 A vs B 0.177 ±  0.076 2.323(37) 0.0258 

Trial main     

 Trial 1 vs 4 0.801 ± 0.059 13.517(109) < 0.0001 

Corticosterone     

Trial main     

 Time 1 vs 2 -2.079 ± 0.158 -13.185(67) < 0.0001 

 Time 1 vs 3 -0.197 ± 0.196 -1.008(67) 0.3169 

 Time 2 vs 3 1.882 ± 13.505 13.505(67) < 0.0001 

129S2  Estimate ± SEM t(df) P 

Avoidance     

Cluster A     

 Trial 1 vs 4 0.579 ±  0.136 4.258(106) < 0.0001 

     

 Trial 1 vs 4 -0.884 ±  0.148 -5.979(106) < 0.0001 

Trial 1     

 A vs B 0.394 ±  0.266 1.483(36) 0.1467 

Trial 2     

 A vs B 0.175 ± 0.266 0.658(36) 0.5147 

Trial 3     

 A vs B -0.440 ± 0.265 -1.660(36) 0.1057 

Trial 4     

 A vs B -1.070 ± 0.265 -4.038(36) 0.0003 

Risk 
assessment 

    

Trial main     

 Trial 1 vs 4 1.821 ± 0.093 19.470(144) < 0.0001 

Arousal     

Trial main     



 Trial 1 vs 4 -0.708 ± 0.120 -5.920(106) < 0.0001 

Exploration     

Cluster A     

 Trial 1 vs 4 -1.172 ± 0.178 -6.575(106) < 0.0001 

Cluster B      

 Trial 1 vs 4 -0.333 ± 0.100 -3.319(106) 0.0012 

Trial 1     

 A vs B -0.250 ± 0.230 -1.090(36) 0.2827 

Trial 2     

 A vs B -0.095 ± 0.230 -0.412(36) 0.6829 

Trial 3     

 A vs B 0.395 ± 0.229 1.722(36) 0.0937 

Trial 4     

 A vs B 0.588 ± 0.229 2.566(36) 0.0146 

Corticosterone     

Time main     

 Time 1 vs 2 -1.813 ± 0.150 -12.074(65) < 0.0001 

 Time 1 vs 3 -0.273 ± 0.190 -1.437(65) 0.1556 

 Time 2 vs 3 1.540 ± 0.162 9.532(65) < 0.0001 

 


