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2 Chapter 1: Introduction

1. Colloidal Nanoparticles

It is well known that the material properties of crystals become a function of
size and shape when their dimensions are in the nanometer size range, 1-100 nm.
Depending on the material, two mechanisms can be distinguished for the size-
dependent properties [1, 2]. First, for particles of a smaller size, the fraction of
surface atoms is larger, and because these atoms have a different coordination
number than bulk atoms, they have different properties. These effects are visible
through the decreased melting temperature of nanoparticles [2] or the presence of
a non-magnetic surface layer in the case of magnetic nanoparticles [3]. The second
mechanism consists of so-called quantum confinement effects, particularly present
in semiconductor nanoparticles (quantum dots). These confinement effects start
to play a role when the dimensions of the nanoparticle become of the same order
as the exciton Bohr radius, the length scale of the spatial extension of electron-
hole pairs [4]. This gives rise to size-dependent optical and electronic changes [1]
such as a shift from red to blue luminescence color for CdSe nanocrystals when
the particle size is decreased from 6 nm to 2 nm (see examples in ref. [4]). Both
effects enable the tuning of material properties via the particle size, shape, and
composition.

The tunable properties of quantum dots give rise to new applications, such
as field effect transistors [5], or high density magnetic storage [6, 7]. Also in the
biomedical field, nanoparticles have great potential in the treatment of cancer [8, 9]
or for techniques such as magnetic particle imaging [10]. For these applications,
particles are required with well-defined properties, and therefore various colloidal
synthesis methods are developed that provide monodisperse nanoparticles with
homogeneous properties [11, 12]. However, for use of these particles in solid-
state optical and electronic applications, they typically have to be immobilized
on a substrate in so-called nanoparticle solids [13]. As the nanoparticles in these
solids are in close contact, the nanoparticles begin to influence each other, and
as a consequence the properties of the solids are determined by their collective
properties as well as those of the single nanoparticles. For example, an insulator
to conductor transition is observed in compressed layers of silver nanoparticles
when the particle-particle separation become small enough to enable electronic
coupling between the nanoparticles [14, 15]. Similarly for magnetic particles it
is reported that the magnetic properties of a solid formed from these particles
depend on the structure of this solid [7]. For a good control over the properties
of the solid, it is therefore necessary to control its structure and to ensure that
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it is the same everywhere in the solid. This can be achieved by the formation of
so-called nanoparticle superlattices, which resemble atomic crystals but are built
from nanoparticles [16].

For a full understanding of the formation of these superlattices, the colloidal
interactions between the individual nanoparticles have to be known. In this the-
sis, these interactions are investigated using cryogenic transmission electron mi-
croscopy (cryo-TEM), complemented by more standard colloidal techniques. In
section 2 an overview of the most common colloidal interactions between nanopar-
ticles is presented. The basics of the cryo-TEM method are discussed in section 3,
and finally the scope and structure of this thesis are described in section 4.

2. Colloidal Interactions

A good understanding of the interactions between nanoparticles in liquid me-
dia is necessary to develop theories that describe the behavior of the nanoparticles
both on a microscopic as well as on the macroscopic level [17]. Although many
interactions are known that could play a role, the magnitude of these interactions
is less known. In this section several possible interactions are discussed and, if
possible, their interaction energy is estimated and compared with other interac-
tions.

2.1. Hard Sphere Interaction. The most basic, and mainly theoretical,
interaction is the hard sphere interaction potential:

ϕHS =

∞ r ≤ σ

0 r > σ
(1.1)

Here, ϕHS is the interaction energy, r is the center-to-center distance of the par-
ticles, and σ is the diameter of the particles. Despite its simple nature, the hard
sphere interaction is sufficient to explain macroscopic phenomena such as phase
behavior [18]. Several colloidal model systems have been design to approach this
potential as closely as possible and were used to test the theoretical predictions [19].

2.2. Steric Interaction. The nanoparticles used in the experiments dis-
cussed in this thesis are dispersed in an apolar liquid. To prevent aggregation
of the nanoparticles, the surface is covered with adsorbed ligands that cause a
repulsion if two particles come in contact. A ligand is an amphiphilic molecule,
which consists of a hydrophilic head group and one or more hydrophobic tails. The
hydrophilic head group adsorbs on the nanoparticle surface, and the hydrophobic
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tails, which mix well with apolar liquids, are on the outside of the ligand layer.
The repulsion is due to an increase in the osmotic pressure of the region where the
ligand layers overlap. This repulsive potential can be written as [20]:

ϕSteric
kBT

= 4πRΓ2 v
2
2

v1

(
1

2
− χ

)(
1− r − 2R

2δ

)2

(1.2)

Here, R is the radius of a nanoparticle, Γ the adsorption density of the ligands, v1,2
is the volume of the ligand (1) and the solvent molecules (2), χ is the dimensionless
ligand-solvent interaction parameter, r is the center-to-center distance between the
particles, and δ is the thickness of the ligand layer. The interaction parameter χ,
known from Flory-Huggins theory of polymer solubility, describes the difference
between the interaction energy ULS of a ligand segment with a solvent molecule
and the average pf the interaction energies of two ligand-segments ULL and of two
solvent molecules USS . If χ < 1/2, the particles are dispersed in a good solvent
and the ligand layers repel, while if χ > 1/2, the ligand layer collapses and the
stabilization of the nanoparticles is lost.

In fig. 1.1 this interaction potential is plotted using typical values for R = 3 nm,
Γ = 2 nm−2, v1 = 0.53 nm3 (oleic acid), v2 = 0.26 nm3 (decalin), χ = 0, and
δ = 1.8 nm. For comparison, a hard sphere potential is plotted as well with an
effective particle diameter equal to the experimentally observed average particle-
particle separations (2R+3 nm, see chapter 2). The steric interaction between the
ligands gives a strong repulsion, and the repulsive energy becomes already more
than 1 kBT if the capping layers are overlapping only 0.5 nm. For most practical
cases, sterically stabilized nanoparticles can be considered as hard spheres, without
affecting the results significantly.

2.3. Van der Waals Interaction. Always present between nanoparticles is
the Van der Waals interaction, originating from the interactions of the atoms in
one nanoparticle with the atoms in another particle. In fact, the Van der Waals
interaction is a combination of three particular types of atomic interactions, named
after Keesom, Debye, and London [21]. The Keesom interaction is that between the
permanent dipole moments of molecules. The second type, the Debye interaction,
is that of a molecule that possesses a permanent dipole moment with an induced
dipole moment in another molecule. Since the direction of induced dipole is the
same as the permanent dipole, this results in an attraction between the molecules.
The last type of Van der Waals interactions has a purely quantum mechanic origin,
as it originates from the spontaneous fluctuations of the charge distribution in
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Figure 1.1. The interaction potential of sterically stabilized
nanoparticles (for details see text). The red vertical line repre-
sents a hard sphere potential with an effective diameter to match
the sterically stabilized potential.

the atom, which appears as a constantly fluctuating dipole moment. In close
proximity, the charge distribution of one atom influences that of the other atom
and vice versa, which gives rise to attraction. All these interactions can be written
in the following mathematical form:

ϕVdW = −C 1

r6
(1.3)

where the constant C is the so-called Van der Waals constant.
The Van der Waals interaction between two nanoparticles, which consist of

many atoms, is given by the sum of the interactions between all atoms in one
nanoparticle with those in the other nanoparticle. Assuming a continuous dis-
tribution of matter in the nanoparticles, the summation can be replaced by an
integral over the volume of the particles. This integral was solved for two spheres
by Hamaker giving the Hamaker potential [22]:

ϕV dW = −A1

6

(
2R1R2

r2 − (R1 +R2)
2 +

2R1R2

r2 − (R1 −R2)
2 +(1.4)

ln
[
r2 − (R1 +R2)

2

r2 − (R1 −R2)
2

])
Here, A is the Hamaker constant, R1 and R2 the radii of the spheres 1 and 2, and
r the center-to-center distance of the spheres. The Hamaker constant is related to
the Van der Waals coefficient C via:

A = π2ρ2C(1.5)
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Figure 1.2. The Van der Waals interaction plotted as function
of the center-to-center distance between the particles calculated
with the Hamaker equation (eq. 1.4) for two equal-sized spheres
with varying diameters and Hamaker constants. A hard sphere
potential is added at the average center-to-center distance seen in
experiments.

where ρ is the number density of the atoms in a nanoparticle.
This treatment of the Van der Waals interaction via integration has two short-

comings. First, it is inaccurate in the description of the interaction at small
particle-particle separations, as there the discrete nature of the particles becomes
important. Second, it does not take into account the interactions between more
than two atoms at a time, the multi-body contributions of the interaction po-
tential. Lifshitz derived an alternative expression for the Hamaker constant [21],
where the material still was treated as continuous, such that integration remains
possible, but where the many-body effects were taken into account by deriving
the Hamaker constant from bulk electronic properties rather than atomic Van der
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Table 1.1. Hamaker constants for several ma-
terials

Hamaker
Material Medium constant (kBT )
PbSe Air 13 [23]
PbSe Hexane 6 [24]
Magnetite Hexane 5 [25]
Hexane Air 10 [26]
Decalin Air 15 [27]

Waals constants. In table 1.1 the Hamaker constants are listed for several mate-
rials used in this thesis. In fig. 1.2, the interaction potentials are shown for two
equal-sized spheres of various diameters and Hamaker constants. A hard sphere
potential is added to mimic the steric repulsion of the nanoparticles. The maxi-
mum attraction strength between the particles increases with increasing diameter
and Hamaker constant but never becomes larger than 1 kBT for the investigated
systems. This interaction is therefore weak and can be neglected when compared
to other attractive interactions.

2.4. Coulomb Interaction. Although the nanoparticles are dispersed in an
apolar medium, an electric charge might be present on these nanoparticles and
therefore the particles might interact via a screened Coulomb potential:

ϕCoulomb =
q1q2

4πϵ0ϵ1

exp [−κr]
r

(1.6)

where qi is the charge of particle i, ϵ0 is the vacuum permitivity, ϵ1 is the relative
permitivity of the medium in which the charges reside, κ is the inverse Debye-
Hückel screening length, and r is the distance between the charges.

The thermodynamic fraction of particles with a charge q = ±e, can be calcu-
lated from the charging energy EC of a dielectric sphere [28, 29]:

EC =
∞∑
l=0

e2 (ϵ− 1) (l + 1)

2ϵ2 (ϵl + l + 1)R

( r

R

)2l
(1.7)

Here, e is the elementary charge, ϵ = ϵ2/ϵ1 is the ratio between the dielectric
constants of the sphere (ϵ2) and the medium, R is the radius of the dielectric
sphere, and r is the distance from the center of the sphere to the charge. Using
this relation for the charging energy and following the reasoning of Shim and
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Guyot-Sionnest [29] (see chapter 4 for details), the fraction of charged quantum
dots is about 1% in apolar liquids. The influence of the interactions between
charged particles is therefore negligible.

2.5. Dipole-Dipole Interaction. The presence of dipole moments in quan-
tum dots is an important issue because it has a great influence on both the colloidal
and the electronic properties of the nanoparticles [29, 30]. The colloidal interaction
between two nanoparticles with a dipole moment is described as:

ϕD−D = kBTλ
(σ
r

)3
(µ̂1 · µ̂2 − 3 (µ̂1 · r̂) (µ̂2 · r̂))(1.8)

Here, λ is the coupling parameter, σ is the diameter of a nanoparticle, r is the
distance between the nanoparticles, µ̂ is a unit vector containing the orientation
of the dipole moment, and r̂ is a unit vector that points from one particle to
the other. In this formulation the interaction potential is similar for magnetic and
electric dipoles, and the coupling parameter is related to the maximum interaction
energy at contact via ϕmax = −2λkBT [31].

The presence of an electric dipole moment in nanoparticles has been shown
for CdSe [29], ZnSe [29], and PbSe [30]. The latter two have a crystal lattice with
a tetrahedral or cubic symmetry which cannot have an intrinsic dipole moment,
and therefore the observed dipole moment has to be related to the finite size of
the nanoparticle. Several models have been proposed for the origin of this dipole,
like randomly placed charges on a sphere [29] or crystal facets terminated with
different ions [32]. A discussion on the origin of the dipole moment taking into
account the experiments presented in this thesis is given in chapter 4.

2.6. Depletion Interaction. For a stable dispersion of nanoparticles in an
apolar liquid, the nanoparticles have to be covered with a shell of adsorbed ligands
to prevent clustering and sedimentation. As the binding of these ligands is often
reversible, the ligands adsorbed on the nanoparticle surface are in equilibrium with
ligands in solution. These dissolved ligands can induce a depletion interaction
between the particles. If a particle is dispersed in a liquid containing polymers,
these polymers exert an osmotic pressure on the particles. When two particles
approach each other, at some point the distance between their surfaces becomes
smaller than the size of the dissolved ligands and the concentration of ligands
between the particles is reduced. The osmotic pressure exerted by the ligands is
now no longer uniform, but is smaller between the particles, which as a consequence
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pushes the particles together. The strength of this interaction is given by [33]:

ϕdepletion
Π

= −4

3
πR3

d

[
1− 3

4

r

Rd
+

1

16

(
r

Rd

)3
]

(1.9)

where Π is the osmotic pressure of the ligand solution, Rd is the depletion radius,
and r is the center-to-center distance between the particles. The depletion radius
is defined as the particle radius plus the thickness of the zone depleted from ligand
molecules, which is equal to the their radius of gyration, rg. As a first approxima-
tion, the osmotic pressure due to the dissolved ligands can be described using the
Van ’t Hoff equation Π = ρkBT where ρ is the solute number density and kBT

the thermal energy.
In solution the ligand oleic acid is present in the form of dimers [34, 35] when

the concentration is above the critical micelle concentration (12 mM [36]). Using
typical numbers for oleic acid, ρ = 75 × 1024 m−3 (c = 250 mM) and rg = 1 nm,
the interaction energy is −1.7 kBT. Although the depletion attraction predicted
by this model is relatively strong, this result is valid for hard spheres and non-
adsorbing polymers. In this case, the surface of the nanoparticles is covered with
a layer of the ligand molecules, which is known to reduce the interaction strength
considerably [37]. Although an exact calculation is hard to give, it is expected that
the adsorbed ligands can decrease the depletion interaction strength by an order
of magnitude and therefore that depletion effects are negligible in our systems.

3. Quantitative Cryogenic Electron Microscopy

Electron microscopy is often used to study the nanoscale structure of materials
in biology [38], polymer science [39], and physical chemistry [40, 41]. One of the
greatest difficulties in the use of electron microscopy to study these structural
properties of matter was the necessity of drying the sample before it could be put in
the high vacuum of the electron microscope. The structure observed in the electron
microscope could therefore not be directly interpreted as being representative for
the situation when the sample was in the liquid state.

Originally, it was in the field of biology where the importance of this problem
was most felt [42] as the presence of water is unavoidable in biological matter.
Freezing of the samples was not sufficient, due to the formation of ice crystals that
disturb the local structure of the sample, but cryogenic vitrification of the samples
was shown to be possible [43]. In the process of vitrification the sample is cooled
sufficiently fast to prevent the nucleation of ice crystals and the liquid retains
its amorphous structure. This method is now utilized in all areas of structural
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biology ranging from the visualization of the structures of complete cells [44] to
that of the structure of single viruses [45] or even proteins [38]. Once it was shown
that aqueous samples could be studied in their native state using this technique
other solvents were tried as well [46]. It was shown that cryo-electron microscopy
could also be utilized to study the colloidal structure of dispersed nanoparticles
in a liquid, highlighting the effect of magnetic interactions [47]. The research on
the assembly of colloidal nanoparticles started with the observation of the zero
field structure of magnetic fluids [40, 47–49] and the influence of magnetic fields
on these colloidal structures [50]. It is now possible to use this method as a
quantitative measurement tool [30, 40] where thermodynamic parameters, such
as the coupling free energy of two attractive nanoparticles, can be obtained from
image analysis. This was first shown for magnetite [40] but was also demonstrated
for non-magnetic materials, PbSe and CdSe quantum dots [30]. The possibility of
quantitative analysis of the cryo-TEM images is extended in this thesis by studying
the coupling of PbSe nanoparticles into dipolar chains in two dimensions and by
using tomographic reconstruction obtain the sample structure in three dimensions.

Here follows a general discussion of our procedure and a demonstration of the
conditions required for the acquisition of good quality cryo-TEM images. The
vitrified films are prepared using a vitrobot [51] which automates the formation
and subsequent vitrification of the liquid films. The vitrobot is capable of con-
trolling the temperature and humidity of the sample chamber, which allows for a
good control over the environment of the sample before vitrification. In fig. 1.3 a
schematic representation of the vitrification procedure is shown. The TEM grid
with the substrate, a Quantifoilr holey carbon film, is mounted between the tips of
a tweezer and inserted into the vitrobot. To enhance the wettability of the carbon
film by the apolar solvents, the TEM grids were first treated with an oxygen-free
argon plasma for two minutes in a Fischione plasma cleaner model 1020, which
reduces the hydrophilicity of the carbon film. The temperature of the sample
chamber was set earlier to ensure as homogeneous a temperature as possible. For
an environment with controlled vapor composition, a container loaded with the
sample solvent is placed in the vitrobot, which is then closed for 15 minutes to
obtain a saturated atmosphere. We did not have a method of measuring the vapor
composition of the vitrobot chamber with solvent, and the equilibration time was
found by optimizing the final samples. After the equilibration period, a drop of
3 µL of the dispersion is added with a pipet on the TEM grid. The sample prepa-
ration procedure of the vitrobot is fully automated and consists of two steps. In
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Figure 1.3. Overview of the vitrification procedure: (A) the
vitrobot is loaded with the TEM grid and let to equilibrate at
the desired temperature T and humidity Pvapor, (B) the sample is
placed on the TEM grid, and (C) the excess liquid is blotted away.
(D) The final sample is quickly immersed in a liquid nitrogen bath
to vitrify the sample.

the blotting step, most of the dispersion droplet is removed with absorbent paper,
and thin films of the dispersion remain in the holes of the carbon film. In the
second step, the vitrification step, the TEM grid is plunged into a liquid nitrogen
reservoir mounted below the vitrobot. Although liquid ethane is commonly used
as coolant for cryo-TEM experiments of aqueous systems, it cannot be used for
apolar liquids because these tend to dissolve in the liquid ethane; liquid nitrogen
has to be used instead. Both the blotting time and the equilibration time be-
tween blotting and vitrification can be adjusted. The samples are stored in liquid
nitrogen till they are inserted into the electron microscope.

The samples are placed in a Gatan 626 cryo holder and inserted in the electron
microscope. In fig. 1.4 images of a typical sample are shown at different magni-
fications. At the lowest magnifications (fig. 1.4 A, B), the copper support of the
grid is visible as black bars, and on the carbon film in between, the droplets of
dispersion can be distinguished. A larger magnification of one of these droplets
(fig. 1.4 C) shows holes with a diameter of 2 µm in the carbon film, of which some
are filled with the dispersion and others are empty. In the liquid film in these
holes (fig. 1.4 D-F) the PbSe quantum dots can be clearly distinguished.
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Figure 1.4. Images of a typical cryo-TEM sample at different
magnifications showing the TEM grid as the black bars in A, via
the holey carbon film in C to the single PbSe nanocrystals in
F. Each red rectangle gives the approximate region of the next
image.

It is of great importance that the atmosphere of the vitrobot is saturated
with the solvent vapor to minimize the evaporation of the sample, which can be
up to 100 nm per second for water if the atmosphere is not fully saturated [52].
Between blotting and vitrification, the sample consists of a liquid film with a
thickness on the order of 100 nm; therefore if the sample atmosphere is not fully
saturated, the liquid is evaporated within seconds. In fig. 1.5 TEM images of
typical samples are shown with varying equilibration times and atmospheres. If
no saturated atmosphere is used (fig. 1.5 A, D), all solvent has evaporated after 5
seconds. In an almost saturated environment (fig. 1.5 B, E), this process is much
slower and even after 5 seconds equilibration time the dispersion is still present,
although some of the solvent has evaporated, indicating that the atmosphere was
not fully saturated. The liquid in the films prepared in a saturated environment
was mostly in thick layers close to the copper bars and not suitable for good quality
TEM images. However, increasing the blotting time from 2 seconds to 5 seconds
(fig. 1.5 C) yields a very homogeneous layer throughout the grid and therefore
many holes contain a vitrified film suitable for analysis. With this procedure,
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Figure 1.5. Typical cryo-TEM images from the same quantum
dot dispersion prepared under different conditions. A and D are
prepared in a nitrogen atmosphere while B, C, and E are prepared
in a saturated decalin atmosphere. A-C are vitrified immediately
after blotting while D and E had an equilibration time of 5 sec-
onds.

a large number of individual films could be imaged with good quality and the
analysis is performed as described in chapters 2 to 4.

To study a sample in three dimensions, electron tomography is performed,
where images are acquired at different tilt angles of the sample and reconstructed
to obtain the three-dimensional sample structure. At the basis of all tomographic
reconstruction methods is the projection theorem, which states that the Fourier
transform of a projection of a three-dimensional object equals the central slice
of the Fourier transform of the complete object. Therefore, a slice through the
center of Fourier space of a sample is obtained from the Fourier transform of the
corresponding projection. If many projections are acquired, the sample can be
reconstructed in Fourier space and finally the original object is obtained.

Several algorithms are designed for the reconstruction of the three-dimensional
sample structure from two-dimensional projections [53], but here we will use the
weighted back projection method (see fig. 1.6). From the object, represented as a
two-dimensional image in fig. 1.6 A, projections are acquired at multiple angles,
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Figure 1.6. Basic aspects of electron tomography illustrated for
a 2D image. From the image (A) one-dimensional projections (B)
are obtained in different projection planes and back projection of
96 of these curves yields the original image (C). In D the Fourier
transform of the original image is shown. The inverse Fourier
transform of a plane in Fourier space corresponds to the projec-
tion of the image in that direction; compare the projections in B
with those (E) calculated from the Fourier transform (D). The
discrete nature of the reconstruction becomes clear in its Fourier
transform (F) where the lines correspond to the projections used
for reconstruction (see inset for a higher magnification).
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for a typical experiment about 130 angles from −65◦ to +65◦. These projections
(fig. 1.6 B), calculated directly from fig. 1.6 A, correspond to the inverse Fourier
transform from the corresponding central slices of the Fourier transform of the
object (fig. 1.6 E). In the weighted back projection, the original images are con-
voluted with a filter and subsequently back-projected to obtain the reconstructed
image (fig. 1.6 C). In the Fourier transform of the reconstruction (fig. 1.6 F), the
discrete steps of the used projection angles can be clearly observed from the radial
lines. The weighted back-projection algorithm takes this discrete sampling of the
Fourier space into account by weighting the Fourier points proportional to their
distance to the center.

Due to experimental limitations not all tilt angles can be accessed, and there-
fore part of the Fourier space cannot be sampled. These limitations are for example
the sample holder which blocks the beam at tilt angles above 70◦ or the thickness
of the sample if the transmission is too low. This is called the missing wedge
problem, as it causes a wedge in the Fourier space that cannot be sampled, and
this limits the observation of features perpendicular to the beam at zero tilt an-
gle. Our samples consist of a film of the vitrified nanoparticle dispersion with the
length and width larger than the field of view of the electron microscope and a
thickness of approximately 100 nm. Due to the missing wedge, the interfaces of
the film cannot be resolved accurately and only the particles are directly visible
in the reconstructions. The interfaces of the film were determined via an indirect
method based on analysis of density fluctuations in the liquid (see chapter 3).

4. Outline of this Thesis

The main keywords describing the content of this thesis are interactions and
nanoparticles. In the first three chapters, the interactions of nanoparticles are
studied using cryogenic electron microscopy. In chapter 2, the interactions be-
tween PbSe nanoparticles are quantified from the concentration distribution of the
self-assembled structures. The free energy of the coupling of two nanoparticles is
obtained as function of quantum dot size and cluster morphology. From the tem-
perature dependence, the entropic and the enthalpic part of the interaction are
obtained. In chapter 3, similar samples are studied in three dimensions, and the
interaction between the nanoparticles and the liquid/air interface is examined. In
the last chapter with cryo-TEM, chapter 4, the second virial coefficient is calcu-
lated from the radial distribution functions that are obtained from the cryo-TEM
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images. These results are compared to the second virial coefficients obtained from
X-ray scattering and sedimentation equilibrium experiments.

In chapter 5 the examined interactions are those of magnetic particles with
an external magnetic field during magnetization measurements. From the response
of the sample to the magnetic field, the distribution of magnetic moments is de-
termined. Previous methods typically assumed a distribution of a specific shape,
such as log-normal, and fitted the magnetization curves on that basis. The method
presented here does not need such an assumption and the results therefore give an
unbiased distribution of the magnetic moments.

The interactions between nanoparticles play an important role in the formation
of binary superlattices. In chapter 6 the synthesis of strongly magnetic cobalt
nanoparticles is discussed and the formation of binary superlattices with PbSe
nanoparticles is observed. When these superlattices are formed in the presence
of a magnetic field, the magnetic nanoparticles are aligned by the magnetic field,
forming magnetically aligned superstructures.

The last chapter (chapter 7) deals with the surfactant layer on the sur-
face of the nanoparticles. This layer is necessary for the colloidal stability of the
nanoparticles in an apolar liquid, but it also has a strong influence on for example
the optical properties of the nanoparticles. Using in situ infrared spectroscopy,
the binding of ligands on the surface is investigated for two cases. First, changes
in the capping layer are correlated to an observed increase in photoluminescence
when the quantum dot system is diluted. The second case is the measurement of
the adsorption isotherm of oleic acid on magnetite and PbSe nanoparticles.
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CHAPTER 2

Free Energy, Enthalpy, and Entropy of
Nanoparticle Association from

Temperature-Dependent Cryo-TEM

Abstract

Quantum dots form equilibrium structures in liquid dispersions,
due to thermodynamic forces that are often hard to quantify.
Analysis of these structures, visualized using cryogenic electron
microscopy, yields their formation free energy. Here we show that
the nanoparticle interaction free energy can be further separated
into the enthalpic and entropic contributions, using the temper-
ature dependence of the assembly structures. Monodisperse oleic
acid capped PbSe nanoparticles dispersed in decalin were used as a
model system, and the temperature-dependent equilibrium struc-
tures were imaged by cryo-TEM, after quenching from different
initial temperatures. The interaction enthalpy and entropy follow
from Van ’t Hoff’s exact equation for the temperature dependence
of chemical equilibria, now applied to associating nanoparticles.
The enthalpic component determines the magnitude of the con-
tact interaction, which is crucial information in understanding
the energetics of the self-assembly of nanoparticles into ordered
structures.
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1. Introduction

Nanoparticles of inorganic materials differ in their optical, electrical, and mag-
netic properties from bulk phase, and by self-assembly into ordered structures,
new materials can be prepared with properties derived from those of the nanopar-
ticles [1].

Fundamental aspects of the self-assembly process are of great current inter-
est, in particular the effect of interactions between nanoparticles [2], but often
quantitative information is missing. Contributions to the interactions between
nanoparticles include Van der Waals dispersion interactions, electrostatic interac-
tions between net nanoparticle charges, interactions between permanent electrical
or magnetic dipoles, and sterical interactions due to absorbed organic capping lay-
ers [3, 4]. Theories are available to calculate the effects of those interactions [5],
but experimental data for the magnitude of the interactions between nanoparti-
cles is scarce. We propose to determine the contact interaction of nanoparticles
dispersed in a liquid environment from image analysis of equilibrium association
structures. The size of such structures not only depends on the coupling en-
ergy of interacting nanoparticles, but also on the effects of nanoparticle coupling
on rotational and translational entropy. This is why our approach is to per-
form temperature-dependent analysis of equilibrium assemblies, to separate the
enthalpic and entropic effects of the coupling of two nanoparticles.

To measure the interaction enthalpies of colloidal particles, calorimetry might
also be used [6]. However, the determination of number densities of interacting
species in colloidal systems is a challenge. For example, reversible dimerisation
of nanoparticles can be detected using analytical ultra-centrifugation [7], but re-
solving separate monomer and dimer concentrations is hardly feasible; the same
holds for techniques like light and neutron scattering. We therefore use cryo-
genic transmission electron microscopy (cryo-TEM) [8] to obtain images of the
particle positions in vitrified films of a liquid dispersion. This method has been
used to image different types of nanoparticles, for example silica [9], gold [10],
magnetite [11], and PbSe and CdSe quantum dots [12]. Although the feasibil-
ity of temperature-dependent cryogenic imaging was demonstrated for systems of
molecular liquid crystals [13], no previous attempt has been made to study the
temperature dependence of nanoparticle clusters.
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2. Experimental

2.1. Synthesis of PbSe Nanoparticles. The cryo-TEM experiments were
performed on PbSe quantum dots (QDs) synthesized according to the method
described by Houtepen et al. [14] with slight modifications. The method is based
on the co-injection of Pb and Se precursors in di-phenyl ether (DPE 99%, Aldrich)
at high temperature and under inert, nitrogen atmosphere. Pb-precursor was
prepared by dissolving 1.7 mmol of lead acetate trihydrate (99.999% Aldrich) in
a mixture of 1.5 mL oleic acid (OA, 90% Aldrich), 8 mL of trioctyl phospine
(TOP, 90% Fluka), and 2 mL DPE. This solution was heated at about 120◦C
under low pressure (10−3 bar) for about 2 hours and then purged with nitrogen
at room temperature. A 1 M Se-precursor was prepared by dissolving 0.31 g (3.9
mmol) of Se powder (99.999% Alfa Aesar) in 4 mL of TOP. Next, 1.7 mL of the
Se-precursor solution was mixed with the PbSe precursor solution and rapidly
injected into a hot bath containing 10 mL DPE at 190oC. Soon after injection,
the temperature dropped to about 140-150oC and the solution was kept at this
temperature for 1.5 to 20 minutes, to obtain oleic acid capped particles with
diameters varying from 5 nm to 12 nm. The reaction was finally quenched by
injecting a mixture of 20 mL butanol (99.8% Aldrich) and 10 mL methanol (99.8%
Aldrich). Separation of the QDs and purification from unreacted species and excess
surfactant were performed by two cycles of precipitation by methanol addition,
centrifugation, and redispersion in toluene (99.8% Aldrich). Due to the better
vitrification properties of decalin, the nanoparticles were transferred from toluene
to decalin by evaporating the toluene under nitrogen flow and redispersing the
particles in cis/trans-decalin (98% Merck).

2.2. Cryogenic Transmission Electron Microscopy. In a thermostatted
Vitrobot [15] 3 µL of an approximately 0.4 µM QD dispersion was placed on a
QuantiFoil TEM grid with 2 µm holes. Excess fluid was removed using absorbent
paper, resulting in a film with a thickness of a few particle diameters, after which
the film was vitrified using liquid nitrogen. We emphasize here that the films were
freestanding, without any substrate material above or below the liquid film in the
visualized parts of the sample. TEM images of the freestanding films in the 2 µm
holes were acquired on a Philips Tecnai 12 transmission electron microscope (120
keV) making use of a liquid nitrogen cooled Gatan 626 cryo-holder.

2.3. Image Analysis. The so obtained images of the vitrified films (fig. 2.1)
clearly show the presence of small assemblies in the liquid dispersion. Using IDL
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Figure 2.1. Representative cryo-TEM images of vitrified films
showing structure formation of PbSe quantum dots with average
diameters of 6 nm (A-C) and 11 nm (D-F) dispersed in decalin
at 10◦C (A,D), 20◦C (B,E), and 40◦C (C,F). The scale bars are
50 nm in each image.
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Figure 2.2. Radial distribution function of an image containing
∼1700 quantum dots with a core diameter of 6 nm dispersed in
decalin. The arrows show the effective QD diameter (2rQD) and
the cut-off distance (rCO) used to distinguish between neighboring
and non neighboring particles.

7.0 analysis software (ITT Visual Information Solutions, Boulder, Colorado), the
particle coordinates were determined from these images. To characterize the typi-
cal separation distances between the particles, the radial distribution function was
calculated using:

g(r) =
1

ρ4πr2dr

⟨∑
j ̸=i

δ (ri − rj − r)

⟩
i

(2.1)

with ρ the average number density of the system and ri,j the position of particle i

or j. The radial distribution function is the particle number density at a distance r

of particle i scaled to the average number density of the system. This is measured
by counting the number of particles in a shell between r and r + dr and dividing
that by the number density ρ and the volume of the shell 4πr2dr. Particles are
part of the same cluster if their center-to-center distance is less than a certain
cut-off distance, defined as the far side of the main peak in the radial distribution
function g(r), see fig. 2.2.

The surface fractions of the chains, ϕn, are defined as:

(2.2) ϕn =
AQDnNn

AIm
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where AQD is the cross-sectional area of a quantum dot, Nn the number of chains
with length n, and AIm the total area of the cryo-TEM image. AQD is defined
as a disk with a diameter 2rQD equal to the nearest neighbor distance obtained
from the g(r), shown in fig. 2.2. The approximately 3 nm spacing between two
particles at this equilibrium distance is less than two times the length of the
capping molecules (2 × 2 nm), indicating a partial overlap between the capping
layers of the two nanoparticles. By defining the effective particle diameter this
way, we compensate for the permeability of the capping layer.

3. Results

3.1. Room Temperature Observations using Cryogenic Electron Mi-
croscopy. For the interpretation of cryo-TEM images as snapshots of the nanopar-
ticle configurations before vitrification of the film, the quenching time has to be
much shorter than the typical diffusion time in the system. The quenching time
is defined as the time it takes to cool down from the initial temperature to tem-
peratures below the melting point of the solvent. In the literature, vitrification
rates up to 106 Ks−1 are reported for 1 µm thick aqueous samples [16]. For our
experimental system, quenching times of 1 ns can be achieved theoretically (ap-
pendix 2.A) much shorter than the 500 ns self-diffusion time of 4 nm QDs, the
smallest particles considered in this chapter, indicating that particle diffusion is
negligible during vitrification.

This preservation of high temperature configurations during quenching was
also demonstrated by Crassous et al. [17] in the case of particles consisting of a
polystyrene core and a thermal sensitive poly(N-isopropylacrylamide) shell. Upon
quenching from different initial temperatures, the shell thickness decreased with
increasing temperature and the radii of the particles determined from TEM were
in good agreement with those determined from dynamic light scattering.

Another illustrative example of the conservation of high-temperature struc-
tures during the quenching process is by Frederik et al. [18] who showed the
structure of intermediate species present in the phase transition in lipid assem-
blies. These intermediate species are only present in a narrow temperature window
around the phase transition temperature and therefore provide a good illustration
of the temperature-dependent structure conservation in cryo-TEM.

Together these illustrations and calculations show that cryo-TEM images are
indeed representative for the situation at the temperature before vitrification and
that thermodynamic quantities can be extracted.
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3.2. Coupling Free Energy of Nanoparticle Clusters. To obtain the
coupling free energy from the distribution of cluster morphologies, we consider the
equilibrium between single particles (A1) and clusters of n particles (An):

nA1 � An(2.3)

In a thermodynamic equilibrium, the change in the Gibbs free energy ∆G is by
definition zero:

∆G =

N∑
i=0

µiνi ≡ 0(2.4)

were µi is the chemical potential of species i and νi the stoichiometric coefficient in
the reaction equation. For an equilibrium between separate particles and a cluster
of n particles, this results in:

nµ1 = µn(2.5)

Here, the monomers are nanometer sized spherical quantum dots dispersed in an
apolar liquid. Because of the size difference between the nanoparticles and the
solvent molecules, the chemical potential depends on the volume fraction ϕ rather
than the mole fraction [19, 20] (for details see appendix 2.B):

µn = µ0
n + kBT ln (ϕn)(2.6)

From eqs. 2.5 and 2.6 we can derive an expression relating the ratio of the different
cluster morphologies to the difference in standard free energies of these clusters:

ϕn

ϕ1
n = exp

(
−∆G0

kBT

)
; ∆G0 = µ0

n − nµ0
1(2.7)

The above relation is generally valid, such that the free energy difference between
any two cluster morphologies can be calculated from the ratio of the volume frac-
tions of these clusters. This analysis does not take specific pair interactions into
account, and therefore the obtained interaction parameters are the sum of all
interactions present in the system. To compare the data from our cryo-TEM ex-
periments with this theory, first the free energy difference of only linear chains is
examined, clearly the dominant conformation (see fig. 2.1). As our primary in-
terest is the pair formation free energy, the total formation free energy is written
as:

(2.8) ∆G0 = (n− 1)∆G0
2

assuming the contribution of each bond in a chain to be ∆G0
2, namely the forma-

tion free energy of a dimer. This equation neglects the influence of non-nearest
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Figure 2.3. Chain length distribution plots of different cryo-
TEM images of PbSe QDs, dispersed in decalin, with a diameter
of 6 nm at different total surface fractions, ϕ. The inset shows
the contact free energy as function of surface fraction.

neighbors, which can contribute 10 to 20 % for long-range dipolar interactions [21].
However, the so obtained interaction free energy can be used as an experimental
effective free energy that can be compared with an effective free energy obtained
from theoretical interaction models. From eqs. 2.7 and 2.8 it follows that:

(2.9) ln (ϕn) = n

(
ln (ϕ1)−

∆G0
2

kBT

)
+

∆G0
2

kBT

This equation predicts that the natural logarithm of the surface fraction of chains
depends linearly on their length, n, with the y-intercept determined by ∆G0

2.
Confirmation of eq. 2.9 also demonstrates that the observed clusters are indeed
equilibrium clusters.

In fig. 2.3 the chain length distribution (CLD) plots are shown for different
concentrations of 6 nm PbSe QDs; each CLD is calculated from a single image
containing 300 to 2000 nanoparticles. Although we started from the same initial



3 Results 29
Cl

us
te

r F
re

e 
En

er
gy

 (−
∆G

0 /k
BT)

2

5

0

3 4
10

Free energy per bond

∆G0
2≈-2.5kBT

Linear clusters

∆G0
2≈-1.0kBT

Isotropic clusters

Cluster size
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dispersion in all experiments, the final surface fractions can be very different,
partly due to evaporation of the solvent before vitrification (fig. 1.5). Therefor we
use the surface fraction of each image as the surface fraction of the thermodynamic
system. The linear dependence of ln (ϕn) predicted by eq. 2.9 is clearly observed;
the contact free energy follows accordingly from a linear fit of the data. The contact
free energy is constant in the observed range from 4% to 25% surface coverage, as
shown in the inset of fig. 2.3, which confirms that all samples are in thermodynamic
equilibrium. The average coupling free energy, ∆G0

2, is −1.8± 0.13 kBT, and the
scatter in the data (∼ 0.5 kBT) is indicative of the uncertainty in the measured
free energy for a single image. For the 11 nm QDs, a contact free energy of
−5.0± 0.3 kBT was found.

3.3. Orientation-Dependent Cluster Free Energy. In fig. 2.4 the free
energy difference between pure monomers and different cluster configurations is
shown. Similar as in eq. 2.8, the total cluster free energy is written as the product
of the number of bonds in a cluster b times a constant free energy per bond ∆G2:

∆G0 = ∆G0
2b(2.10)
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For linear clusters, the number of bonds in the cluster is equal to n− 1 where n is
the number of particles, and eq. 2.10 reduces to eq. 2.8.

The number of bonds for isotropic clusters is higher than that of linear clusters.
A linear cluster of three particles has two bonds, whereas an isotropic cluster of
the same size has three bonds. Similar for a cluster of four particles, the linear
and isotropic clusters have three and five bonds, respectively. Although eq. 2.10
predicts a lower cluster free energy for the isotropic clusters, for PbSe nanoparticles
the linear clusters have a lower cluster free energy. From this we have to conclude
that the particle-particle interaction has a strong anisotropic component. The
nature of this anisotropy is discussed in section 3.5.

3.4. Entropy and Enthalpy of the Nanoparticle Interactions. The
temperature dependence of the free energy is given by the Van ’t Hoff equation [22]:

(2.11) d ln(K)

d(1/T ) =
d∆G0

d(1/T ) =
−∆H0

kB
,

where kB is the Boltzmann constant, T the absolute temperature, and ∆G0, ∆H0,
and ∆S0 are the changes in, respectively, the Gibbs free energy, enthalpy, and
entropy for a reaction under standard conditions. The interaction enthalpy can
thus be determined from the slope of a plot of the coupling free energy as function
of 1/T , the so-called Van ’t Hoff plot. The Haber synthesis of ammonia is a classi-
cal example [23] where ∆H0 follows from a linear Van ’t Hoff plot. Equation 2.11
is an exact thermodynamic relation [22] which is also valid when ∆H0 and ∆S0

are temperature dependent, resulting in a non-linear Van ’t Hoff plot. Due to this
generality, the Van ’t Hoff equation is not restricted to chemical equilibria, includ-
ing those involving biomolecules [24], but should also apply to the thermodynamic
self-assembly of colloids and nanoparticles.

The CLD-plots of PbSe QDs (fig. 2.5) show that the contact free energy de-
creases with increasing temperature. Each temperature-dependent ∆G0

2 is based
on 10 images, about 10000 particles in total. Provided that ∆H0

2 and ∆S0
2 are

temperature independent, the Van ’t Hoff equation (eq. 2.11) predicts a linear de-
pendence between the interaction free energy and the inverse temperature, which
agrees well with the measured free energies, see inset of fig. 2.5. A linear fit of the
data yields for PbSe QDs with a diameter of 6 nm, ∆H0

2 = −3.9 ± 0.7 kBT and
T∆S0

2 = −1.9± 0.7 kBT; for a diameter of 11 nm we find ∆H0
2 = −6.4± 1.1 kBT

and T∆S0
2 = −1.4±1.0 kBT. The uncertainty in the values of the interaction free

energy is smaller than the symbols used in the inset of fig. 2.5 and the uncertainty
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Figure 2.5. Chain length distribution plots for different temper-
atures. In the inset, the contact free energy is plotted as function
of inverse temperature for PbSe QDs with a diameter of 6 nm
(triangles) and 11 nm (circles) dispersed in decalin.

in the values of the enthalpy and entropy is mainly due to the extrapolation of the
Van ’t Hoff plot.

The value of ∆S0
2 can be compared to the following theoretical prediction,

based on the change in the number of degrees of freedom due to the coupling of a
particle to a chain. Before coupling, there is a chain which, in two dimensions, has
one rotation and two translational degrees of freedom and there is a single particle
which has two rotational and two translational degrees of freedom. After coupling,
a single chain with one rotational and two translational degrees of freedom remains,
so the system loses in total 4 degrees of freedom in this coupling reaction. As
follows from the equipartition theorem, each degree of freedom contributes with
0.5 kB to the entropy, resulting in a net entropy change of −2 kB, which is of the
same order as the experimental values.
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Figure 2.6. Coupling free energy from cryo-TEM for different
particle sizes (black squares) and coupling enthalpy (green trian-
gles) calculated from an estimated value for the coupling entropy
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coupling enthalpy from the Van der Waals interaction (bottom
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3.5. Size Dependence of the Coupling Free Energy. In fig. 2.6 the
coupling free energy is plotted as function of particle diameter, showing an increase
in the coupling free energy as function of particle size from ∼ −2 kBT for 4 nm
quantum dots to ∼ −5 kBT for 11 nm nanoparticles. The relatively high coupling
free energy observed for the 11 nm particles is in line with the decreased colloidal
stability compared to the smaller particles. A dispersion of the 11 nm particles
forms a clear supernatant and a black sediment after a few months, whereas a
dispersion of the 6 nm particles does not show any sign of sedimentation at all.
The 11 nm sample with a ∆G0

2 ≈ −5 kBT contains much larger clusters, compatible
with the faster sedimentation observed in this sample.
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As stated before it is the coupling enthalpy rather than the coupling free energy
which should be compared to the interaction potentials. As shown in section 3.4
the coupling entropy is within error independent of particle size, so as a first
approximation, we can take the average of the coupling entropy of both systems
to be a good estimate for the other particle sizes as well. Using this estimate, the
coupling enthalpy can be obtained for the other particle sizes.

To model the results presented in this chapter a few general requirements
of the necessary pair potentials can be formulated. From the radial distribution
function it is clear that the pair potential has a minimum at a finite distance,
typically the particle diameter plus 2-3 nm, with a steep repulsion at shorter
distances and an attractive part at larger distances. This repulsive part is due to
the interdigitation of the capping ligands which can be described by a hard sphere
potential (see chapter 1) with an effective particle diameter equal to the minimal
center-to-center distance.

To describe the attractive interaction at larger distances, several options are
possible; however, from the orientation-dependent coupling free energy shown in
fig. 2.4 it is clear that at least part of the interaction potential has an anisotropic
character. One of the typical attractive interactions always present in non index-
matched systems is the Van der Waals interaction, which for spheres is described
by Hamaker’s equation (eq. 1.4 in chapter 1). Different values for the Hamaker
constant of PbSe nanoparticles at room temperature are reported in literature,
ranging from 6 kBT [25] to 12 kBT [2]. In fig. 2.6 the contribution of the Van
der Waals energy is plotted, calculated using a Hamaker constant of 6 kBT and
a particle-particle separation of 3 nm. Beside the effect that the Van der Waals
contributions are fairly small, they are isotropic and cannot describe the observed
orientation dependence.

To explain the linear structures in the cryo-TEM images, a dipolar interaction
has been proposed [12] which is based on the presence of net opposite charges on
different sides of the nanocrystal. Opposite charges of ±e are already sufficient to
have an attraction of several kBT assuming a surface-to-surface distance of 3 nm,
as indicated by the solid line in fig. 2.6. However, this model predicts a flattening
of the interaction energy at large nanoparticle diameters, whereas the cryo-TEM
results show an increase at large diameters.

A more detailed discussion of the interaction between the quantum dots is
presented in chapter 4, where both the size dependence of the coupling free energy
and the second virial coefficient are discussed.
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4. Conclusions

The use of quantitative microscopy to study colloidal interactions is new to
nanoparticles but has been applied extensively to fluorescent microparticles, us-
ing confocal laser scanning microscopy, with impressive results that inspired our
further studies of nanoparticles [26, 27]. Here, we studied the contact free energy
∆G0

2 of nanoparticles by direct cryogenic imaging of the equilibrium structures
in liquid dispersions, both as function of size and temperature. The interaction
free energy difference between linear and isotropic clusters indicates that the in-
teraction potential has an anisotropic component, as the linear configuration has
a lower coupling free energy than the isotropic clusters. From the temperature
dependence, the separate enthalpic and entropic contributions can be obtained by
application of Van ’t Hoff’s equation to the temperature-dependent contact free
energies. The size dependence of the coupling free energy is compared to the pre-
dicted free energy from different models. As the thermodynamic basis is model
independent, this method can be applied to any type of nanoparticle that can be
imaged with cryo-TEM while dispersed in a liquid medium.
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Appendix 2.A. Vitrification and Diffusion Rates

An estimate of the quenching time can be calculated using the heat diffusion
equation:

∂T (x, t)

∂t
= α

∂2T (x, t)

∂x2
(2.12)

where the temperature T is a function of position x and time t and α is the thermal
diffusivity: α = k/cpρ with k the thermal conductivity, cp the heat capacity of the
material, and ρ the mass density of the material. For a one-dimensional system,
an analytical solution for this differential equation exists [28]:

T (x, t) = TN2 +
∆T

2

(
Erf
[
x+ d√
4αt

]
− Erf

[
x− d√
4αt

])
(2.13)

Erf(x) = 2√
π

x∫
0

e−t2dt

In fig. 2.7 A, a schematic side-view of the liquid film is shown with typical
dimensions. For this system, the temperature profiles at different times are shown
in fig. 2.7 C and the temperature of the center is plotted as function of time
in fig. 2.7 B. For a decalin film with a thickness on the order of a few particle
diameters (30 nm) the quenching time is approximately 1 ns, corresponding to a
vitrification rate of 109 Ks−1. Taking into account the much smaller thickness of
our samples and lower heat capacity of decalin, this is comparable to the reported
quenching rate for aqueous systems.

The self-diffusion time of the particles is defined as the average time for a
particle to diffuse its own diameter. For a spherical particle, the average diffusion
distance r is defined as:

r2

6t
= D =

kBT

6πηRH
(2.14)

where D is the diffusion coefficient, t is time, kB Boltzmann’s constant, T the
absolute temperature, η the solvent viscosity, and RH the hydrodynamic radius
of the particle. For a QD with a core of 4 nm and a capping shell of 1.5 nm, the
self-diffusion time is about 500 ns. So the quenching time is approximately 500
times shorter than the diffusion time, indicating that the observed images can be
considered as room temperature snapshots.
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Figure 2.7. (A) Schematic representation of a hole in the Quan-
tifoil (QF) TEM grid filled with a 30 nm thick film of decalin sur-
rounded by liquid nitrogen. (B) Temperature at the centre of the
film as function of time and (C) temperature profiles after differ-
ent quenching times. The melting range of decalin is indicated as
well.

Appendix 2.B. Derivation of the Chemical Potential of Nanoparticle
Clusters

Using statistical thermodynamics, an expression is derived for the chemical
potential of the quantum dot clusters using a lattice model. The total free energy
Gtot of this system is:

Gtot = NSµS +NQDµQD(2.15)

where N and µ are, respectively, the number of particles and the chemical potential
of the solvent molecules S and the quantum dots QD. The chemical potential of
the species can be calculated via:

µS =
∂Gtot

∂NS
µQD =

∂Gtot

∂NQD
(2.16)
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The free energy can be split in a contribution of the pure systems and a contribu-
tion due to the mixing of these systems:

Gtot = NSµ
o
S +NQDµo

QD +∆mG(2.17)

∆mG = ∆mH − T∆mS(2.18)

where ∆mH and ∆mS are the enthalpy and entropy of mixing, respectively. As
the surface of our quantum dots is covered with apolar capping ligands and the
particle is dispersed in an apolar medium, the interactions between solvent and
capping are expected to be weak and the enthalpy of mixing is neglected.

2.B.1. Entropy of Mixing. The entropy of mixing is calculated using a
lattice model where each lattice site has a size of 1 solvent molecule and each
quantum dot takes A lattice sites. Using Boltzmann’s formula for the entropy, the
mixing entropy is calculated via:

∆mS = Smixed − Sdemixed(2.19)

= kB ln [Wmixed]− kB ln [Wdemixed](2.20)

where W is the number of possible configurations in the mixed and demixed sys-
tems. The solvent molecules fill all space that is not taken by the quantum dots
and therefore have W = 1 in both pure solvent systems and mixed systems. The
number of possibilities to place a quantum dot on a lattice containing N lattice
sites is N for the first quantum dot, N − A for the second, N − 2A for the third
and generally N − (n − 1)A for the nth particle. The probability to place NQD

particles on a lattice with N positions becomes:

W =
1

NQD!

NQD∏
n=1

(N − (n− 1)A)(2.21)

where the factor 1/NQD! is used to take into account the indistinguishability of
the particles. For the unmixed system, the total number of lattice sites is equal to
ANQD, such that the number of possible configurations becomes:

Wdemixed =
1

NQD!

NQD∏
n=1

(ANQD − (n− 1)A)(2.22)

=
ANQDNQD!

NQD!
= ANQD(2.23)
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Similarly for the mixed system containing NQD quantum dots on a lattice
with N sites we obtain:

Wmixed =
1

NQD!

NQD∏
n=1

(N − (n− 1)A)(2.24)

which can be rewritten to:

Wmixed =
ANQD

NQD!

N/A∏
n=1

(N/A− (n− 1))

N/A∏
n=NQD+1

(N/A− (n− 1))

(2.25)

=
ANQD (N/A)!

NQD!(N/A−NQD)!
(2.26)

Using eqs. 2.20, 2.24 and 2.26 the mixing entropy becomes:

∆mS = kB ln
[

(N/A)!

NQD!(N/A−NQD)!

]
(2.27)

Using the Stirling approximation ln (N !) = N ln (N)−N this becomes:

−∆mS

kB
=

NS

A
ln
[
NS

N

]
+NQD ln

[
ANQD

N

]
(2.28)

2.B.2. Chemical Potential of the Quantum Dots. Combining this result
with eq. 2.18 yields for the total free energy of the mixed system:

Gtot =NSµ
o
S +NQDµo

QD + kBT

(
NS

A
ln
[
NS

N

]
+NQD ln

[
ANQD

N

])
(2.29)

from which the chemical potential of the quantum dots can be calculated using
eq. 2.16:

µQD =

(
∂Gtot

∂NQD

)
NS

= µo
QD + kBT ln

[
ANQD

N

]
(2.30)

As no assumption with respect to the shape of the particle is made in this deriva-
tion, it must hold for any cluster of quantum dots. This equation can therefore be
generalized for a cluster containing n particles to:

µn = µo
n + kBT ln

[
nA1Nn

N

]
(2.31)
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where A1 is the number of lattice positions filled by a single quantum dot. In
a three-dimensional system, the term inside the logarithm reduces to the volume
fraction for a cluster of size n:

ϕn =
nA1NQD

N
(2.32)

or the two-dimensional equivalent, the surface fraction.

2.B.3. Chain Length Distribution. Using the chemical potentials derived
above, the chain length distribution can be determined. For an equilibrium be-
tween a single particle and a cluster of particles, the change in free energy is defined
as:

∆G = µn − nµ1 ≡ 0(2.33)

which, using eqs. 2.31 and 2.32 becomes:

(µo
n − nµo

1) + kBT ln ϕn

ϕn
1

= 0(2.34)

By introducing the coupling free energy defined as ∆G0
cluster = µo

n − nµo
1 and

rewriting we obtain:

lnϕn = n lnϕ1 −
∆G0

cluster

kBT
(2.35)

For a linear chain, the cluster free energy can, as a first approximation, be written
as a constant coupling free energy per particle-particle bond:

∆G0
cluster = ∆G0

2(n− 1)(2.36)

which results in the chain length distribution:

lnϕn = n

(
lnϕ1 −

∆G0
2

kBT

)
+

∆G0
2

kBT
(2.37)





CHAPTER 3

Adsorption of Nanoparticles at the Liquid/Air
Interface Studied with Cryogenic Electron

Tomography

Abstract

The three-dimensional distribution of nanoparticles at the liq-
uid/air interface is imaged with cryogenic electron tomography.
When the surface tension of the liquid is decreased, the interaction
of the nanocrystals with the liquid/air interface shifts from ad-
sorption to desorption. The concentration profiles are discussed
in terms of the energies of the interfaces between nanoparticle,
liquid, and air. The traditional method to investigate the ad-
sorption of nanoparticles at liquid interfaces, a measurement of
the macroscopic interfacial tension as function of concentration,
does not reveal the adsorption-desorption transition but instead
indicates an adsorption density much higher than a single mono-
layer of nanoparticles. This is due to the presence of free lead-
oleate, a surface active species related to the capping ligands of
the nanoparticles.

43
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1. Introduction

Adsorption of colloidal particles at liquid interfaces is a versatile way to con-
trol the stability of emulsion droplets or microbubbles [1–4] or to guide the self-
assembly of colloidal particles into superlattices or membranes [5–7]. For particles
of only a few nanometers in size, adsorption to the liquid/gas or liquid/liquid in-
terface can be of order kBT and reversible [8], similar to molecular surfactants.
To evaluate how strongly nanoparticles adsorb to liquid interfaces, the conven-
tional method is to measure the interfacial tension as function of particle con-
centration [9–12]. However, in the presence of surface active molecular species,
adsorption of the latter often dominates the changes in the macroscopic interfa-
cial tension and obscures the effect of adsorbing colloidal nanoparticles. Here, we
introduce Cryogenic Electron Tomography as a promising tool to investigate the
adsorption energies of nanoparticles at the liquid/air interface. This technique
resolves the spatial positions of individual nanoparticles, quantifying the complete
concentration profile as a function of the distance of the nanoparticle center to the
interface.

Previous in-situ characterizations did not provide a direct visualization of the
distributions of individual nanoparticles at the liquid/air interface but instead
relied on macroscopic measurements of the interfacial tension [12] or grazing inci-
dence X-ray scattering [13]. Single-particle techniques do not detect the nanopar-
ticles present below the interface, like AFM [14], or have insufficient resolution
to resolve particles of a few nanometers, as in the case of SEM [15]. The tech-
nique that we adopt here, cryogenic electron microscopy (CEM), is well-known
in biology [16] and gives snapshots even of structures that only exist in a narrow
temperature window, such as the molecular liquid crystalline phases of a lipid
membrane [17]. Also in the field of materials science, CEM is becoming an estab-
lished way to visualize fragile structures at the nanoscale [18]. We have introduced
CEM before to image nanoparticle structures in colloidal dispersions, be it only in
two dimensions [19–22]. Here, the distribution of the nanoparticles is obtained in
three dimensions using tomography [23].

2. Experimental

2.1. Synthesis. The so-called quantum dots (QDs) were synthesized accord-
ing to a variation on the method of Kovalenko et al. [24] using standard airless
techniques (Schlenk line and nitrogen glove box). Selenium (99.99%, Strem Chem-
icals, 1.2 g) was dissolved in 10 mL trioctylphosphine (90%, Sigma Aldrich). Lead
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chloride (99.999%, Sigma-Aldrich, 0.95 g) and 17.5 mL oleylamine (90%, Aldrich)
were combined and the mixture was heated to 160°C. At this temperature the
Se-TOP solution and 2.5 mL Sn[N(SiMe3)2]2 (Sigma-Aldrich) was fast injected.
The mixture was stirred for 2 minutes at 140°C and subsequently cooled down
to room temperature. Oleic acid (90%, Sigma-Aldrich, 15 mL) was slowly added,
followed by the addition of 40 mL methanol (99.8%, anhydrous, Sigma-Aldrich) to
precipitate the particles. After centrifugation (2500 g, 5 minutes), the supernatant
was removed and the quantum dots were dispersed in toluene (99.8%, anhydrous,
Sigma-Aldrich).

For the cryo-electron-tomography experiments, a solvent is required that has a
low vapor pressure at room temperature and vitrifies easily. Therefor the quantum
dots were transferred to cis/trans-decalin (98%, Merck) and pentanol (98%, Baker)
in different volume ratios by evaporation of the toluene and redispersion in the
final solvent. Our experimental model system consists of PbSe nanocrystals with
a diameter of 5.3 nm, dispersed in mixtures of decalin and pentanol. The surface
of the particles is covered with oleic acid ligands, in order to disperse the particles
in the solvent mixtures.

2.2. Cryogenic Tomographic Transmission Electron Microscopy. In
a thermostatted Vitrobot, 3 µL of 0.4 µmol/L QD dispersion was placed on a
QuantiFoil TEM grid with holes of 2 µm, in an environment saturated with the
solvent vapor. Excess fluid was removed using absorbent paper, resulting in a film
with a thickness of a few particle diameters, after which the sample was vitrified
using liquid nitrogen. For each sample, typically three tilt series of the vitrified
samples were acquired on a Philips Tecnai 20 transmission electron microscope (200
keV) making use of a liquid-nitrogen-cooled Gatan 626 high-tilt cryo-holder. The
tomograms were reconstructed using the weighted back projection implemented in
IMOD [25] from tilt series containing approximately 100 images acquired at angles
between -65° to 65°.

Analysis of the tomograms was done using Matlab® 7. The particle positions
were obtained from a cross-correlation of the tomograms with a spherical mask
such that the maximums of this cross-correlation correspond to the positions of
the particles. Contrast variations perpendicular to the electron beam cannot be
resolved, which hinders the direct observation of the top and bottom surface of the
liquid. However, in our system small density fluctuations occur in the liquid which
give rise to a noise pattern with different amplitude than the background noise
from acquisition and reconstruction. To measure the magnitude of the noise as
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X

Figure 3.1. Raw X-Z slice of tomogram and the same slice after
filtering. The liquid layer, which is hardly visible in the raw image
is clearly visible in the filtered image. The layer is approximately
40 nm thick.

function of z, the tomogram was divided into columns of 40 by 40 pixels in the X-Y
plane and all pixels in the Z-direction. For each of these stacks, the average pixel
intensity was subtracted and all pixels with a negative deviation were discarded
from the column. Only positive deviations of the average pixel intensity were taken
into account because the nanoparticles are black objects (negative compared to the
average value) which would strongly contribute to the average noise amplitude if
also the negative deviations were taken into account. These positive fluctuations
were averaged in the X-Y direction of each column to yield the noise amplitude as
function of Z. These deviations are larger in the liquid compared to the fluctuations
outside the liquid film due to the higher noise amplitude in the liquid as shown in
fig. 3.1. The top and bottom of the liquid were defined as the Z-positions where
the noise amplitude show the transition from small to large and vice versa.

2.3. Surface Tension Measurements. The macroscopic surface tensions
of our liquid dispersions were measured with a Dataphysics OCA15 pendant drop
tensiometer. The measurements were performed using drops of approximately
10 µL in a saturated environment monitored for at least 5 hours to ensure that the
system was in equilibrium and the interfacial tension was constant in time. Movies
of the drop with 1 frame/minute were recorded and analyzed with Dataphysics
SCA20 analysis software using the Young-Laplace expression [26]:

∆P = ∆P (0) + ρgh = γ

(
1

R1
+

1

R2

)
(3.1)
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r(h)

h

Figure 3.2. Image of two typical drops, with a surface tension
of 31 mN/m and 26 mN/m, respectively. For comparison, the
contour line of the left drop is copied to the right drop to visualize
the difference of the drops.

This equation describes the pressure change ∆P at the interface of the drop as
function of the height h, where ρ is the droplet density, g the gravitational ac-
celeration, γ is the surface tension of the droplet, and the radii of curvature of
the interface are R1 and R2. In the pendant drop geometry, the description of
the interface profile gives a second order differential equation for which no ana-
lytical solution exists; the interfacial tension is determined by fitting the numerical
solution of this equation to the drop profile.

3. Results

3.1. Cryogenic Electron Tomography. Our cryogenic electron tomogra-
phy results are summarized in fig. 3.3. Representative X-Z views of samples with
different volume fractions of pentanol are shown in fig. 3.3 (a-c), where the Z-axis
is perpendicular to the film. From the tomograms, the particle positions, shown in
fig. 3.3 (d-f), and the position of the surface are detected. Using this information,
the distance of a particle center to the nearest interface (fig. 3.3 (g-i)) is calculated,
which reveals the equilibrium distribution of particles between interface and bulk
of the liquid. From fig. 3.3 it is clear that the equilibrium distribution shifts from
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Figure 3.3. Cryogenic transmission electron tomography of free-
standing thin liquid films of decalin/pentanol (PeOH) mixtures
with added PbSe nanoparticles. (a-c) Representative cross sec-
tions perpendicular to the film with white scale bars of 25 nm,
(d-f) 3D reconstructions of the sample volume in which the par-
ticles are green, the liquid is blue, and the interfaces are orange.
(g-i) Concentrations in planes parallel to the film as a function of
distance to the interface. The nanoparticles have a much stronger
affinity to the surface of decalin than to decalin/pentanol mix-
tures, and surface coverage clearly remains less than a monolayer
in all cases. The inset in (g) shows a close-up of a nanoparticle
(average image of 100 nanoparticles) of radius R at a distance
h from the decalin/air interface, with the interfacial tensions (γ)
between liquid (L), particle (S), and air (G).

strong adsorption, when the apolar liquid decalin is used (fig. 3.3 (g)), to weak
adsorption, when the polar liquid pentanol is added (fig. 3.3 (i)).
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The concentration profiles can be accounted for as follows. For an equilibrium
system, the number density ρ of the particles at a distance h from particle center
to liquid/air interface depends on the adsorption free energy F (h), according to:

ρ (h) = ρ (∞) exp [−F (h) / (kBT )](3.2)

where ρ (∞) is the number density in the bulk liquid. The free energy profile is
estimated via the Pieranski [27] approach, which has been successfully applied to
many microparticle systems [1]. For a particle of radius R at a distance |h| < R

from the liquid/air interface (see inset in fig. 3.3 (g)), the interfacial energy can
be described by the sum of two contributions. First, the surface area of the
liquid/air interface is decreased as the particle sticks out, resulting in a decrease
in free energy of ∆F = −γLGπ(R

2 − h2), where γLG is the liquid/air interfacial
tension. Second, part of the particle surface is now exposed to the gas, resulting
in a change in free energy of ∆F = (γSG − γSL)2πR

2 (1− h/R), where γSG and
γSL are the interfacial tensions of the particle surface in, respectively, the gas and
the liquid. Characterization of the binding strength of colloidal particles at a
liquid/air interface is typically done by the contact angle θ, defined as: cos (θ) =
∆γ/γLG = (γSG − γSL)/γLG. In fig. 3.3 (g-i), the solid red curve indicates the
fitted distribution as obtained with this model using ∆γ and ρ (∞) as the fitting
parameters and taking γLG from surface tension measurements on pure solvent
mixtures: 30.7 mN/m for pure decalin, 28.7 mN/m for 20% v/v pentanol, and 28.3
mN/m for 25% v/v pentanol. To take into account the experimental resolution
and fluctuations in the position of the interface, the distribution is broadened with
a Gaussian having a standard deviation of 0.3-0.6 nm, corresponding to 1-2 pixels.
The description using equation 3.2 and a potential energy in terms of γLG, γLS ,
and γSG is clearly sufficient for a good fit of all the profiles.

3.2. Colloidal Stability of Nanoparticles. It is well known that the addi-
tion of a polar liquid like methanol can induce cluster formation and (size selective)
precipitation of the studied type of nanoparticles [28], which would strongly in-
fluence the structures observed with cryo-electron-tomography. However, larger
alcohols like butanol [28] and pentanol have this effect to a lesser extend. In pure
decalin the clustering of the nanoparticles is reversible, with a coupling free energy
of approximately −2kBT, [22] indicating that only a small fraction of the particles
is present in a cluster. These clusters are constantly forming and breaking up
and therefore can adjust their shape to the energy potential set by the interface.
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Although the aggregation strength increases with increasing pentanol concentra-
tion, the sample precipitates only at concentrations above 63% (fig. 3.4). Below
63% v/v pentanol the samples are stable for at least 1 week, indicating that the
interactions are weak, even at much higher concentrations than the highest pen-
tanol concentration used in our measurements (25% v/v). This indicates that the
distributions observed with cryogenic electron tomography are mainly dictated by
the adsorption of the particles to the interface and only to a lesser extent by the
interactions between the nanoparticles.

3.3. Macroscopic Surface Tension Measurements. The conventional
way to quantify reversible adsorption to the liquid/air interface is less direct than
cryo-TEM, as it relies on measurement of the macroscopic surface tension as a
function of the concentration of the surface active species.

From thermodynamics, the adsorption density Γ can be calculated using the
Gibbs adsorption equation [29]. The common analysis assumes that besides pure
solvent, the only other chemical component is the adsorbing species, so that

Γ = −∂γ/∂µ = −(1/kBT )∂γ/∂ ln (ϕ)(3.3)

where γ is the macroscopic interfacial tension and µ the chemical potential of the
adsorbing species, with kB Boltzmann’s constant, T the absolute temperature,
and ϕ the volume fraction of the particles. Here we assume that the chemical
potential of the nanoparticles in the bulk behaves ideally and the finite volume
of the nanoparticles can be neglected, such that the chemical potential can be
expressed as: µ = µ0+kBT ln (ϕ) where µ0 is the chemical potential of the reference
state, defined as a system where ϕ equals one. The use of this relation is justified by
the low volume fractions of particles (<1% v/v) for the systems investigated in this
chapter. A more general form of the Gibbs adsorption equation is dγ =

∑
i Γidµi,

for a system with different components i [29]. In our case, the liquid consists of two
components when decalin and pentanol are mixed, but their chemical potentials
hardly change when the nanocrystals are added, since the particle volume fraction
remains below 0.01; as such, eq. 3.3 remains a good first approximation.

As can be seen from the decreasing y-intercept in fig. 3.5, that is in absence of
nanoparticles, addition of pentanol decreases the interfacial tension. With increas-
ing nanoparticle concentration the interfacial tension gradually decreases further,
indicating reversible adsorption. The slope of γ versus lnϕ is more or less the same
regardless of the pentanol concentration. Applying eq. 3.3 we find an adsorption
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1 days

Figure 3.4. Stability of colloidal dispersions of PbSe nanopar-
ticles in pentanol-decalin mixtures, with pentanol concentration
from 0% v/v to 100% v/v (from right to left) followed in time.
Above 63%, the dispersions aggregate and sediment within one
day, while below 63% the system is stable for at least one week,
which indicates that the interactions between the nanoparticles
are weak.

density of 4×1017m−2, while electron microscopy shows that a close-packed mono-
layer can accommodate only 0.12× 1017m−2 particles (see inset of fig. 3.5).
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Figure 3.5. Interfacial tension of the liquid/air interface for mix-
tures of decalin and pentanol (PeOH) as a function of the con-
centration of PbSe nanoparticles. Inset: cryogenic transmission
electron microscopy image of a full monolayer of particles, indi-
cating the maximum possible packing density.

In fig. 3.6 the surface tension of a few samples is plotted as function of time.
Initially when the droplet is created, the interface composition is predominantly
that of the liquid and contains fewer nanoparticles than it would at equilibrium.
Therefore, the surface tension decreases gradually in time, because nanoparticles
diffuse from the bulk to the interface and adsorb to the interface, lowering the
interfacial tension. Assuming that this process is diffusion limited, the decrease of
the interfacial tension can be described in the limit of small times as [30]:

γ (t) = γ (0)− 2kBTρ

√
Dt

π
(3.4)

where the interfacial tension γ is described at a time t as function of the surface
tension of the medium γ(0), the nanoparticle number density ρ, and the diffusion
coefficient D. The dashed line in fig. 3.6 shows the prediction of eq. 3.4 using a
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Figure 3.6. The surface tension of several samples plotted as
function of time. The dotted line is calculated using eq. 3.4 and
the diffusion coefficient of the nanoparticles.

concentration of 5.6 µmol/L and calculating the diffusion coefficient via the Stokes-
Einstein relation, D = kBT/(6πηRh), which for particles with a hydrodynamic
radius Rh of 4.7 nm dispersed in a medium with a viscosity η of 1.9 mPa· s, gives
D=3.6×10−11 m2/s. The predicted initial decrease in the surface tension is clearly
much larger than is observed and the only two parameters that can be adjusted
are the nanoparticle diameter or the number density of the particles. However,
with this set of measurements these parameters are indistinguishable.

Both the time dependence and the concentration dependence of the interfa-
cial tension point towards the presence of another surface active species besides
pentanol or the nanoparticles. These other species determine the macroscopic in-
terfacial tension and overshadow the contribution of the nanoparticles. The nature
of these species is discussed at the end of the next section.
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4. Discussion

Rather than helping to explain the adsorption behavior observed by cryogenic
electron tomography, the surface tension measurements are in conflict with it.
The macroscopic surface tension suggests almost complete independence of the
adsorption density on the decalin/pentanol ratio, whereas the tomographic mea-
surements show a transition from strong adsorption to complete desorption. To
resolve this discrepancy, we will first discuss the fitted interfacial tensions followed
by an explanation of the apparently unrelated behavior of the macroscopic surface
tension.

Fitting the data with eq. 3.2 yields quite high values of ∆γ = γSG − γSL:
in the case of pure decalin as the liquid, ∆γ = 25.9 mN/m, corresponding to a
contact angle of 32°, and in the case of 20% v/v pentanol, ∆γ = 25.7 mN/m and
θ = 26°. With 25% v/v pentanol, the particles do not adsorb at all, so the contact
angle is not defined, and only a lower bound to ∆γ can be given: ∆γ > γLG =

28.3 mN/m. The fact that ∆γ has a high value can be understood on the basis
of the surface coverage of the PbSe nanoparticles with oleic acid molecules, which
consist of a carboxylic acid head group bound to the nanoparticle surface and an
apolar octadecene tail pointing away from the nanoparticle. The surface of the
nanoparticle is thus similar to octadecene (OD) and the particle/air interfacial
tension is approximately that of octadecene/air, γSG ∼= γOD = 28.16 mN/m. For
the particle/liquid interfacial tension an experimental value is not available, but
an estimate can be obtained using the Girifalco and Good mixing rule [31]:

γSL = γSG + γLG − 2 (γSGγLG)
1/2(3.5)

where we take the octadecene surface tension for the solid/gas interfacial tension
γSG and the measured liquid/air interfacial tension is γLG. For all liquid com-
positions in this work, this estimate yields γSL < 0.1 mN/m, so that ∆γ ≈ 28

mN/m independent of solvent composition. This theoretical prediction has the
correct order of magnitude but does not describe our observations precisely, as it
would lead to an adsorption free energy of only −3 kBT in the case of pure decalin,
compared to −9 kBT found by cryogenic tomography (see the minima in fig. 3.7
(a)). A more complete description of the interfacial energies would have to take
into account more contributions than the terms of the Pieranski equation [32].
The effects of line tension and net charge on the nanocrystals will now be briefly
discussed.
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Figure 3.7. (a) Adsorption energy of nanoparticles as a function
of distance to the interface at different pentanol concentrations,
corresponding to the fitted profiles in fig. 3.3 (g-i). (b) The effect
of line tension (τ=0, -2.4, and -4.9 pN) in the case of pure decalin,
using ∆γ = 28.1 mN/m.

The surface tension is defined as that part of the total free energy of a phase-
separated two-component system that cannot be ascribed to the bulk of the two
phases, the so-called excess free energy. In a similar manner, for a three-component
system, the free energy that cannot be ascribed to the bulk of the three phases nor
the interface between them can be ascribed to the line where the three interfaces
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Figure 3.8. Dielectric constant of pentanol/decalin mixtures as
function of the volume fraction of pentanol. The solid lines are
Clausius-Mosotti relations for the low and high concentration
regimes [33].

meet. In contrast to microparticles, nanoparticles are expected to exhibit much
stronger line tension effects, which cause an additional contribution to the adsorp-
tion energy, ∆Fτ (h) = τ

(
R2 − h2

)1/2 [32]. As shown in fig. 3.7 (b), a line tension
of −5×10−12 N is already sufficient to change the adsorption free energy minimum
from −3 kBT to −9 kBT. This value is close to that reported by Wi et al. [11] and
well within the range of 10−12 N to 10−6 N reported experimentally [32]. Also, for
models that include a line tension contribution, a non-continuous wetting tran-
sition is predicted [32], which can explain the sudden transition from adsorption
to desorption of the nanoparticles when the solvent is changed from 20% to 25%
pentanol. A more systematic study of the dependence of the adsorption energy on
particle size would be necessary to determine the magnitude of the line tension.

Another option that could alter the surface adsorption behavior in our system
is the presence of net charges on the nanoparticles. For a point charge approach-
ing an interface between two mediums with a different dielectric constant, the
interface becomes polarized, which can be described by the presence of an virtual
image charge at a similar distance but on the opposite side of the interface [34].
The magnitude and sign of this image charge depend on the dielectric constants
of the two mediums and in this case where the outside (vaccuum) has a lower
dielectric constant than the liquid, the sign of the image charge is equal to that
of the real charge. This causes an effective repulsion between the charged object
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and the interface, which lowers the adsorption energy and could eventually cause
desorption of the particles if the repulsion becomes sufficiently strong.

An estimate of the fraction of charged particles can be obtained using the
charging energy Ec calculated via [35]:

Ec =
∞∑
l=0

e2(ϵ− 1)(l + 1)

2ϵ2(ϵl + l + 1)R

( r

R

)2l
(3.6)

here, e is the electron charge, ϵ = ϵ2/ϵ1, ϵ2 and ϵ1 are the dielectric constants of
the nanoparticle and the medium, respectively, R is the particle radius, and r is
the distance of the charge to the center of the particle. Following the procedure
of Shim and Guyot-Sionnest [36], the charging energy can be calculated assuming
that the net charge is located at the surface of the nanoparticle. The radius of the
dielectric sphere, R, is taken to be the core radius rc, and the position r of the
charge is taken to be rc minus the Se2− ionic radius of 0.198 nm. The dielectric
constant of PbSe is ϵ2 = 250 [37]. Using dielectric spectroscopy, the dielectric
constants of the decalin-pentanol mixtures were measured as shown in fig. 3.8 [33].
For decalin, a value of 2.2 was found for the dielectric constant, corresponding
to a charging energy of 5.1 kBT and a fraction of charged nanoparticles of less
than one percent. The dielectric constant increases from 2.2 in pure decalin to
3.1 in 25% v/v pentanol (see fig. 3.8), but the charging energy is still 3.7 kBT,
such that only 2.5% of the nanoparticles in our sample is charged. Considering the
fact that even in the most polar sample investigated in this chapter only a small
fraction of the nanoparticles is possibly charged, this phenomenon cannot explain
the adsorption-desorption transition observed here.

Although the particle adsorption at the liquid/air interface can be accounted
for on the basis of interfacial tensions and line tension, the question remains why
the macroscopic measurements of the surface tensions show a qualitatively different
behavior. The high adsorption density of 4 × 1017 particles/m2 calculated from
fig. 3.5 corresponds to 1 particle per 3 nm2, much less than the cross section of the
nanoparticle cores (22 nm2). Although multilayer adsorption of nanoparticles has
been found in simulations of liquid/liquid interfaces [38], our electron tomographic
images show no evidence of multilayer adsorption. Therefore, the species that
adsorb to the liquid/air interface and affect the measured interfacial tension are
apparently not the nanoparticles themselves.

One candidate would be oleic acid molecules desorbed from the surface of
nanoparticles, molecules that are about 2 nm in length. However, oleic acid
molecules in aprotic solvents are present as linear apolar dimers [39], which do
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Figure 3.9. Surface tension of solutions of oleic acid and lead
oleate in decalin as function of concentration (the lines are guides
to the eye). The chemical structures represent the likely configu-
ration of these molecules in solution, where R is the oleate chain.

not adsorb to the liquid/air interface; we verified that the surface tension of de-
calin remains unchanged (within 0.2 mN/m, see fig. 3.9) after dissolution of pure
oleic acid, even up to a concentration of 0.040 mol/L, twice as much as present
on the particles (assuming an adsorption density of ∼ 3 nm−1 [40]) in the sample
with the highest nanoparticle concentration (ϕ = 0.01). A more plausible adsorb-
ing species is lead oleate, consisting of a Pb2+ cation coordinated by two oleate
ions in a v-shaped configuration [41]. We measured that 11 µmol/L lead oleate
suffices to decrease the interfacial tension of decalin by 3 mN/m (fig. 3.9), a con-
centration which can easily be present in the solution, even after repeated washing
of the freshly synthesized nanoparticles.



5 Bibliography 59

5. Conclusion

In this chapter it is demonstrated with cryogenic electron tomography that
colloidal nanocrystals coated with oleic acid molecules adsorb strongly at the sur-
face of an apolar liquid and that they desorb when a liquid of lower interfacial
tension is added. In contrast, no change in adsorption behavior was evidenced by
measurements of the macroscopic surface tension as a function of the concentra-
tion of the nanocrystals. Those measurements were dominated by surface-active
molecular species related to the ligands that stabilize the nanocrystals. Similar
behavior is expected for many other types of nanocrystals, whose surface is gener-
ally coated with surface-active molecules so that they can be dispersed in apolar
liquids [42].
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CHAPTER 4

Second Virial Coefficient of Colloidal PbSe
Nanoparticles

Abstract

The second virial coefficient (B2) is determined to quantify the
interactions of PbSe nanoparticles dispersed in the apolar sol-
vent decalin. Three independent techniques are used: cryogenic
electron microscopy, small angle X-ray scattering, and analytical
centrifugation. For particles smaller than 5.5 nm a positive B2 is
found, showing that the repulsion between capping layers is the
dominant interaction, while negative virial coefficients are mea-
sured for the larger particles, due to the increasing attractions of
the nanoparticles. The dependence of the second virial coefficient
on the nanoparticle size is accounted for by a dipolar hard sphere
model and compared with the measured coupling enthalpies ob-
tained from the analysis of the temperature dependence of the
nanoparticle chain length distributions presented in chapter 2.
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1. Introduction

An important parameter in theoretical physics, chemistry, and biology to
quantify and to compare molecular and colloidal interactions is the osmotic sec-
ond virial coefficient B2 [1]. It describes the first-order correction to the ideal gas
equation of state, providing a link between the microscopic properties of a thermo-
dynamic system, such as particle positions and interactions, and the macroscopic
properties of this system, for example pressure. For instance, in biology the sec-
ond virial coefficient (B2) is used to predict the crystallization of proteins [2],
necessary for the determination of their atomic structure. In physical chemistry,
the second virial coefficient for example plays a role in the steric repulsion of
polymer brushes [3], utilized in the stabilization of colloids, or to quantify the
interactions between these colloids [4–6]. The second virial coefficient can also be
used to predict the critical temperature of a liquid-gas transition according to the
Vliegenthart-Lekkerkerker criterion [7].

Several methods exist to measure B2 experimentally, based on different ther-
modynamic connections with microscopic or macroscopic properties of the system.
In fig. 4.1 a schematic overview of three of these routes and corresponding mea-
surements is shown. The best known approach to measure the B2 is from the
angle-dependent scattering of light or X-rays, where the second virial coefficient
can be obtained from the concentration dependence of the scattering intensity in
the limit of forward scattering [1]. A second approach is to measure the osmotic
pressure as function of concentration, for instance by integration of a sedimenta-
tion equilibrium obtained by analytical centrifugation [4, 8]. The third approach is
quantitative microscopy, where the particle positions lead to the radial distribution
function, from which the second virial coefficient is calculated by integration.

In this chapter, the use of cryo-TEM to obtain radial distribution functions
and from that the second virial coefficient is examined for sterically stabilized
PbSe nanoparticles in the apolar solvent decalin. For comparison, B2 is also
determined by centrifugation and X-ray scattering. The dependence of the second
virial coefficient on the particle size is discussed in terms of a dipolar hard sphere
model.

2. Theory

For a system of non-interacting, uncharged solutes, Van ’t Hoff’s law dictates
that the osmotic pressure Π is directly proportional to the particle number density
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Figure 4.1. The three examined experimental techniques and
their corresponding thermodynamic route to the second virial co-
efficient.

ρ:

Π = kBTρ(4.1)

where kBT is the thermal energy. This equation of state completely neglects the
size and interactions of the particles, but other equations of state exist which take
these into account. A well known equation of state that describes the effect of
the finite size of the particles via a hard sphere potential (see chapter 1) is the
Carnahan-Starling (CS) equation of state [1]:

ΠCS = kBTρ
1 + η + η2 − η3

(1− η)
3(4.2)

where the volume fraction η is defined as ρv0 with v0 the volume of a particle. The
general way to describe the influence of interaction is to use the virial expansion
of the osmotic pressure:

Π = kBTρ
(
1 +B2ρ+B3ρ

2 + ...
)

(4.3)

where B2 and B3 are the second and third virial coefficient respectively. The
second virial coefficient can be expressed as a function of the potential of mean
force between the particles V (r) (see appendix 4.A).

B2 = −1

2

∫
dr (exp [−V (r) / (kBT )]− 1)(4.4)
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The relation between the macroscopic osmotic pressure and the microscopic
properties can be determined via the radial distribution function g (r) or alter-
natively its Fourier transform, the structure factor S (q). The radial distribution
function is defined as:

g (r) ≡ exp [−V (r) /(kBT )](4.5)

where r is the center-to-center distance of the particles and V (r) the potential
of mean force, which for low nanoparticle concentrations reduces to the orienta-
tionally averaged pair potential [5]. This opens the route from the (macroscopic)
second virial coefficient to the microscopic radial distribution function calculated
from the particle positions obtained from microscopy.

The second virial coefficient can also be related to the structure factor via the
compressibility relation (see appendix 4.B):

kBT
∂ρ

∂Π
= 1 + ρ

∫
dr (g (r)− 1) = lim

q→0
S(q)(4.6)

Combining this with eq. 4.3 we obtain:

lim
q→0

S(q) =
1

1 + 2B2ρ
(4.7)

Here we neglect the third and higher order virial terms. This equation predicts a
linear relation between the inverse structure factor and the nanoparticle number
density, and the second virial coefficient is determined from the slope of a plot of
S(0) as function of the number density.

2.1. Relation between B2 and the Colloidal Pair Interaction. The
second virial coefficient can be calculated for a three dimensional system using the
following equation:

B2 = 2π

∫
r2(1− exp [−V (r) /kBT ])dr(4.8)

where r is the interparticle distance. The potential of mean force V is for suffi-
ciently low number densities defined as [9]:

V (r) = − log [⟨exp [−ϕ (r,Ω)]⟩Ω](4.9)

Here ϕ is the pair potential between two particles, which is averaged over all
orientations Ω to obtain the potential of mean force.

To model the second virial coefficient for our system, we need an attractive
and a repulsive term as demonstrated in chapter 2. The repulsive part of our
interaction potential comes from the ligands at the surface of the nanoparticle. As
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discussed in chapter 1, this repulsion can be modeled as a hard sphere repulsion
with a sphere diameter of σ+2rc where σ is the diameter of the quantum dot core
and rc the thickness of the ligand shell:

ϕrep (r) =

∞ r < σ + 2rc

0 r ≥ σ + 2rc
(4.10)

To model the attractive part of the interaction potential, a dipole-dipole in-
teraction is used, although the origin of the anisotropic interaction studied by
Klokkenburg et al. [10] and quantified again in chapter 2 is still not clear. Using
analytical expressions for the weak coupling regime of hard sphere dipoles [5], we
investigate the size dependence of the coupling constant λ using the dipole-dipole
interaction:

ϕdd (r,Ω) = kBTλ

(
σc + 2rc

r

)3

f (Ω)(4.11)

λ =
1

4πϵkBT

p2

(σc + 2rc)3
; p = p0

(
σc

σ0

)n

(4.12)

Here, r is the distance between the two particles, f (Ω) is a function that describes
how the interaction depend on the relative orientation of the dipole moments, σc

is the core diameter, rc is the thickness of the capping layer, and ϵ is the dielectric
constant of the medium. As the origin of the dipole moment is unclear we model
it as a power law of the nanoparticle core diameter. The constants p0 and σ0 are
the dipole moment and particle diameter of a reference system of nanoparticles
with similar shape and material. If the dipole of a particle is due to a bulk effect,
the dipole moment scales with the volume of the quantum dots, that is, n = 3.
Similarly, if the dipole moment is due to a positive and negative charge residing
on opposite sides of the QDs the dipole moment depends linearly on the diameter,
i.e. n = 1, and if the dipole moment is due to the surface atoms, n = 2.

Combining eqs. 4.8 to 4.12 yields an analytical expression that approximates
the second virial coefficient of a dipolar hard sphere from the coupling parame-
ter [5]:

B2

B2HS
= 1− 1

3
λ2 − 1

75
λ4 − 29

55125
λ6 +O(λ8)(4.13)

where B2HS = (2/3π)(σc + 2rc)
3 is the second virial coefficient for a system con-

taining hard spheres of the same size. Equation 4.13 is valid if λ is between zero
and approximately three [5].



68 Chapter 4: Second Virial Coefficient of Colloidal PbSe Nanoparticles

0 2 4 6 8 10
-10

0

10

20

30

Diameter (nm)

n=0
n=1

n=2 n=3

B
2/B

2,
H

S

Figure 4.2. The second virial coefficient of a core-shell particle
with an impenetrable shell and an attractive core normalized to
the hard-sphere second virial coefficient of the core for different
size dependencies of the dipole moment: p = p0(σc/σ0)

n. The
curves are calculated using a reference size of σ0 =1 nm and p0 is
0 Cm, 2× 10−28 Cm, 3× 10−29 Cm, and 1.5× 10−29 Cm, for n is
0 to 3 respectively.

In fig. 4.2, B2/B2HS is plotted as function of particle size for different values
of n. A clear difference is observed for n ≤ 1 and n > 1. In cases where n > 1

and the particles are small, the curves overlap because the attractive part of the
interaction potential becomes negligible and only the repulsive part remains. The
curves are normalized to the hard sphere second virial coefficient of the core,
neglecting the repulsive contribution of the capping ligands; therefore the relative
value of B2/B2HS goes to infinity for small particle diameters. Upon increasing the
particle diameter, the interactions become more and more dominant and deviations
of a pure hard sphere second virial coefficient (black line in fig. 4.2) occur. In cases
where n ≤ 1, the opposite behavior is seen, as the deviations are clear for the small
particle diameters and the curve approaches the pure hard sphere case when the
particle grow larger.

3. Methods

3.1. Experimental System. All measurements were performed on colloidal
PbSe nanocrystals capped with oleic acid and dispersed in the apolar medium



3 Methods 69

decalin. The nanoparticles were obtained from the Condensed Matter and Inter-
faces group, Utrecht University and synthesized using the procedures described
in chapters 2 and 3. Solvent exchange was performed by evaporating the original
medium, typically toluene, under a gentle flow in a nitrogen environment, and the
particles were redispersed into decalin.

3.2. Cryogenic Transmission Electron Microscopy. Cryo-TEM samples
were prepared according to the procedure described in section 2.2 of chapter 2 by
placing 3 µL of an approximately 0.4 µM QD dispersion on a QuantiFoil TEM
grid with 2 µm holes. Excess fluid was removed using absorbent paper, resulting
in a film with a thickness of a few particle diameters, after which the sample was
vitrified using liquid nitrogen. The TEM-grids were mounted into a liquid nitrogen
cooled Gatan 626 cryo-holder and cryo-TEM images were acquired using a Tecnai
12 electron microscope, operated at 120 keV.

From the images, the particle positions (r) were determined using Mathe-
matica and the radial distribution functions (g (r)) were obtained for each image
using:

g (r) = 1

ρ

⟨∑
i ̸=j

δ (ri − rj − r)
⟩

i

(4.14)

where ρ is the average number density of the system. To take into account the finite
size of the images, the g(r) was calculated from a histogram of all particle-particle
distances normalized using a simulated ideal gas radial distribution function with
the same boundary conditions of the sample.

The second virial coefficient was obtained by integrating the radial distribution
function in the low density limit according to eqs. 4.4 and 4.5:

B2 = 2π

∫ ∞

0

r2(1− g(r))dr(4.15)

Direct numerical integration of the measured g (r) is not possible due to the noise
that becomes important at large distances. Fitting the data with a suitable func-
tion that describes the main features of the radial distribution function reduces
this problem. Different functions are used that are approximately zero for small
r, have a peak at a particular distance r, and finally approach unity at large dis-
tances, such that the integral converges. The final value of B2 depends only little
on the choice of the exact mathematical form of these equations.
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3.3. Analytical Centrifugation. Analytical centrifugation measurements
were performed using a LUMiSizer with a custom-made upgrade to allow 100 days
continuous operation (LUM, Berlin) following the LUMiFuge procedure developed
by Luigjes et al. [8]. For a typical measurement, a capillary of 50 µm internal
thickness and a length of 20 mm was filled for 10-15 mm with the sample containing
about 2 − 15 % v/v of the nanoparticles. These capillaries were then closed by
applying two-component epoxy glue on both ends and glueing this into the metal
holder. This complete assembly was loaded into a standard 2 mm path length
LUMiSizer cell.

A typical centrifugation measurement consists of 3 steps. In the first step,
256 scans were recorded at 2 second intervals to acquire a low noise initial profile.
Next, scans were recorded at half an hour intervals typically for 3-4 weeks, to reach
sedimentation-diffusion equilibrium. Finally the equilibrium profile was obtained,
again by averaging 256 scans at 2 second intervals.

The 0% and 100% transmission levels were determined internally from the
transmission through the metal (0% transmission) and the liquid depleted from
the nanoparticles at the end of the centrifugation procedure (100% transmission).
The concentration profile was then calculated from the absorption at each height
in the sample, and it was subsequently integrated to obtain the osmotic pressure
as function of position:

Π(r) = ∆mω2

∫ r

0

ρ(r′)r′dr′(4.16)

where r is the distance to the rotor, ∆m the buoyant mass of the particles, ω

the angular velocity, and ρ(r) the number density. For the lowest values of r,
the number density cannot be obtained or not very accurately due to the noise
and therefore the osmotic pressure profile is assumed to follow the Van ’t Hoff
law. The buoyant mass is derived from this part of the curve from the slope of
the logarithm of the absorbance versus the square of the position. As both the
number density and the osmotic pressure are known at all heights in the sample, it
is straightforward to construct the equation of state. The value for B2 is extracted
by fitting the equation of state with eq. 4.3, including the third virial term to
account for deviation at high concentrations. Equation 4.3 can be rewritten to:

(
Π

ρkBT
− 1

)
1

ρ
= B2 +B3ρ(4.17)
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If the equation of state is plotted this way, the second virial coefficient is given
by the y-intercept and the third virial coefficient can be obtained from the slope.
This way the contributions of the virial coefficients can be distinguished visually.

3.4. Small Angle X-ray Scattering. The second virial coefficient is also
determined from small angle X-ray scattering (SAXS). The data were collected at
the ESRF Facility in Grenoble at the BM26 DUBBLE beamline operated at 11
keV. The detector, a Dectris Pilatus3 1M, is mounted at 6.5 m from the sample
aligned such that the beam is located in the bottom right corner of the detector
opening a wide range of q values. The images are calibrated using wet rat-tail
collagen.

Radial scattering profiles are obtained by azimuthal averaging of the 2D pat-
terns with Fit2D software [11]. These scattering profiles are subsequently corrected
for beam intensity and absorption by dividing the intensities by the intensity of
the transmitted beam measured using ion chambers mounted directly after the
sample. The background scattering due to the capillary and liquid is obtained
using the same procedure and subtracted from the data.

As the scattered intensity is the product of the form factor and the structure
factor, the structure factor is determined from the concentration dependence of
the scattering pattern via:

SC (q) =
IC (q) /C

I0 (q) /C0
(4.18)

where SC is the structure factor for the sample with concentration C and IC is the
radial scattering profile. The reference profile I0 is that measured at the lowest
concentration C0 and contains only the form factor of the particles.

The limit of the structure factor in the case of q → 0 is calculated utilizing
the fact that S (q) is proportional to q2 for small q, so that the y-intercept of a
linear fit of S as function of q2 for 10−2 < q < 10−1 is used to obtain this limit.
Subsequently the second virial coefficient is obtained from a least squares fit of
eq. 4.7 to the measured compressibilities.

4. Results

4.1. Cryo-TEM. In fig. 4.3 typical cryo-TEM images are shown for 5-11 nm
PbSe QDs. For each size, typically 100 images are acquired (>10000 particles in
total) and the g(r) is calculated for each image and averaged, weighted by the
number of particles. Care is taken that no higher order peaks are present in each
of the individual radial distribution functions. In fig. 4.4 measured radial dis-
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11 nm8 nm

6 nm5 nm

Figure 4.3. Typical Cryo-TEM images for PbSe QDs in decalin
with a diameter of 5 nm, 6 nm, 8 nm, and 11 nm. The scale bars
in the images represent 50 nm.

tribution functions and the corresponding fits are shown for three systems with
different diameters of the quantum dots. The absence of higher order peaks in-
dicates that the sample can be considered to be in the low number-density limit.
The peak in the radial distribution function shifts to larger values with increasing
nanoparticle diameter, indicating the increase of the center-to-center distance of
two nanoparticles at contact. This distance is due to the size of the nanoparti-
cle core and the repulsive capping ligands adsorbed at the surface, which keep
the nanoparticles separated by about 3 nm, corresponding to slightly interdigitat-
ing ligands (the ligand length is approximately 2 nm). The increased height of
the peak with increasing particle size indicates an increasing contact free energy
(eq. 4.5), corresponding qualitatively to the observed trend in the coupling free
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Figure 4.4. Experimental g(r) from cryo-TEM and the corre-
sponding fits for PbSe nanoparticles with a core diameter of 5
nm, 6 nm, and 8 nm. The curves are shifted vertically for clarity.

energy (see chapter 2). Determination of the g(r) of larger particles becomes more
and more problematic due to this increasing interaction. The theory used for the
analysis of the radial distribution is valid in the low number-density limit and for
larger particles the interaction becomes so strong that even in the lowest experi-
mental accessible concentration limit, this requirement is not met and the radial
distribution function shows higher order correlations.

Integration of the fits of the radial distribution functions with eq. 4.15 yields
values of the second virial coefficient ranging from 1.8±2×102 nm3 for 5 nm QDs
to −22± 2× 102 nm3 in the case of 8 nm QDs, clearly changing from positive to
negative with increasing size. A discussion of these results is given in section 5.

4.2. Analytical Centrifugation. In fig. 4.5 the final transmission profile is
shown as function of the position in the capillary after 3 weeks of centrifugation
at 2000 rpm (≈ 500 g) for QDs with a diameter of 4.4 nm, 5.6 nm, and 6.3 nm.
The distance in the capillary is defined with respect to the center of the rotor.
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Figure 4.5. Transmission curves (raw data) for 4.4 nm, 5.6 nm,
and 6.3 nm PbSe QDs after 3 weeks of centrifugation at 2000 rpm.

Experiments were also carried out for a sample of 5.3 nm QDs but the data is not
shown in the plots because it is very similar to the data of the 5.6 nm QDs. The
transmission profiles in fig. 4.5 are more compressed for the larger particles than
for the smaller particles, in agreement with the decreased gravitational length lg.

lg =
kBT

∆mω2r
(4.19)

where ∆m is the buoyant mass of the particles, ω the rotation speed, r the distance
to the rotation axis, and kBT the thermal energy. This gravitational length is
defined for an ideal gas and describes only the general trend in fig. 4.5.

From the logarithm of these transmission profiles, the concentration profiles
are calculated, and subsequently integrated using eq. 4.16 to calculate the osmotic
pressure as function of height. From the concentration profile and the osmotic
pressure profile, the equation of state is obtained. In fig. 4.6 the equation of
state is shown for the three particle sizes in normal representation (A) and in a
representation highlighting the second virial term (B). The Van ’t Hoff and the
Carnahan-Starling (CS) equations of state (eq. 4.2) are plotted in fig. 4.6 (A) as
well. The equation of state of the smallest particles stays between the Van ’t Hoff
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Figure 4.6. (A) The equation of state for 4.4 nm, 5.6 nm, and
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Van ’t Hoff (black) and the Carnahan-Starling (colored) equation
of states. (B) Representation of the equation of state which high-
lights the contribution of the higher order virial terms, see text
for details.
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and CS equations of state, indicating that attractive interactions are present but
the hard core repulsion of the particles is still the dominant factor. However, for
the larger particles, the equation of state drops even below the ideal gas relation,
indicating that attractions become the dominant factor. This is highlighted in
fig. 4.6 (B) which is a representation of the equation of state (eq. 4.17) of which
the y-intercept is the second and the slope is the third virial coefficient. From the
y-intercept, the values of B2 are determined to be from 0.8 ± 0.5 × 102 nm3 for
the 4.4 nm to −5.1± 1.4× 102 nm3 for the 6.3 nm nanoparticles.

4.3. Small Angle X-ray Scattering. In fig. 4.7 the measured scattering
curves are plotted for different nanoparticle concentrations normalized to 1 at q is
1.3 nm−1. The scattering curve of the lowest concentration sample can be fitted
accurately by the form factor of spheres (black dots in fig. 4.7) indicating that
in that case the system exhibits only single particle scattering and there is negli-
gible interaction between the particles. For higher concentrations the scattering
intensity is decreased at small q and increased at intermediate q, showing the
appearance of correlations between the particles.

The structure factor (fig. 4.8) is calculated by dividing these normalized pat-
terns by the form factor fitted to the lowest concentration data, see eq. 4.18. The
structure factor shows a peak which shifts to large q when the concentration in-
creases. This peak corresponds to the average distance between two scatterers
in the system and therefore the average distance between the nanoparticles de-
creases with increasing concentration. For the highest concentrations, the center
of this peak is at q = 0.78 nm−1, corresponding to a real space distance of 8.1 nm,
slightly larger than the particle-particle distances obtained from the radial distri-
bution function from cryo-TEM (7.5 nm).

The second virial coefficient can be obtained from the limit of the scattering
vector going to zero, so the structure factor has to be extrapolated using the q2

dependence at small q as shown in fig. 4.9. Using this extrapolation, the struc-
ture factor at zero angle is obtained and shown in fig. 4.9(B) for two different
particle sizes. According to eq. 4.7, the inverse structure factor should be a linear
function of the concentration, with a proportionality constant of 2 times B2 and a
y-intercept of 1. Fitting our data with this relation yields values of 6±1×102 nm3

and 1.1±0.4×102 nm3 for the second virial coefficient of the QDs with a diameter
of 4.4 nm and 5.7 nm, respectively.
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Figure 4.7. Radial X-ray scattering profiles for different con-
centrations of 4.4 nm PbSe quantum dots in decalin. The black
dots are the calculated form factor, indicating that the lowest
concentration shows only single particle scattering.

Table 4.1. Experimental values of the B2 obtained from cryo-
TEM, Analytical Centrifugation (AC), and SAXS.

Second Virial Coefficient (nm3)
Diameter (nm) cryo-TEM AC SAXS
4.4 80± 50 592± 104

5.0 185± 209

5.3 −251± 120 −117
5.6 −380± 200 −120± 108

5.7 110± 37

6.0 −183± 303

6.3 −826± 520 −506± 140

8.0 −2237± 200
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5. Discussion

In fig. 4.10, the second virial coefficient is plotted as function of the parti-
cle diameter for the three methods used (see table 4.1), all showing a clear de-
crease of the B2 with increasing particle size. It is remarkable that, although
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Figure 4.10. The second virial coefficient of PbSe nanoparti-
cles dispersed in decalin plotted as function of size for the three
techniques used. The solid lines are calculations based on purely
hard spheres (black), hard spheres with the Van der Waals inter-
action, and a dipolar hard sphere interaction. For details of these
calculations see text.

the B2 determined using cryo-TEM is derived from images of two-dimensional
systems, whereas analytical centrifugation and SAXS are bulk measurements, all
three methods yield similar values for the 3-dimensional B2. This is because the
calculation of the second virial coefficient from microscopy images is based on the
assumption that the radial distribution function is the logarithm of the average
interaction potential averaged over all nanoparticle orientations. Although the
positions of nanoparticles are trapped in a two-dimensional liquid film, this does
not restrict the rotational degrees of freedom of the particles and therefore the
orientational average of the pair potential is the same as that of the bulk parti-
cles, such that a three-dimensional second virial coefficient can be calculated from
these two-dimensional measurements.

The lines in fig. 4.10 are calculations based on different possible interactions
between the nanoparticles. The hard sphere interaction predicts a continuously
increasing second virial coefficient, which does not match with our results. If the
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attractive Van der Waals interaction is taken into account, calculated via eqs. 1.4,
4.8 and 4.9 with a Hamaker constant of 6 kBT, its influence on the predicted
second virial coefficients is negligible. The curve passing through the data-points
in fig. 4.10 is a fit based on eqs. 4.11 and 4.13 using only n and p0 as fit parameters
and take the reference diameter to be 1 nm. This gives a good description of the
observed trend with an n of 1.3±0.1 and p0 equal to 1.0±0.2×10−28 Cm. For this
fit it was assumed that the thickness of the capping layer is the difference between
the core diameter and the average center-to-center distance determined from the
radial distribution function, rc ≈ 1.5 nm, although the results depend only slightly
on the choice of rc. The values for lambda in the studied size vary from 1.3 to
2.1, which is well within the range of 0 to 3 in which eq. 4.13 is valid. The value
of n is close to unity, indicating that the dipole moment of the particles is almost
proportional to the nanoparticle diameter (see eq. 4.12). This is in agreement
with the result of Shim and Guyot-Sionnest [12] where they measured the electric
dipole moment of CdSe and ZnSe quantum dots with a diameter between 2.5 nm
and 6 nm using dielectric spectroscopy. For both materials the dipole moment was
found to depend linearly on the nanoparticle size.

The origin of this dipole moment can be accounted for using the same rea-
soning as presented before by Shim and Guyot-Sionnest [12]. The PbSe quantum
dots studied here consist of positive lead ions and negative selenium ions placed
on a cubic rock-salt lattice. Each of the unit cells of this lattice is charge neutral
and does not have an intrinsic dipole moment; therefore the core of the quantum
dot can be considered as a neutral quasi-sphere. However, the atoms at the sur-
face of this particle are not fully coordinated and contribute to the presence of
localized surface charges. Most of these surface charges are compensated by the
ligands adsorbed to the nanoparticle surface or are removed by reorganization of
the interface. However, not all charges might be compensated and they might
remain randomly distributed on the surface, giving rise to a net dipole moment of
the particle. The magnitude of this dipole moment can be described as a random
walk, giving an average dipole moment of p ∝

√
Nσc, where N is the number of

charges on the sphere. In this description, no restrictions are placed on the sign of
the charges, indicating that these surface charges can be all positive, both positive
and negative, or all negative. However, as the quantum dot as a whole is charge
neutral both positive and negative surface charges are present. Comparing this
prediction for the dipole moment with the size dependence of the dipole moment
found in our experiments, only a weak dependence of the number of charges on
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Figure 4.11. Coupling free energy as measured from cryo-TEM
images plotted as function of size (dots) and the coupling free
energy as predicted from the fluctuating dipole model used to
describe the second virial coefficient.

the nanoparticle diameter is found. Shim and Guyot-Sionnest [12] attributed this
effect to the faceted nature of the nanocrystal. These facets are nanometer sized
and therefore the Coulomb energy would be extremely high between charges re-
siding on the same facet, and thereby limiting the number of charges per facet.
As long as the number of facets is independent of the nanocrystal size, it follows
that the number of charges has to be constant as well.

From the coupling parameter λ used in this model (eq. 4.12), the contact free
energy can be calculated via [5]:

V (r = σ) = −1

3
kBTλ

2(4.20)

These values can be compared to the coupling free energy (∆G0
2) measured using

cryo-TEM as described in chapter 2, shown in fig. 4.11. The calculated coupling
free energies are comparable to the data from chapter 2, indicating that the inter-
action can be described by a dipole-dipole interaction.
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6. Conclusions/Outlook

The second virial coefficient of PbSe quantum dots in decalin is obtained us-
ing three independent experimental techniques which yield similar results. A clear
decrease in B2 is observed with increasing particle size due to the increasing con-
tribution of the attractive interactions. The size dependence of the second virial
coefficient can be explained by the dipolar hard sphere model using a dipole orig-
inating from a constant number of charges randomly distributed over the surface
of a sphere. The agreement between the data from this experiment and from the
experiments in chapter 2 gives further evidence that the dipole-dipole interaction
is the dominant interaction between PbSe nanoparticles.
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Appendix 4.A. Connection between B2 and the Pair Potential

An expression for the virial coefficients can be obtained from statistical ther-
modynamics starting from the partition function:

Z =
1

N !Λ3N

∫
drN exp

[
βΦ
(
rN
)]

(4.21)

for a system with volume V and N particles with positions r and inverse temper-
ature β = 1/(kBT ). The potential energy Φ is given by:

Φ(r) =
N∑
i<j

ϕ(|ri − rj |)(4.22)

The partition function can be written as the product of an ideal part Z0 =

V N/(N !Λ3N ) and a correction Q:

Q =
1

V N

∫
drN exp

[
βΦ
(
rN
)]

(4.23)

Combining eqs. 4.22 and 4.23 and rewriting in terms of the Mayer functions f (r)

yields:

Q =
1

V N

∫
drN

N∏
i<j

(f (rij) + 1) ; f (r) = exp [βϕ (r)]− 1(4.24)

This can be expanded into a sum of 0 and higher orders of f :

Q =
1

V N

∫
drN

(
1 +

N(N − 1)

2
f (r12) + ...

)
(4.25)

The pressure can be calculated via:

P = −∂F

∂V
= kBT

∂ ln [Z]

∂V
= kBT

1

Z

∂Z

∂V

= kBT
Q

Z

∂Z0

∂V
+ kBT

∂ ln [Q]

∂V
(4.26)

Combination of eq. 4.26 with Z0 and eq. 4.25 yields the virial expansion for the
osmotic pressure:

P = kBTρ

(
1− 1

2
ρ

∫
drf(r)− ...

)
(4.27)

Comparison with eq. 4.3 yields the following expression for the second virial coef-
ficient:

B2 = −1

2

∫
drf(r) = −1

2

∫
dr (exp [−ϕ (r) / (kBT )]− 1)(4.28)
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Although the above relation is derived for a one component system it was shown
by McMillan and Mayer [9] that for a multicomponent system the expressions
are similar. The only difference is that instead of the pair potential, the poten-
tial of mean force V is used, which describes the average interaction free energy
between two particles. For our specific case, this means that the interaction po-
tential between two nanoparticles at a fixed distance is calculated while the other
nanoparticles and solvent molecules are allowed to move freely. This way, the in-
fluence of these components is averaged out and an average interaction potential
between the colloids is obtained.

Appendix 4.B. Compressibility and Structure Factor

It is well known that fluctuations in the number of particles N in a volume V

are related to the compressibility κ as:

kBTρκ =

⟨
N2
⟩
− ⟨N⟩2

⟨N⟩
; κ ≡ − 1

V

∂V

∂P
(4.29)

We can define the one- and two-body distribution functions in a homogeneous
fluid:

ρ(1) (r) =
N∑
i

δ (ri − r)(4.30) ⟨
ρ(1) (r)

⟩
= ρ(4.31) ∫

V

dr
⟨
ρ(1) (r)

⟩
= ⟨N⟩(4.32)

ρ(2) (r, r′) =
N∑
i,j

δ (ri − r) δ (rj − r′)(4.33)

⟨
ρ(2) (r, r′)

⟩
= ρ2g (|r− r′|)(4.34) ∫

V

dr
∫
V

dr′
⟨
ρ(2) (r, r′)

⟩
=
⟨
N2
⟩
− ⟨N⟩2(4.35)

Combining these with eq. 4.29 yields:

kBTρκ = 1 + ρ

∫
dr (g (r)− 1)(4.36)

The structure factor is the fourier transform of the radial distribution factor via:

S(q) = 1 + ρ

∫
dr exp [iqr] (g (r)− 1)(4.37)
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Comparing these equations shows that the compressibility is related to the struc-
ture factor at q = 0 as:

kBTρκ = S(0)(4.38)

Inserting the definition of κ we obtain:

kBT
∂ρ

∂Π
= S(0)(4.39)



CHAPTER 5

Non-Regularized Inversion Method from Light
Scattering Applied to Ferrofluid Magnetization

Curves for Nanoparticle Size Distribution
Analysis

Abstract

A model-independent, non-regularized inversion method is ap-
plied to the analysis of magnetization curves of ferrofluids. This
numerical method, originally used for the analysis of light scatter-
ing measurements, does not assume prior knowledge of the distri-
bution shape of the particle sizes or magnetic dipole moments nor
the presence of a single population of particles. Positive number
densities are enforced via a non-negative least squares procedure.
This inversion procedure is implemented in MINORIM available
on the web. The method is successfully tested on real measure-
ment data of ferrofluid samples with a known, multimodal size dis-
tribution. The robustness of the method is further demonstrated
by numerical simulations with a test magnetic dipole moment
distribution and Gaussian noise added to the generated super-
paramagnetic magnetization curves.

87
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1. Introduction

Magnetic nanoparticles have many applications that are the subject of cur-
rent research. For example, in cancer therapy, local hyperthermia is generated
by heating the magnetic nanoparticles linked to cancer cells, through the use of
an alternating magnetic field [1, 2]. Another promising biomedical technique is
magnetic particle imaging (MPI) [3], which requires well-controlled frequency-
dependent magnetic properties of the nanoparticles. Both of these biomedical
applications ideally require magnetic particles that have exactly the same (size-
dependent) magnetic resonance frequency [4, 5], to obtain a maximum response
at that frequency. For these and other applications, it is important to know the
magnetic properties of the nanoparticles and how they are distributed across the
entire population of the nanoparticles. A widely adopted approach is to obtain the
distribution of dipole moments from the magnetization of the sample as function
of external magnetic field strength.

Often magnetization data are fitted using an a priori assumed particle size
distribution shape which can be derived from the size distribution that is usually
obtained from Transmission Electron Microscopy (TEM) analysis. Chantrell et al.
[6] used a log-normal distribution, but other distributions such as a gamma func-
tion are used as well [7, 8]. The parameters of the log-normal distribution can either
be derived from the low- and high-field limits of the magnetization curves [6, 7] or
from fitting the complete magnetization curve [9, 10]. More advanced models can
be proposed, like a core-shell model [11], to explain the discrepancy between the
diameter acquired from magnetization measurements and the physical diameter
as obtained from TEM-images. Although in principle it is possible to use multi-
ple peaks to model multimodal systems, the increasing number of fit parameters
makes the results less reliable and physically less meaningful.

For dynamic light scattering (DLS), there is a long tradition to obtain the
particle size distribution from a system of colloidal particles in a liquid disper-
sion without a priori assumption of the distribution shape using discrete inversion
methods [12]. Deriving particle size or magnetic dipole moment distribution infor-
mation by applying inversion techniques also enters in the domain of analysis of
magnetization measurements [13–17]. Using an analysis technique that does not
assume any shape of the distribution, the generated magnetization curve belonging
to the calculated distribution generally agrees better with the experimental one.

Nowadays, many different inversion methods are available, such as genetic al-
gorithms [13], maximum entropy [18], singular value decomposition (SVD) [19],
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simulated annealing [13], moment expansion [20], and non-negative least squares
methods. The latter can be subdivided into a class of regularized methods, such
as the CONTIN method [12, 21, 22], often used in dynamic light scattering [12],
and non-regularized methods [23]. The reconstruction of the magnetic size dis-
tribution using these techniques is not trivial and not necessarily robust, as for
example, the SVD method is highly sensitive to noise [6]. Moreover for a good
reconstruction based on the moment expansion a minimal number of moments
(∼10) is necessary, but the higher the moment order, the harder it is to obtain
reliable results. Although genetic algorithms can provide reliable distributions,
these methods typically have a relatively high computational cost.

In this chapter, we demonstrate the application of a model-independent, non-
regularized inversion method for the analysis of magnetization curves, adapted
from a method designed by Strawbridge and Hallett [23] for the analysis of static
light scattering (SLS) measurements. This method does not assume prior knowl-
edge of the shape of the magnetic dipole moment distribution, or equivalently
the magnetic size distribution, nor the presence of a single population of parti-
cles of similar average size (monomodal system). Using non-negative least squares
procedures (NNLS), our method enforces positive number densities, unlike other
methods that can give negative, unphysical results [15]. In this thesis, our pro-
cedure is applied to measurement data from Alternating Gradient Magnetometry
(AGM) and from as Vibrating Sample Magnetometry (VSM) but it is applicable
to any method that yield the sample magnetization as function of the external
field strength.

In principle, our program is based on discrete sampling methods, originally
developed by Pike et al. [24] as an exponential sampling technique and later im-
proved by Morrison et al. [25]. With the NNLS procedure based on Lawson and
Hanson [26], a short execution time is obtained on the order of seconds or less
using a state-of-the-art personal computer.

In the next section, the mathematical foundation of our model-independent
method is presented, followed by demonstration of the method on real measure-
ment data of ferrofluid samples with a known, multimodal size distribution. The
robustness of the method is investigated using simulations with a test magnetic
dipole moment distribution and Gaussian noise added to the generated superpara-
magnetic magnetization curves.
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2. Numerical Methods

For a dilute dispersion of monodisperse spherical magnetic nanoparticles, the
magnetization M of the sample as function of the applied magnetic field H is
described by the Langevin function L, with

M (H) = MsatL(H,µ) = Msat

(
coth (α)− 1

α

)
(5.1)

α =

(
µµ0H

kBT

)
where Msat is the saturation magnetization, µ is the magnetic dipole moment of
a magnetic nanoparticle, µ0 is the permittivity of vacuum, kB is the Boltzmann
constant, and T is the absolute temperature. In case of a monodisperse ferrofluid
with number density n, Msat corresponds to the magnetization Msat = nµ when all
magnetic dipoles are aligned in the limit of infinite applied field H. For a polydis-
perse or a multimodal dispersion, the magnetization is the sum of all contributing
dipole moments, which for a continuous distribution of the number density P (µ),
defined as the number of particles with a dipole moment between µ and µ + dµ,
can be written as a distribution integral:

(5.2) M (H) =

∞∫
0

µL (H,µ)P (µ) dµ

In order to obtain the magnetic dipole moment distribution P (µ), eq. 5.2
must be solved given the experimental magnetization curve Mexp (H) and using
the Langevin factor L (H,µ) from eq. 5.1. This is in general an ill-conditioned
problem, as small experimental uncertainties such as noise can give rise to large,
unphysical peaks in the distribution curve [12].

To address this problem, one can use discrete methods for which eq. 5.2 is
rewritten in a discrete form. For this purpose, the magnetic dipole moment domain
is subdivided into a histogram of N intervals of which each bin spacing ∆i has a
center dipole moment µi and a bin content equal to the number of the dipole
moments ni (see fig. 5.1). The experimental magnetization curve consists of J

points Mj measured at a field strength Hj respectively. The discrete form of
eq. 5.2 becomes:

(5.3) Mexp (Hj) =

N∑
i=1

µi L (Hj , µi)ni
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Figure 5.1. Histogram showing an example of a dipole moment
distribution with the dipole moments µ (or alternatively the par-
ticle radius R) binned in N = 15 geometrically spaced bins, sub-
divided into S = 3 subdomains. The meaning of the y-axis values
depends on the definition of the probability factor P (µ) in the
magnetization function (eq. 5.2).

The basis vector Hj contains the experimental values for the magnetic field
strength, and the measurement output can be written as a column vector Mexp

with length J . We describe the Magnetic dipole moment Distribution (MD) by
a column vector nMD with length N and elements ni in a basis µi. Utilizing a
J × N data transfer matrix ←→T with matrix elements Tji formed by the product
µi L (Hj , µi ) calculated using the Langevin theory (see eq. 5.1), eq. 5.3 can be
summarized in terms of linear algebra with:

(5.4) Mexp =
←→T ·nMD

Without experimental uncertainties, the number distribution nMD can be
solved from eq. 5.4. Due to noise and other measurement uncertainties, statis-
tical methods are needed to obtain the best magnetic dipole moment distribution
ni in terms of minimizing the mean squares deviation ξ2:

(5.5) ξ2 = ∥[Mexp −
←→T ·nMD]∥2
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Note that this result is obtained without a priori knowledge of the shape (e.g., log-
normal or Gaussian) of the dipole moment distribution. Alternatively, the problem
can be defined in the particle size domain rather than the dipole moment domain
via µ = (4/3)πr3ms where r is the particle radius and ms the bulk saturation
magnetization of the studied material.

Often, regularization methods are used in order to make the problem less
ill-conditioned. In Dynamic Light Scattering, the CONTIN method [12, 21, 22]
based on the algorithm of Tikhonov [27, 28] is a well-known example. A math-
ematical regularizing term is added to eq. 5.5 to force a smooth outcome of the
probability distribution ni. The regularizer is the square norm of the first or higher
order derivative of the distribution function ni itself, multiplied by a regularization
strength parameter λ which determines the influence of this regularization term.
The result is a mean squared deviation ξ2 that is low when a smooth distribution
is obtained because then the derivatives of this function are small.

Another class of inversion methods are the non-regularization methods, which
Strawbridge and Hallett [23] applied to the analysis of Static Light Scattering mea-
surements. We adopt this method here to treat data of magnetization measure-
ments. A minimum µmin and maximum µmax magnetic dipole moment determine
the range allowed. The range can be divided into N discrete parts represented by
a center value µi, where the index i runs from 1 to N . Although a linear spacing
is possible, in this work the bins are spaced according to a geometrical series:

(5.6) µi = µmin

[(
µmax
µmin

)1/(N−1)
]i−1

This distribution favors the smaller dipole moments, as for smaller dipole moments
the number of bins in an interval ∆µ is larger than for a similar interval at higher
dipole moments. As each bin has an equal weight in the inversion algorithms,
this gives an higher weight to the smaller dipole moments. This is recommended
because the particles contribute with a weight factor proportional to their dipole
moment to the total signal and therefore the magnetization curve is dominated by
the larger particles.

The essence of the non-regularization method used here is to split the range
of N intervals into S subdomains, each with index s and elements ns:

ns = (µs, µS+s, µ2S+s....µ(k−1)S+s, ...)
T(5.7)
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k = 1, ...,
N

S
; s = 1, ..., S;

N

S
∈ Integer

For each subdomain ns eq. 5.4 is solved by minimizing the mean squared deviation
ξ2 (eq. 5.5). The vector representing the magnetization measurement Mexp is
unaltered, but an adapted version of the data transfer matrix ←→T s with dimension
J ×N/S is used based on subdomain ns. Finally the subdomain distributions are
merged into the total probability distribution npsd.

To ensure that a solution is obtained which has physical meaning, the con-
straint is imposed that each ni in eq. 5.5 must be positive. For this purpose
a non-negative least mean squares method is applied, developed by Lawson and
Hanson [26] implemented in Mathematica [29]. An additional benefit of the non-
negative constraint is that eq. 5.4 is less ill-conditioned.

The choice of the total number of bins depends on the desired resolution of the
reconstructed dipole moment distribution. A large number N of different discrete
magnetic dipole moments gives a high resolution in the magnetic dipole moment
(or size) range but can give rise to noisy peaks in the probability distribution.
With this solution one can reconstruct a precise magnetization curve. This is the
optimal choice for a system with low polydispersity or for a system where different
populations are present that have almost similar dipole moments. With a small
number N of intervals, a smooth probability distribution is obtained with the dis-
advantage of a peak broadening or indistinguishable peaks in case of a multimodal
system. The latter is comparable to a high regularization parameter λ in regular-
ization methods. The mean squared deviation ξ2 is increased in case of a small
number of intervals, meaning a lower quality of the fit of the magnetization curve.
For a polydisperse system, i.e., a broad distribution, a small number of intervals
can be acceptable. The number of subdomains S has an optimum related to the
number of intervals N because a small number of subdomains does not eliminate
the ill-condition of the inversion problem, while a large number of subdomains will
result in broadening of the distributions.

Often, the first bins of the histogram, representing small magnetic dipole mo-
ments (or particle sizes), contain noise. To arrive at an objective cutoff value that
discriminates between the noise and the ‘real’ part of the signal, we utilize the fact
that smaller magnetic moments require a higher magnetic field H to reach the
saturation magnetization. Experimental factors impose a limit to the maximum
magnetic field that can be reached, and therefore one can calculate the minimum
magnetic moment that can be measured with that particular system (for details
see appendix 5.C). Values below this threshold should be interpreted carefully.
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Our procedure is implemented in the computer program MINORIM, available
for several platforms [30].

3. Experimental Methods

3.1. Ferrofluid Synthesis. The magnetic particles used to demonstrate the
inversion method are nearly monodisperse magnetite nanoparticles synthesized
by single-step thermal decomposition of iron oleate synthesized according to a
chemical recipe from the Hyeon group [31] and described as the “sphere synthesis”
by Luigjes et al. [10]. Two batches of particles were prepared containing magnetite
particles with a diameter of 6.4 nm and 10.5 nm, respectively, with the surfaces
coated with oleic acid and dispersed in the solvent cis/trans-decalin (Merck, for
synthesis).

3.2. Electron Microscopy. Transmission electron microscopy on these sam-
ples is performed using a Philips Tecnai 12 electron microscope operated at 120
keV. For each sample the size distribution is obtained by measuring the diameter
of 200-300 particles with iTEM software (Olympus, Münster, Germany)

3.3. Alternating Gradient Magnetometry. For the preparation of the
magnetic samples used in this work, the saturation magnetization of the two
nanoparticle dispersions was measured, and two stock dispersions were prepared
with approximately equal saturation magnetization. From these stock solutions,
mixtures were prepared with well defined amounts of large and small particles.

The magnetization curves were measured with Alternating Gradient Magne-
tometry (AGM) using a Princeton Micromag Model 2900. The absence of magnetic
interactions in the samples was ensured by comparing the shapes of the normal-
ized magnetization curve with a normalized magnetization curve after dilution by
a factor of 10, which in absence of dipole-dipole interactions should be equal.

3.4. Data Correction and Analysis. The first step in the analysis of the
magnetization curves was the correction for any non-superparamagnetic behavior,
such as diamagnetic contributions, based on the fact that the high field part of
the magnetization curve is independent of the distribution of the dipole moments
and only depends on the average dipole moment in the system. By fitting the
data with a hyperbolic function, the diamagnetic contribution was determined
and subtracted from the raw data. This corrected magnetization curve is used
as input for the inversion routine, which returns the experimental particle size
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distribution nexp. An overview of the complete analysis algorithm is shown in ap-
pendix 5.A. For the conversion from magnetic dipole moment to magnetic radius,
we assume spherical particles with a volume magnetization equal to the magnetite
bulk magnetization of 480 kA/m [10].

3.5. Numerical Simulations. The limits of this inversion method were
tested with numerical simulations of magnetization curves. The basis vector for
the simulated distributions is chosen geometrically with approximately 10 times
more points per decade than used in the inversion method, to mimic a continuous
distribution. The number distribution vector n is filled with a mono- or bi-modal
distribution for which the bin content is log-normally distributed with known av-
erage dipole moment and standard deviation. This distribution was inserted in
eq. 5.4, which then yields the simulated magnetization curve, Msim, with a base
vector H containing the same values for the magnetic field strength as the exper-
imental data. Finally, Gaussian noise was added to the magnetization curve with
standard deviations from 0.001% to 1% of the saturation magnetization, which are
typical values for experimental systems. This simulated magnetization curve was
used as input for the inversion routine to obtain the simulated size distribution
nsim.

4. Results and Discussion

The applicability of our inversion method is tested both with experimental
data and numerical simulations. In the first part of this section we show the results
of the analysis of a mixture of small (6.4 nm) and large (10.5 nm) nanoparticles
mixed in different ratios. In the second part we will explore the limits of the
inversion method using simulations of different magnetic size distributions.

4.1. Experiments. Figure 5.2 compares the number distribution of magnetic
sizes obtained with the inversion method and the particles sizes from TEM image
analysis. Both distributions contain two distinct peaks, corresponding to the large
and small particles mixed to obtain the magnetic sample. The magnetic radius
(RM ) is smaller for both peaks than the physical particle size (RP ). This is a
well-known effect [11] due to the weaker paramagnetism of the surface layer of
the nanoparticles. In our case, the difference between the magnetic radius and
TEM radius is about 1 nm for both the small and large particles, consistent with
a surface effect.
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Figure 5.2. The particle size distribution from magnetic mea-
surements, (AGM, blue dots) and TEM (red line). The inset
shows a schematic picture of a magnetic nanoparticle with a mag-
netic core and a shell with weaker magnetic properties, indicating
the origin of the discrepancy between the magnetic (RM ) and
TEM (RP ) radii.

The most common method to analyze the magnetization curves of ferrofluids is
a fit assuming a log-normal distribution. Figure 5.3 compares both fit methods on
the same sample. The inversion method shows a residual that is centered around
zero, evidenced by the histogram of the deviations in fig. 5.3 D. The autocorre-
lation of these residuals (data not shown) shows the absence of any correlation,
indicating that the residuals are randomly distributed around zero, which con-
firms the goodness of the fit. The log-normal distribution is not able to describe
the system properly as is clearly visible by the systematic deviations from zero in
the residual (fig. 5.3 B). As the noise level on this magnetization curve is typical
for experimental data, the histogram in fig. 5.3 D indicates that the noise on the
experimental measurements is Gaussian, with a standard deviation on the order
of 0.1% of the saturation magnetization.

To obtain statistics on the reliability of the results, 10 measurements were
performed on 3 different samples containing small and large particles, of which
two are duplicates and a third one is diluted by a factor of 10. In fig. 5.4 the aver-
aged magnetic particle size distributions are shown of the sample, with the error
bars indicating the standard deviation for each bin. As expected, all curves show
two separate peaks, even the low concentration sample, for which the standard
deviation of the noise is 10% of the saturation magnetization. The two samples
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Figure 5.3. (A) Comparison between a fit with a log-normal
model (Log, green) and the inversion method described in this
work (Inv, red) and residuals of the log-normal fit (B) and the
inversion method (C). (D) Shows the histogram of the residuals.

with the same high concentrations yield practically indistinguishable results, which
confirms the reproducibility of the inversion method.

An important criterion to judge the applicability of the inversion method is
whether the intensity of the peaks in the resulting dipole moment distribution is
related to the amount of the corresponding fraction of the particles. We tested this
requirement by creating mixtures with different amounts of the two monodisperse
stock dispersions and measured the magnetization curve. From the results of the
analysis of the magnetization curves with the inversion method, the volumetric
fraction of the small particles is calculated, shown in appendix 5.B as function
of the experimental volume fraction of the small particles in the mixture. The
solid line has a slope of unity and corresponds well with our data, indicating
that the peak area is proportional to the contribution of the particles to the total
magnetization.

4.2. Simulations. The main variables that influence the quality of the final
fit are noise (see fig. 5.4), the range of sampling points of the magnetization curve,
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set by the corresponding colors. The region where both ranges
yield a reasonable fit contains most information about the distri-
bution shape. (B) The correlation coefficient plotted as function
of the number of dipole moment values per decade used for the
calculated distribution. With increasing noise the agreement at
high number of dipole moments per decade decreases. The same
happens at a low number of dipole moments per decade, due to
insufficient resolution to resolve the sharp peaks.

and the number N of sampling dipole moments. In this section the influence
of these parameters on the final result using simulated magnetization curves is
investigated. To quantify the agreement between the simulated dipole moment
distribution and that obtained from the inversion method we use the R2 value,
defined as:

R2 = 1−
∑

µ (nexp (µ)− nsim (µ))
2∑

µ (nexp (µ)− ⟨nexp (µ)⟩)2
(5.8)

where n is the dipole moment distribution function from the simulated (Sim,
sampled at µExp) and analyzed (Exp) dataset. The summation runs over all values
of µ present in the fitted distribution above the threshold calculated from the
maximum magnetic field strength, see appendix 5.C.

The Langevin curve at small field strength and high field strength only depends
on the average dipole moment (see Supporting Information) and does not contain
any information on the shape of the distribution. The boundaries of the useful
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region containing the information about the magnetic distribution can be found by
analyzing the minimal and maximal field strengths for which a good fit is acquired
with the inversion method. In fig. 5.6 A, the fit quality of the theoretical dipole
distribution is calculated from magnetization curves at field strengths from 0 to
α (disks) and from α to 6 (squares), where α is the dimensionless magnetic field
strength (see eq. 5.1). To obtain a dipole moment from the inversion method
similar to the simulated distribution, all information about the distribution must
be present in the analyzed part of the magnetization curve. The upper bound of
this range is found by analyzing magnetization curve with increasing maximum
field strength till the R2 value comes close to 1, which is for α > 3. The lower limit
is obtained similarly by varying the lowest magnetic field value till the goodness
of the fit deviates from 1, which happens for α > 2. From these two boundaries it
becomes clear that all information about the size distribution is located between
α ≈ 2 and α ≈ 3 and a good quality of the measurement in this region is required.
Figure 5.6 B shows the fit quality, expressed as R2, as function of the number
of bins per decade of the histogram used to reconstruct the distribution. At
low resolution, the peaks are broadened and therefore the fit quality is lowered.
If the number of dipole moments per decade becomes too high, i.e., insufficient
“regularization”, the fit quality is also decreasing. The onset of this decrease
depends on the noise but for typical experimental systems this is always above 40
dipole moment values per decade.

In fig. 5.7, the average dipole moment and the standard deviation of the distri-
bution are compared by plotting the average dipole moment or standard deviation
of the reconstructed dipole moment distribution as function of the simulated stan-
dard deviation or average dipole moment. In both graphs the solid line has a
slope of unity and represents agreement between simulation and calculation. In
fig. 5.7 B, the average dipole moment of a sample with 1% Gaussian noise is shown,
which is worse than the noise in most experiments, but the agreement between
simulated and fitted average dipole moment is still good. The same holds for
the standard deviation. Although the scatter is much stronger if the sample has
a high noise level, in both cases the results follow the ‘best fit’ line well. This
good agreement shows that, although the noise might be too high to obtain a
reliable distribution, the integrated results are still physically meaningful. The
final test for this analysis method is its capability to separate two distinct dis-
tributions. In fig. 5.8, an example is shown with different dipole moment ratios,
with a noise standard deviation of 0.1%. In this example, the calculated dipole
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moment distributions are in good agreement with the theoretical distribution, but
this agreement strongly depends on both the noise and number of dipole moment
values per decade.

5. Conclusion

In this chapter, we have demonstrated an inversion method previously used
to analyze light scattering data and now applied to the analysis of magnetiza-
tion curves. With this method the magnetic size distribution of single-domain
nanoparticles in ferrofluids can be resolved independently of an a priori assumed
size distribution shape. Both with experimental data and numerical simulations,
the resulting size distribution is in good agreement with the initial size distribution
of the particles or the dipole moment distribution used as input for the numerical
simulations. Using this method it is possible to obtain the shape of the parti-
cle size or dipole moment distribution from AGM, VSM, or other measurement
techniques that yield the magnetization curves of magnetic fluids.
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Appendix 5.A. Outline of the Algorithm
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A flowchart of the implementation of the analysis method presented in this
chapter is shown above. Starting with the raw M-H data obtained from the mea-
surements, the first step is correction for non-ferromagnetic linear contributions
like diamagnetic signals. The mathematical foundation of this procedure is de-
scribed in appendix 5.C.

In the next step the base vector of the dipole moment distribution is con-
structed using a geometric distribution of dipole moments within a specified min-
imum and maximum dipole moment. The number of points is defined as the
number of subsets times the number of dipole moments per subset.

For each subset the reconstruction is performed by minimizing χ2 using a
NNLS algorithm developed by Lawson and Hanson [26]. If the reconstruction is
complete for all subsets, the final distribution histogram is constructed from the
subset histograms, and this final distribution is saved to disk.
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Appendix 5.B. High and Low Field Approximations

The magnetization of a ferrofluid of (magnetically) polydisperse spherical
nanoparticles can be described as:

M(H) = N

∫
µP (µ)L(µ,H)dµ+ χdiaH(5.9)

Here we will determine the shape of M(H) in the low-field limit (i.e., α→ 0) and
the high-field limit (i.e., α→∞).

5.B.1. Low-Field Limit. The Langevin equation in the low-field limit sim-
plifies to:

L (α) =
α

3
=

µ0µH

3kBT
(5.10)

Inserting this into eq. 5.9 we obtain:

M(H) = N

∫
µP (µ)α/3dµ+ χdiaH(5.11)

which simplifies to:

M(H) = N
µ0H

3kBT

∫
µ2P (µ)dµ+ χdiaH(5.12)

= N
µ0H

3kBT
⟨µ2⟩+ χdiaH(5.13)

5.B.2. High-Field Limit. For α → ∞, the term coth(α) = 1 and by plug-
ging in the definition of α we obtain:

M(H) = N

∫
µP (µ) coth(α)︸ ︷︷ ︸

=1

dµ−N

∫
µP (µ)

1

α
dµ+ χdiaH(5.14)

= N

∫
µP (µ)dµ−N

kBT

µ0H

∫
P (µ)dµ+ χdiaH(5.15)

= N ⟨µ⟩ −N
kBT

µ0H
+ χdiaH(5.16)

= N ⟨µ⟩
(
1− kBT

µ0 ⟨µ⟩H

)
+ χdiaH(5.17)

= Ms

(
1− kBT

µ0 ⟨µ⟩H

)
+ χdiaH(5.18)

where Ms = N ⟨µ⟩
In conclusion, it is shown that in the limits of high and low field, the mag-

netization curve is independent of the shape of the distribution, i.e., the integral
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can be solved analytically, and these limits can therefore be used to correct the
distribution from non-Langevin contributions.

Appendix 5.C. Diamagnetic Correction

Before the analysis of the experimental magnetization curves obtained with
AGM, in most cases, a correction for the diamagnetic contribution has to be
applied. This correction is especially important for the outcome of the analysis in
the small dipole regime. In this section the method for this correction is described
and its influence on the detection of small dipoles is discussed.

The full experimental magnetization curve, M(H), can be described as:

M(H) = N

∫
µP (µ)L(µ,H)dµ+ χdiaH(5.19)

where N is the total number of particles in the sample, P (µ) the number fraction
of particles with a dipole moment µ, L(µ,H) the Langevin function, χdia the total
diamagnetic contribution and H the magnetic field strength. In appendix 5.B we
derived for the high-field part of the magnetization curve:

M(H) = Ms

(
1− kBT

µ0 ⟨µ⟩H

)
+ χdiaH(5.20)

where ⟨µ⟩ is the average dipole moment of the sample. By fitting this to the
high field region of the magnetization curve, the saturation magnetization, the
diamagnetic contribution, and the average dipole moment can be obtained. The
magnetic field region where this method can be applied depends on the smallest
dipole moment present. Or the other way around, the choice of the high field
boundary determines the lowest possible value for µ that can be obtained. The
approximation of the Langevin function is valid if α is larger than 3 (see fig. 5.9).
By combining this condition with equation 15 we obtain at room temperature:

µH > 0.98× 10−14A2 m(5.21)

This means that for a typical high field range of H > 106A/m, the minimal dipole
moment which can be measured is: ∼ 1× 10−20Am2. However, the choice of this
boundary does not influence the minimal dipole moment too much. Even if this
boundary is 5 × 105 A/m (half our experimental field range) the minimal dipole
moment increases with a factor of 2. This implies also that most of the information
is present in a small portion of the data (see discussion of fig. 5.6).
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CHAPTER 6

Synthesis of Monodisperse Cobalt Nanoparticles
for their Self-Assembly into Binary Superlattices

Abstract

Nanoparticles of different materials can be organized in self-as-
sembled structures, while retaining their unique size-dependent
properties. In this chapter the self-assembly of magnetic cobalt
nanoparticles and semiconductor PbSe quantum dots, with a di-
ameter of respectively 13 and 6.7 nm, is examined. It is shown
that in the presence of a horizontal magnetic field, magnetically
aligned superstructures with an AlB2 crystal lattice are obtained.

The formation of large scale single-crystalline superlattices
requires monodisperse nanoparticles. Our method to synthesize
high-quality magnetic cobalt nanoparticles utilizes glass test tubes
as reaction vessels. The high surface-to-volume ratio allows for
efficient and uniform heating of the system, yielding favorable re-
action conditions for homogeneous nucleation. The rapidity and
robustness of this method is used to investigate the role of the
surfactants and solvent in the synthesis of the magnetic nanopar-
ticles.
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1. Introduction

Nanoparticle solids of core/shell nanoparticles with a magnetic core and a
semiconductor shell are known to exhibit semiconductor-type transport proper-
ties with magneto-resistance typical for magnetic tunnel junctions [1]. For further
control over the collective properties of such materials, it is necessary to tune the
properties of the magnetic and semiconductor nanoparticle components indepen-
dently of each other. A further level of control can be obtained from the structure
of the nanoparticle solid via the formation of so-called binary nanoparticle super-
lattices [2]. This self-assembly of different types and sizes of nanoparticles into an
ordered superlattice is achieved via evaporation of the solvent from a droplet of a
nanoparticle dispersion on a tilted substrate [3] or on a liquid sub-phase [4]. With
these methods, a large variety of crystal structures is obtained [2] depending on
the relative sizes [5] and interactions of the nanoparticles [6].

For long-range order in the superlattice, nanoparticles with a low polydisper-
sity of at most 5% are necessary. To achieve such a low polydispersity various
different synthesis methods have been developed, such as hot injection [7, 8] or
heating up [9] methods.

Cobalt is a well studied strongly magnetic material, which has promising prop-
erties for magnetic [10, 11] as well as catalytic [12, 13] applications. It is known
that cobalt nanoparicles with a low polydispersity and good magnetic properties
can be obtained using a heating up method [9]. The magnetic properties of a
superstructure formed with these nanoparticles not only depend on the magnetic
properties of the individual nanoparticles but also on the mesoscopic structure
of the assembly. For example, close-packed lattices [8], linear chains [14, 15], or
two-dimensional monolayers with mesoscopic voids [16] each show unique magnetic
properties [17]. Further processing of carefully designed superstructures, for exam-
ple by attachment of the individual nanoparticles via oxidation [18, 19], provides
well defined materials that can be used in for example lithium-ion batteries [20]
or gas sensors [21].

The mid- to near-IR band gap of lead selenide nanocrystals makes them
promising candidates for optoelectronic applications in for example solar cells [22],
transistors [23] or photodiodes [24]. The structure of superlattices with PbSe and
other semiconductor or metallic nanoparticles has been shown to depend on the
size ratio between the components [25], the composition of the sub-phase [26], and
the reaction temperature [6].
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N2 In N2 + CO Out

Oil Bath

Heat

Figure 6.1. Schematic image of the test tube containing the re-
actants used in the synthesis of the cobalt nanoparticles immersed
in the oil bath.

In this chapter, first a minimalistic method for the synthesis of cobalt nanopar-
ticles is presented. As already shown by Timonen et al. [9], fast injection of the
precursors into hot solvent is not necessary to split nucleation and growth; instead,
using a heating up method yields similar results. In the method investigated here,
the heating up stage was shortened by putting the reaction mixture directly into a
preheated oil bath, thereby creating an as constant as possible temperature during
the whole synthesis. Second, the self-assembly of these cobalt nanoparticles with
the PbSe nanoparticles into binary superlattices is investigated. As one of the
components is strongly magnetic, the influence of magnetic fields on the formed
assemblies is studied as well.

2. Experimental

2.1. Synthesis of Cobalt Nanoparticles. For a typical experiment, a stock
surfactant solution was prepared by dissolving 24 mg oleic acid (Sigma Aldrich
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>99%) and 13.3 mg trioctylphosphine oxide (Sigma Aldrich 99%) in 2 mL o-
dichlorobenzene (Sigma-Aldrich >99%). In a borosilicate glass test tube with a
length of 129 mm and a diameter of 13 mm, 72 mg dicobalt octacarbonyl (STREM
95% stabilized with hexane) was mixed with 2 mL of the surfactant solution. The
temperature- and oxygen-sensitive dicobalt octacarbonyl was stored in a freezer
and only transferred into a nitrogen flushed glovebox (< 10 ppm O2) just before
use. The test tube was sealed with a rubber septum and taken out of the glovebox
and connected to a nitrogen flow as shown in fig. 6.1. The gas input was connected
to the long needle (130 mm gauge 21), which was initially placed below the liquid
interface. The outlet needle (38 mm gauge 21) was connected to a Brooks Instru-
ment Sho-Rate model 1355 flow meter and a bubbler. The reaction mixture was
bubbled with nitrogen for 2 minutes at a purging rate of 0.8 mL/s after which the
input needle was lifted to just below the septum and the nitrogen flow was reduced
to 0.2 mL/s. The test tube was then put in a preheated oil-bath for 30 minutes
while stirring with two magnetic stirbars, one in the oilbath and one in the test
tube. Subsequently, the test tube was transfered to a room temperature water
bath to quench the reaction. During this process, the temperature inside the test
tube was monitored using a Measurement Computing USB-501-TC-LCD logging
thermometer. Finally, the input needle was lowered to just below the liquid inter-
face and the reaction mixture is flushed for 2 minutes with nitrogen at a rate of
0.8 mL/s to remove dissolved carbon monoxide. The needles were then removed
and the test tube was transferred to the glovebox for washing and storage.

2.2. Solvent Exchange of the Cobalt Nanoparticles. Typically, the syn-
thesized cobalt nanoparticles tend to aggregate when transferred to other solvents
than dichlorobenzene. However, via a route comprising ligand exchange and par-
tial oxidization of the nanoparticle interface, the particles can be transferred to
different solvents. To this end, a drop of 20 µL trioctylphosphine (TOP, Sigma
Aldrich 90%) was added to approximately 1 mL of crude sample which was then
exposed to air for 30 min. The particles were subsequently precipitated by cen-
trifugation with a Beckman Coulter Microfuge for 1 hour at 12400 rpm, and the
precipitate was then redispersed in toluene.

2.3. Synthesis of PbSe Nanoparticles. In the synthesis of PbSe NCs,
standard airless techniques (Schlenk line and nitrogen glove box) were used. The
synthesis is based on the method of Kovalenko et al. [7]: 0.95 g lead chloride
(99.999%, Sigma-Aldrich) and 17.5 mL oleylamine (90%, Aldrich) were combined
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and the mixture was heated to 160◦C. At this temperature a mixture of 1.2 g
selenium (99.99%, Strem Chemicals) dissolved in 10 mL trioctylphosphine (90%,
Sigma Aldrich) and 2.5 mL Sn[N(SiMe3)2]2 (Sigma-Aldrich) was fast injected.
The mixture was reheated to 140◦C and afterwards it was allowed to cool to room
temperature in 30 minutes. Oleic acid (90%, Sigma-Aldrich, 15 mL) was slowly
added, followed by the addition of 40 mL methanol (Sigma-Aldrich, anhydrous,
99.8%) to precipitate the particles. After centrifugation (2500 g, 5 minutes), the
supernatant was removed and the quantum dots (with a diameter of 6.7±0.5 nm)
were dispersed in toluene.

2.4. Superlattice Formation. In a typical experiment, a glass well with a
diameter of 2.5 cm and a depth of 0.5 cm was covered with a minimal amount of
ethylene glycol (EG), just sufficient to cover the bottom of the well. The ethy-
lene glycol was subsequently preheated to the desired temperature. On top of the
EG, 100 µL of a nanoparticle dispersion containing a mixture of cobalt nanopar-
ticles and PbSe nanoparticles in hexane or toluene with a concentration of 1 to
10 mg/mL was gently put. When all hexane was evaporated, TEM-samples of the
self-assembled structures were obtained by pressing a TEM-grid carefully on these
freshly formed structures and lifting them from the EG interface. The remaining
EG on the grid was removed under vacuum (<1 mbar) for approximately two
hours at room temperature.

3. Results

3.1. Synthesis of Cobalt Nanoparticles. At a reaction temperature of
160◦C, spherical cobalt nanoparticles with an average size of 9.6 nm and a poly-
dispersity of 4.6% are typically obtained. Repeating this synthesis 8 times yielded
slightly varying results, with average diameters from 8.3 nm to 10.1 nm and poly-
dispersities from 4% to 6%. In some cases, instead of the desired narrow one-peak
distribution (fig. 6.2 A, B), two peaks, both broader than the single desired peak
were obtained (fig. 6.2 C, D). Of these, the larger particles represented the desired
main product of the synthesis, while the smaller ones that sometimes appeared
were in the minority. The average particle size is only weakly dependent on the
reaction temperature, as it shifts from 11 nm at 145◦C to 8 nm when the synthesis
is performed at 165◦C (fig. 6.2 E).

In fig. 6.3 A, the temperature evolution is shown for a typical synthesis at a
reaction temperature of 156◦C. The immersion of the test tube in the oil bath
results in a fast increase of the temperature of the reaction mixture and rapid
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Figure 6.2. (A) TEM image and (B) particle size distribution of
a typical monodisperse synthesis result with a particle diameter
of 9.7± 0.4 nm. The scale bars represent 100 nm. (C, D) Similar
as A and B but now for a bidisperse synthesis result with particle
diameters of 4.1± 1.3 nm and 9.6± 0.6 nm for the two fractions.
(E) Average particle size as function of the reaction temperature.
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Figure 6.3. (A) Temperature-time profile for a typical cobalt
nanoparticle synthesis; the arrows show the points where the test
tube is immersed in the oil or water bath. (B) Close-up of the
temperature drop due to the endothermic reaction; the red line
gives the approximate oil bath temperature. (C) Fit of the initial
part of the temperature evolution with eq. 6.1.
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equilibration to the oil bath temperature, yielding nearly isothermal reaction con-
ditions (fig. 6.3 B). The initial heating up and equilibration is described by the
exponential law:

T (t) = TRT + (TOil − TRT) (1− exp [−t/τ ])(6.1)

where TRT is room temperature, TOil is the temperature of the oil bath, and τ is
characteristic time constant for the temperature equilibration. This time constant
is system-specific; it depends on the thermal conductivities, the geometry of the
test tube, the heat capacity and volume of the reaction mixture, and the stirring
rate of both the oil and the reaction mixture. For our setup the time constant was
measured to be 25 seconds, corresponding to an initial heating rate on the order
of 300◦C/min (fig. 6.3 C). After equilibration, the reaction temperature remained
nearly constant throughout the reaction, and this was limited only by the stability
of the oil bath (see the red line in fig. 6.3 B). However, despite the efficient coupling
between the reaction mixture and the oil bath, a distinct spontaneous tempera-
ture drop of ca. 1◦C due to the thermally decomposing carbonyl is observed after
6-11 minutes in a reaction run at 156◦C (fig. 6.3). In comparison, a temperature
drop of approximately 10◦C is observed in heating up experiments wherein poly-
dispersities of 7-8% are achieved using the same reaction. [9] This temperature
drop was explained to quench the nucleation, thereby separating nucleation and
growth, causing the reported low polydispersities. However, this explanation is not
supported here, as nanoparticles with even smaller polydispersities are obtained
despite the mild temperature drop in the test tube method.

The nucleation and growth of the cobalt nanoparticles can be rationalized
by the LaMer scheme [27]. The accumulation of cobalt atoms from the isother-
mally decomposing Co2(CO)8 leads to the nucleation of the nanoparticles when
the critical supersaturation is reached. Subsequently, the nuclei grow into mature
nanoparticles by consuming the remaining and still forming molecular species [28,
29]. Beyond this qualitative description, it is challenging to explain how certain
chemistries and synthesis methods lead to formation of nearly monodisperse par-
ticles while others result in considerably more polydisperse particles. In this case,
clearly it is not necessary to inject the cobalt precursor at an elevated tempera-
ture, in an attempt to achieve a separation between nucleation and growth [29],
and neither does the 10◦C spontaneous temperature drop play a role. It is interest-
ing to observe that the precursor injection at an elevated temperature was shown
to be unimportant also in the synthesis of monodisperse CdSe and CdTe quantum
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dots [30]. It remains an open question whether cobalt, CdSe and CdTe are individ-
ual cases or if other hot-injection methods could be converted into non-injective
methods as well.

TOPO, OAc, DCB OAc, DCB

TOPO, OAc, Dodecane OAc, Dodecane

TOPO, DCB

100 nm

Figure 6.4. TEM images of synthesis results with varying sol-
vents, dichlorobenzene (DCB) or dodecane, and ligands oleic acid
(OAc) or trioctylphosphine oxide (TOPO). The scale bar repre-
sents 100 nm for all images.

The reaction mixture consists of three components that can coordinate with
cobalt and therefore play a role in the reaction mechanism of the formation of the
cobalt nanoparticles; namely, the solvent dichlorobenzene and the ligands oleic
acid and trioctylphosphine oxide. To study the effect of each of these components,
several syntheses are performed with varying compositions of the reaction mixture.
In fig. 6.4, TEM images of typical synthesis outcomes of these reactions are shown.
The reference synthesis, containing oleic acid, TOPO, and DCB, gives an average
size of 9.7 ± 0.4 nm. When DCB is replaced with the non-coordinating solvent
dodecane, the average particle size becomes much smaller (4.2 ± 0.5 nm) and
the shape of the particles is more erratic. On the other hand, when TOPO is
excluded from the reaction mixture, the particle size does not change significantly,
but the particle shape becomes more cubic. When the synthesis is performed
with only oleic acid without TOPO or dichlorobenzene, the result is a sample
containing small (3 nm) and very polydisperse (> 25%) nanoparticles. On the
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other hand, when oleic acid is excluded from the reaction mixture, the synthesis
yields relatively large particles of 40 nm. From these results, it is clear that all three
components are required to obtain monodisperse, quasi-spherical nanoparticles.

3.2. Solvent Exchange. In order to use these cobalt dispersions for the
formation of binary superlattices, the high boiling-point solvent DCB has to be
replaced by a more volatile solvent. Washing the cobalt nanoparticles via pre-
cipitation with antisolvent and subsequent redispersion in an apolar liquid like
toluene or hexane typically results in unstable dispersions. However, via a cap-
ping exchange with trioctylphosphine, combined with mild oxidation of the cobalt
surface, the particles can be made stable in other apolar solvents. In fig. 6.5, the
magnetic properties of cobalt nanoparticles with an diameter of about 8.5 nm are
analysed using MINORIM (see chapter 5) before and after the oxidative washing
step. The cobalt bulk magnetization of 1432 kA/m is used to convert the magnetic
dipole moment into the magnetic diameter. The magnetic size distribution before
solvent exchange (squares) consists of two peaks that are attributed to the bimodal
size distribution as can be seen from the corresponding TEM image. From the
magnetic measurements the particles have a magnetic diameter of 8.9 ± 1.5 nm
which corresponds well to the average size of 9.6± 0.4 nm of the nanoparticles de-
termined from TEM images. After solvent exchange, the size distribution changed
in two ways: first, the fraction of small particles is removed, because they are
too small to precipitate during the centrifugation step. The second change is a
decrease of the magnetic diameter of the large particles to 8.2 nm, which can be
interpreted as the formation of a weak-magnetic oxide shell around the particles.

One of the consequences of this washing method is that the formation of the
oxide shell slows down further oxidation of the nanoparticles. This reduces one of
the greatest disadvantages of cobalt magnetic nanoparticles, namely the difficult
handling in air.

3.3. Binary Self-Assembly of Co and PbSe Nanoparticles. The for-
mation of binary superlattices of magnetic and semiconductor nanoparticles is
explored using the self-assembly method of Dong et al. [4]

In fig. 6.6 representative TEM images are shown for a system containing 13 nm
cobalt nanoparticles and 6.7 nm PbSe nanoparticles, self-assembled at different
temperatures of the ethylene glycol sub-phase. Taking into account the ligand-shell
surrounding the particles (∼ 2 nm) these have a size ratio of 0.63 for which, in the
case of hard spheres, an AlB2-like structure is predicted [25]. This is exactly what
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Figure 6.5. Magnetic size distributions reconstructed using MI-
NORIM, from a cobalt sample before and after oxidation and
washing. In the inset the TEM images of the samples are shown.
The scale bar represents 100 nm.

is observed in the assemblies prepared at 45◦C. However, at lower temperatures
(20◦C) the interactions between the nanoparticles become more important [25],
which favors phase-separation; locally, where both types of particles are present,
still have same AlB2-like structure is found. Upon increasing the temperature
to 70◦C, the interparticle spacing is decreased due to dissolution of the ligand
molecules into the ethylene glycol subphase [26]. Since for smaller particle-particle
separations the Van der Waals interactions become more dominant, the system
phase separates into more or less ordered hexagonal layers. A similar effect is
observed when instead of ethylene glycol diethylene glycol (DEG) is used as the
sub-phase. DEG is a better solvent for the capping ligands than EG, so even at
lower temperatures the ligands desorb from the nanoparticle interface, therefore
reducing the colloidal stability of these particles. As a consequence, when DEG is
used as the sub-phase, only locally ordered structures are observed in which the
particles are often sintered together.
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Figure 6.6. TEM images of self-assembled binary nanoparticle
films formed by evaporating a mixture of 13 nm cobalt nanopar-
ticles and 6.7 nm PbSe nanoparticles in toluene on an ethylene
glycol/air interface at different temperatures. (A) At 20◦C, the
two types of nanoparticles phase separate nearly completely to
form distinct close-packed PbSe and Co regions. Only locally the
smaller PbSe nanoparticles penetrate to the interstitial spaces in
the close-packed cobalt lattice (lower inset). (B) At 45◦C, nearly
all cobalt nanoparticles are located in a binary AlB2 type super-
lattice with the PbSe nanoparticles. Excess PbSe nanoparticles
form close-packed assemblies around the binary structures. (C)
At 70◦C, the stabilizing ligand shells of both types of nanopar-
ticles dissolve partly in the ethylene-glycol so that the core-core
separations decrease. This leads to an increase in the particle-
particle interactions and hence phase separation of the two types
of nanoparticles into PbSe and Co rich regions similar to what is
observed at 20◦C.

It is well known that colloidal magnetic particles form two-dimensional sheets
when aligned in a magnetic field [31] due to the dipole-dipole interactions between
the nanoparticles. Here, we performed the self-assembly process in the presence
of a 100 mT magnetic field to create magnetically aligned binary superlattices.
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In fig. 6.7 the structure of these assemblies is shown for different magnifications,
revealing the ordering on different length scales. In the image with the lowest
magnification (fig. 6.7 A), the structures indicated by the arrows are the sheets
containing the cobalt nanoparticles, which could easily be micrometers long. The
width of these sheets (fig. 6.7 B, C) ranged from 100 nm to 500 nm although
preferential multiples of 140 nm are found. An indication for this behavior is
found in fig. 6.7 C, where three sheets that each have a width of 140 nm are aligned
parallel and two of them merge in the top-left corner. It is likely that the system
initially forms equally sized bands, which later merge into the broader sheets,
which was previously found both experimentally [31] and theoretically [32, 33].

4. Conclusions

A minimalistic synthesis method for cobalt nanoparticles was developed with
which cobalt nanoparticles can be synthesized in a fast way, with polydispersities
of 6% or lower. The high quality of these particles clearly requires the combi-
nation of a coordinating solvent, dichlorobenzene, and the ligands oleic acid and
trioctylphosphine oxide, because omission of one of those reduces the quality of
the synthesized nanoparticles. The ease of this method allows for rapid screening
of the reaction conditions, which opens a route toward the determination of the
essential requirements for the synthesis of monodisperse nanoparticles.

These cobalt nanoparticles were combined with PbSe quantum dots and su-
perlattices were formed at the ethylene glycol/air interface. Depending on the
reaction temperature, the obtained superlattices have an AlB2 like crystal lattice.
For both low and high reaction temperatures, phase separated layers are obtained
due to the strong interactions between the nanoparticles, while the largest the
binary superlattices are found at intermediate reaction temperatures. When a
magnetic field is applied during self-assembly, the structures have a preferential
orientation, visible as micrometers long and 140 nm wide sheets of binary super-
lattices.
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CHAPTER 7

In Situ Infrared Spectroscopy of Ligand
Adsorption on Colloidal Nanoparticles

Abstract

The binding of ligands on a nanoparticle surface is studied using
infrared spectroscopy for two different cases.

First, the optical properties of CdTe quantum dots are corre-
lated with the change in capping density when a colloidal dis-
persion of the nanoparticles is diluted. The luminescence in-
tensity of CdTe quantum dots capped with dodecylamine shows
luminescence brightening when stored in the dark, whereas no
such brightening is observed for octadecylamine-capped quantum
dots. Infrared spectra show that upon dilution of the sample, the
capping density for dodecylamine-capped samples decreases with
time. Our explanation is that the decrease in capping density of
the dodecylamine-capped sample upon dilution creates space for
the ligand layer to reorganize, which reduces the strain on the
quantum dot surface. The surface can then relax, thereby de-
creasing the number of defects and as a consequence increasing
the luminescence quantum yield.

In the second part of this chapter, the adsorption isotherm
of oleic acid ligands on PbSe is measured in comparison to mag-
netite nanoparticles. The oleic acid binds more weakly to PbSe
quantum dots than to magnetite nanoparticles, but the maximum
adsorption density is the same for both systems. The maximum
ligand adsorption seems to be limited by the size of the ligands
rather than by the number of binding sites on the nanoparticle
surface.
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1. Introduction

To create a stable nanoparticle dispersion in an apolar solvent, the nanoparti-
cles are often coated with a layer of hydrocarbon molecules [1]. This layer plays an
important role in different aspects of the nanoparticle properties, both during the
synthesis [2] of the particle as well in their colloidal [3], magnetic [4], and optical [1]
properties. For example, during the growth of the nanoparticle, the presence of
ligands can influence the size [5] as well as the shape of the nanoparticles due to
their affinity for certain facets [2].

The optical properties of quantum dots are strongly influenced by passivation
of the surface. Surface ions that are not fully coordinated by other ions assist
non-radiative recombination of the exciton [1]. The binding of ligands to these
ions blocks these non-radiative recombination pathways and therefore increases
the photoluminescence quantum yield.

As ligands are an important factor that influences the properties of quantum
dots, different purposes require different ligands. For example, during the growth
of the nanoparticles, the ligand-quantum dot complex should be reversible to allow
further growth, but after synthesis, more strongly binding ligands are preferred as
they promote the long-term stability. Several ligand exchange methods [6–8] have
been developed to tailor the quantum dot properties to fit the requirements. The
success of these protocols indicates the dynamic nature of the ligand-quantum dot
complexes; however, quantitative information about the binding strengths of the
ligands is scarce. The binding strength is coupled to the average residence times
of the ligands at the surface; for example, the weakly binding amine ligands have
an average exchange rate of 0.05 ms−1, whereas the much more strongly binding
ligand oleic acid has a residence time on the order of seconds [9].

Infrared spectroscopy is often used as a qualitative tool [10–12], for example to
study which complexes are formed by adsorbing molecules [13]. However, quanti-
tative information can be obtained as well. For example, infrared spectroscopy has
been utilized to measure the adsorption isotherm of oleic acid on magnetite [14]
and the phase diagram of a phase separating colloid-polymer mixture [15, 16].

In this chapter two cases of ligand adsorption are investigated using infrared
absorption measurements. First we examine the effect of the ligands on the
luminescence-brightening of CdTe quantum dots capped with dodecylamine or
octadecylamine, ligands with a similar head group but different chain lengths.
The change in luminescence is correlated with the adsorption-desorption equilib-
rium of the ligands at the quantum dot surface. In the second part of this chapter,
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PbSe

Fe3O4 (2)Fe3O4 (1)

CdTe

Figure 7.1. TEM images of the nanoparticles used in this chap-
ter. (A) CdTe, (B) PbSe, and magnetite synthesized using a high-
temperature decomposition (C) or an aqueous coprecipitation (D)
method. The scale bar is 50 nm in all images.

the adsorption isotherm of oleic acid molecules on PbSe is measured using in situ
spectroscopy and compared to that of magnetite nanoparticles. From these mea-
surements, the capping density and the adsorption free energy are obtained.

2. Methods

2.1. Nanoparticle Synthesis.
CdTe. The CdTe quantum dots were prepared in a nitrogen glovebox using

the procedure reported in ref. [17]. In a three-neck flask, 10 g of dodecylamine
(Aldrich 98%, DDA) and 7 mL tri-octylphosphine (Aldrich 90%, TOP) was heated
to 50◦C. A mixture of 0.22 g dimethylcadmium (ARC technologies 99.9%), 7 mL
of TOP, and 0.16 g tellurium (Heraeus 99.999%) were added to this solution and
heated to 145◦C under vigorous stirring. This reaction mixture was kept at this
temperature for 2 hours and 10 minutes, after which it was heated to 165◦C for 3
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hours and 40 minutes. This procedure resulted in particles of 2.9 nm (see fig. 7.1
A). Unreacted tellurium powder was removed from the reaction mixture by 15 min-
utes of centrifugation at 3000 rpm, and the supernatant was collected. This crude
sample was washed by adding an equal amount of toluene and subsequent addi-
tion of methanol till the nanoparticles precipitate. This mixture was centrifuged
at 3000 rpm for 15 minutes, and the sediment was redispersed in toluene.

Stock solutions of these quantum dots with different capping ligands were
prepared. For DDA-capped CdTe quantum dots, 204.6 µL DDA was added to
197 µL of a 4.8 µmol/L quantum dot dispersion and stirred for 14 hours at 55°C.
Similarly, for the quantum dots capped with octadecylamine (Fluka >90%, ODA),
0.257 g was heated to 50◦C and mixed with 181 µL of the same 4.8 µmol/L QD
dispersion and stirred for 14 hours at 55◦C. Both stock dispersions contained a
ligand concentration of 2 mol/L.

PbSe. Standard airless techniques (Schlenk line and nitrogen glove box) were
used in the synthesis of PbSe NCs. The synthesis is based on the method of
Kovalenko et al. [18] 0.95 g lead chloride (99.999%, Sigma-Aldrich) and 17.5 mL
oleylamine (90 %, Aldrich) were combined and the mixture was heated to 140◦C.
At this temperature a mixture of 1.2 g selenium (99.99%, Strem Chemicals) in
10 mL trioctylphosphine (90%, Sigma Aldrich) and 0.5-4.5 mL Sn[N(SiMe3)2]2
(Sigma-Aldrich) was fast injected. The mixture was reheated to 120◦C and af-
terwards it was allowed to cool to room temperature in 30 minutes. Oleic acid
(90%, Sigma-Aldrich, 15 mL) was slowly added, followed by the addition of 40 mL
methanol (Sigma-Aldrich, anhydrous, 99.8%) to precipitate the particles. After
centrifugation (2500 g, 5 minutes), the supernatant was removed and the quantum
dots with a diameter of 5.1 nm and a standard deviation of 0.7 nm (see fig. 7.1 B)
were dispersed in cyclohexane.

Magnetite. Two different magnetite systems are used for these experiments,
one system containing nanoparticles prepared via a high temperature decompo-
sition method described as the “sphere” method in ref. [19]. This resulted in
spherical particles with a diameter of 4.6 nm and a standard deviation of 0.5 nm
(see fig. 7.1 C). The second system was made by coprecipitation in aqueous envi-
ronment [20] resulting in polydisperse particles with an average diameter of 6.5 nm
and a standard deviation of 2 nm (see fig. 7.1 D). In both cases, the particles were
capped with oleic acid and dispersed in cyclohexane.

2.2. Dynamic Light Scattering. Dynamic light scattering (DLS) measure-
ments were performed using a Malvern zetasizer nano. The samples were prepared
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by diluting the stock dispersion by a factor of 100 and filtered with a hydropho-
bic filter with a pore size of 0.2 µm to remove dust particles from the dispersion.
Both the forward scattering, at an angle of 12.8◦, and backward scattering, at an
angle of 173◦, were recorded for 29 measurements of about half an hour each, so
that in total the particle size was monitored for 18 hours at room temperature.
Due to the combination of low scattering cross section and low concentration, the
contrast of the correlation function was typically so small (0.2) that the data was
analyzed assuming heterodyne scattering rather than homodyne scattering. This
implied that the size distributions determined by the program, which assumed
homodyne scattering, were overestimated by a factor of two; the average particle
sizes indicated by the program were divided by two before interpretation [21].

2.3. Photoluminescence Spectroscopy. The photoluminescence time se-
ries were collected from dispersions, prepared by diluting the stock dispersions by
a factor of 100. The sample was placed in a nitrogen glovebox in a closed com-
partment to eliminate the influence of external light sources. The light from the
excitation source, a 400 nm 10 W LED, was guided via an optical fiber to the
sample and the emitted light, collected under an angle of 90◦ to the excitation
beam, was guided via another optical fiber to a liquid nitrogen cooled Princeton
Instrument CCD detector with an 0.3 m Acton Research monochromator. Both,
the LED and the CCD camera were placed outside the glovebox. The time se-
ries were recorded for 25 hours by acquiring the spectra at 5 min time intervals
with illumination times of 1 s for each spectrum. Control samples were prepared
similarly but stored in the dark, and the spectrum was measured only once after
approximately the same period as used for the acquisition of the time series.

2.4. Infrared Adsorption Spectroscopy. All infrared absorption measure-
ments were performed using a Perkin Elmer Frontier FTIR spectrophotometer. In
situ measurements were done using a liquid cell with KBr windows and an internal
path length of 100 µm, and ex situ experiments were performed with KBr pellets.

Preparation of the KBr pellets. KBr pellets were prepared by weighing 250
mg dry KBr in a glass vial inside a nitrogen flushed glove box. A drop of 50 µL of
the dispersion was added and mixed with the powder till all solvent, cyclohexane,
was evaporated. The dry powder was then pressed into the pellets with a Specac
pellet-press at a pressure of 10 bar, and the pellets were transferred as quickly as
possible to the nitrogen flushed sample chamber of the IR spectrophotometer.
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Measurement of the adsorption isotherms. The adsorption density of oleic
acid ligands on the surface of the nanoparticles was measured using in situ IR
spectroscopy. The adsorption isotherms were obtained by measuring a series of
IR spectra of samples with a known concentration of nanoparticles and varying
oleic acid concentration. The total oleic acid concentration was determined from
the -CH= vibration at 3006 cm−1 and the concentration of free oleic acid ligands
was obtained from the -C=O vibration at 1713 cm−1 (see section 3.2 for details).
The extinction coefficient ϵ for these peaks was determined from the IR spectra
of a series of oleic acid solutions in cyclohexane. The cyclohexane spectrum was
recorded as well and subtracted from the sample and calibration spectra before
the peaks were analyzed. The peak at 3006 cm−1 is always on top of the -CH
vibrations so a baseline was defined as the common tangent connecting both sides
of the peak and the peak height was defined with respect to that baseline.

3. Results

3.1. CdTe Photo-Luminescence Brightening. An increase in the photo-
luminescence intensity upon continued illumination (photo-brightening) is a well
known phenomenon in many QD systems, such as CdTe [22], CdSe [23], PbS [24],
and InAs [25]. For the CdTe QDs the photoluminescence intensity is shown in
fig. 7.2 as function of time for quantum dots with a diameter of 2.9 nm and capped
with dodecylamine or octadecylamine. The stars in fig. 7.2 show the photolumi-
nescence of dispersions of quantum dots capped with ODA or DDA, prepared
similarly to the illuminated samples but stored in the dark. Both samples show
an increase in the photoluminescence intensity when followed in time, which is
discussed in more detail in ref. [26], but it is their behavior in the dark which is
of interest here. For the DDA-capped quantum dots, the photoluminescence of
the sample stored in the dark is larger than the initial luminescence directly after
dilution, whereas for the ODA-capped quantum dots, no increase in the lumines-
cence intensity is observed when stored in the dark. To quantify the time scales of
the changes in the luminescence spectra, the time dependence of the luminescence
intensity is fitted using exponential functions. As there are two processes present
in the case of the illuminated time traces, the process that happens in the dark
and the ‘normal’ photo-brightening, a double exponential fit is used:

I = I∞ −A1exp [−t/τ1]−A2exp [−t/τ2](7.1)
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Figure 7.2. Integrated photoluminescence intensity of CdTe
quantum dots capped with octadecylamine (black) or dodecy-
lamine (red) ligands plotted as function of time. The stars denote
similar samples but stored in the dark and only measured once.
The inset shows typical absorption (Abs.) and emission (Em.)
spectra of the quantum dots normalized to the intensity of the
excitonic peak. The shaded area indicates the excitonic lumines-
cence band, whereas the luminescence band at higher wavelength
originates from defects.

Here, I∞ is the equilibrium luminescence intensity, and A1 and A2 are the am-
plitudes of the two contributions with a characteristic time scale τ1 and τ2. The
two decay times obtained from the fit are 19 min and 860 min for DDA-capped
quantum dots, and 36 min and 1859 min for the ODA-capped quantum dots.

In the literature, several mechanisms are proposed to explain this photolu-
minescence brightening, such as surface passivation by water or methanol [27],
passivation by oxygen [28], or surface reconstruction and relaxation [22, 25]. As
our experiments are performed in a nitrogen atmosphere (< 5 ppm O2 and H2O),
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Figure 7.3. Hydrodynamic diameter of the 2.9 nm CdTe quan-
tum dots dispersed in toluene at 25◦C measured as function of
time after dilution.

the influence of oxygen or water can be excluded as cause of the photo-brightening;
in fact, exposure of these samples to air reduces the luminescence intensity.

A possible origin of the observed brightening of the DDA-capped quantum
dots would be the presence of equilibrium clusters in the stock solutions in which
the luminescence is quenched due to energy transfer from luminescent to non-
luminescent quantum dots. Because the energy transfer is very sensitive to the
distance between the quantum dots, breaking up of the cluster, which increases
the distance between the quantum dots, would reduce this energy transfer and
thereby increases the photoluminescence intensity. Here, this hypothesis is tested
by measuring the average hydrodynamic size with dynamic light scattering as
function of time as shown in fig. 7.3. The hydrodynamic diameter of the particles
is 8.3± 0.5 nm, in good agreement with single quantum dots (d = 2.9 nm) capped
with a capping layer of approximately 1.6 nm. The hydrodynamic diameter is
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Figure 7.4. Schematic picture of the state of the quantum dots
at high concentration of ligands (left) and at low ligand concen-
tration (right). For DDA-capped quantum dots, the strain on the
surface is reduced after dilution, whereas for ODA it still remains
and therefore the quantum yield does not increase.

independent of time, and this excludes that the observed luminescence brightening
is due to the breaking up of clusters of quantum dots.

It is well known that the ligands have a strong influence on the luminescent
properties of quantum dots [1]. For example, cooling the quantum dot dispersion
below a specific temperature quenches the luminescence intensity, likely due to
surface defects created by the crystallization of the ligands on the interface [8, 17].
This effect is totally reversible, as on increasing the temperature, the photolu-
minescence intensity is fully recovered. A similar mechanism can be responsible
for the observed photoluminescence-brightening in the present case. In the case
of an equilibrium between ligand molecules on the quantum dot surface and free
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Figure 7.5. In situ infrared absorption spectrum of DDA-capped
CdTe quantum dots dispersed in cyclohexane, corrected for the
adsorption of the cyclohexane. The gray areas denote the regions
where the signal is saturated by the solvent. Around 2350 cm−1

the signal was erratic due to CO2 vibrations.

ligand molecules dissolved in the bulk liquid, the adsorption density of the cap-
ping molecules is related to the free ligand concentration. For high ligand con-
centrations, as is the case in the stock solutions, the adsorption density is high.
Theoretical modeling has shown that, in the case of CdSe, small displacements of
the surface atoms are required to prevent electronic surface states with energies
in the bandgap that quench the luminescence [29]. If the capping density is too
high, the capping ligands will form close packed layers and therefore the position
of the ligands on the surface is not only determined by the position of the surface
atoms but also by the other ligand molecules. This hampers the relaxation of the
quantum dot surface and as a consequence, the surface states are not completely
removed. Upon dilution, the adsorption density decreases, and the surface stress
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Table 7.1. Assignments of the IR-peaks in
fig. 7.5

Peak position
(cm−1)

Vibration Refs.

2900 -CH saturated
1619 -NH scissoring [10]
1450 -CH saturated
1377 -CH [30]
1302 -CH [30]
1075 -NH
787 -NH [10]
721 CH rocking [10]

is reduced, such that it can relax and defects are eliminated, resulting in a higher
quantum yield (fig. 7.4 top).

It is known that self-assembled monolayers of these molecules have a phase
transition from a locked rotator phase, where all ligands have a fixed angle with the
interface, to an unlocked rotator phase where the angle between the ligand and
surface is uncorrelated between neighboring ligands [8]. For dodecylamine, this
phase transition is below room temperature, indicating that at room temperature
the monolayer is liquid-like, while for octadecylamine, this transition temperature
is above room temperature and the ligand layer resembles more a crystalline struc-
ture. For the ODA monolayer, dilution of the system would in principle lower the
adsorption density; however, diffusion from a ligand out of a close-packed layer is
a slow process [7], so it takes a long time before the system is equilibrated. In con-
trast, the DDA-capped particles, which have a more liquid-like capping layer, can
respond to dilution of the sample much faster, as is demonstrated by the observed
photo-brightening when the sample is stored in the dark.

The dynamics of the DDA capping layer was tested here by taking in situ
infrared spectra as function of time. In fig. 7.5, a typical absorption spectrum
is shown for DDA-capped CdTe quantum dots dispersed in cyclohexane. The
contribution of the solvent is subtracted from the spectrum, leaving only the DDA
peaks of which the corresponding vibrations are listed in table 7.1. The signal
from the CH stretch vibrations at 2900 cm−1 and 1450 cm−1 is saturated due to
the absorption of the solvent. At 1619 cm−1 a peak is visible which is related
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and the CH peak at 721 cm−1 as function of time. The line is an
exponential fit (see text for details).

to the NH stretch vibrations. Cooper et al. [10] observed multiple peaks in this
region, which they attributed to the vibrations of the amine molecules adsorbed
at the quantum dot surface. However, these signals are not observed in this study
due to the low concentration of the quantum dots in the sample. The other peaks
related to the NH group are located at 1075 cm−1 and 787 cm−1. The small peak
at 721 cm−1 is the rocking vibration of the ligand tail.

To quantify the changes in the capping layer as function of time, we used the
ratio between the NH vibration and the CH rocking vibration. As the rocking vi-
bration (721 cm−1) comes from the tail of the ligands and is not influenced by the
adsorption on the quantum dot surface, this is a good measure for the total ligand
concentration in the sample, and therefore it is used as an internal standard. The
absorption peak at 1619 cm−1 comes from the NH head-group, which is involved
in the bond between the ligand and the quantum dot. The position of this band
shifts for the bound ligands [10] and therefore, this peak can be used as a measure
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Figure 7.7. In situ FTIR spectra of 100 mM oleic acid in cyclo-
hexane (red) to which oleic acid capped nanoparticles of magnetite
(green) or PbSe (blue) are added. No information is obtained in
the gray areas, where cyclohexane saturates the signal. The spec-
tra are scaled to the peak at 3006 cm−1.

for the free ligands in solution. This ratio is shown in fig. 7.6 as function of time,
and the red line is a fit with INH/ICH = 1 − A exp [−t/τ ] which gives a typical
equilibration time τ of 13 minutes. This equilibration time obtained is close to
the fast equilibration time (19 min) of the luminescence intensity increase, sug-
gesting that the they originate from the same underlying process: reduction of the
capping density upon dilution of the interface and subsequent surface relaxation.
Similar vibration spectroscopy experiments should be carried out for ODA-capped
quantum dots as well to confirm that the equilibration process is slower in that
case as indicated by the longer equilibration time.

3.2. Adsorption Isotherms of Oleic Acid on PbSe and Magnetite
Nanoparticles. In fig. 7.7, typical FTIR spectra are shown for oleic acid dissolved
in cyclohexane, with and without the presence of PbSe or magnetite nanoparticles.
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Table 7.2. Assignments of the IR-peaks in fig. 7.7

Peak position
(cm−1)

Vibration Refs.

3440m -OH (EtOH)
3006 ν -CH= [11, 31, 32]
2900 -CH saturated
2670 ν OH [11]
1713 ν -C=O [11, 31]
1655 ν C=C [11, 33]
1528m νa COO-metal [11, 31, 33]
1450 -CH saturated
1432 νs COO-metal
1413 in plane bending COH [31, 34]
1284 ν C-O [34]
1116p unknown
1087 ν C-C [35]
1050m C-O (EtOH)
1012p unknown
936 δ OH [35]
722 CH=CH [35]
630m Fe-O [35, 36]
m Only in the magnetite spectrum
p Only in the PbSe spectrum

In table 7.2 the main peak assignments are listed. The spectra are normalized
to the total oleic acid concentration determined from the peak at 3006 cm−1.
Although the magnetite particles used were synthesized using different methods,
no qualitative difference is observed in the IR spectra of these nanoparticles.

In the region from 4000 cm−1 to 2500 cm−1 the spectra are almost indistin-
guishable, except for the small broad band around 3300 cm−1 in the case of the
magnetite sample. This, in combination with the presence of the characteristic
peak at 1050 cm−1, which is also only visible in the magnetite spectrum, supports
the assignment of these peaks to the presence of ethanol in the sample remaining
from the washing procedure. The absorption saturates in the region where the
hydrocarbon stretching vibrations of the solvent are present; however, on the sides
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Figure 7.8. Possible ligand-iron complexes for the binding of
oleic acid on magnetite surfaces [13].

of this band a few peaks can be distinguished. At 3006 cm−1 a peak is visible
corresponding to the asymmetric stretching of the -CH groups next to a double
bond [11], whereas the symmetric stretching mode of the carboxylic-acid OH group
is visible as a shoulder at 2670 cm−1.

For lower wavenumbers more differences are visible between the spectra. Be-
tween the clear -C=O stretch vibration at 1713 cm−1 and the -CH vibrations at
1450 cm−1, a clear peak is present in the magnetite spectrum at 1530 cm−1.
According to Lee and Condrate [11] these peaks correspond to the asymmet-
ric stretching vibrations of the -COO− group in the iron-oleate species present
at the surface of the nanoparticles. From the splitting between the symmetric
(1432 cm−1, barely visible) and asymmetric stretching vibrations of the -COO−

ions, the type of the nanoparticle-ligand complex can be determined [13], see
fig. 7.8. For the samples containing magnetite, the splitting ∆ is 98 cm−1, which
points to a chelating configuration. The asymmetric stretching mode has a shoul-
der at 1596 cm−1 which points to the presence of several distinguishable binding
sites, and the position with a ∆ of 160 cm−1 indicates the presence of a bridging
complex.

In contrast to the clear peaks observed in the magnetite spectrum, no clear
peaks corresponding to the -COO− stretch vibrations are visible in the IR spec-
trum of the lead-selenide nanoparticles, except for a weak shoulder at 1540 cm−1.
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Figure 7.9. Absorbance of oleic acid dissolved in cyclohexane for
the peaks corresponding to the total (3006 cm−1) and free oleic
acid (1713 cm−1) plotted as function of oleic acid concentration;
the corresponding extinction coefficients ε are given.

In a recent paper by Cass et al. [12] similar features are reported for PbSe as shown
here for magnetite and are interpreted as the presence of chelating and bridging
complexes.

In the region between 1450 cm−1 and 500 cm−1, the iron oxide band at
603 cm−1 is clearly present. Furthermore, unidentified peaks are present in the
PbSe nanoparticle spectrum at 1259 cm−1, 1116 cm−1, 1012 cm−1, and 806 cm−1,
probably traces of chemicals from particle synthesis or sample preparation.

The adsorption isotherms of oleic acid on magnetite and PbSe are obtained
from IR spectra recorded of samples with fixed nanoparticle concentration and
varying oleic acid concentrations. The peak at 3006 cm−1 which corresponds to
the CH vibration next to the double bond in the tail of the ligand [11, 31, 32],
is not influenced by the complex formation with the nanoparticle and therefore
can be used as an internal reference for the total oleic acid concentration. The
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Figure 7.10. Adsorption isotherms of oleic acid on magnetite
prepared via the high temperature decomposition method (cir-
cles) or aqueous co-precipitation method (triangles) and PbSe
(squares); the solid lines are fits with the Langmuir isotherm
(eq. 7.2) and the dashed line represents the maximum adsorp-
tion density as obtained from the fits, within error the same in
both cases. A mole fraction of 0.025 corresponds to a 250 mmol/L
oleic acid solution.

concentration of unbound oleic acid molecules can be determined from the peak
at 1713 cm−1, which corresponds to the aprotic dimer [11, 31]. In fig. 7.9, the
absorbances of these peaks are plotted as function of the concentration in pure
oleic acid solutions without nanoparticles, and the extinction coefficient is obtained
from the slope of these plots.

The adsorption of ligands on the surface of the nanoparticles is described using
the Langmuir isotherm [37]:

K = exp (−∆F/kBT ) =
θB

xF (1− θB)
(7.2)
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where K is the equilibrium constant, related to the binding free energy ∆F , kBT
is the thermal energy, θB is the fraction of the nanoparticle surface covered with
ligands, and xF is the mole fraction of the free ligands in solution. The surface
fraction is defined as:

θ =
CB

CNPAΓ
(7.3)

where CB is the concentration of ligands bound to the quantum dot surface, CNP

the concentration of nanoparticles, A the surface area of a quantum dot, and Γ the
maximum adsorption density of the ligands. In fig. 7.10 the adsorption isotherms
are shown for magnetite and PbSe. The solid lines are fits based on the Langmuir
isotherm, from which the maximum adsorption density and the equilibrium con-
stant are obtained. For magnetite the equilibrium constant is 115, corresponding
to an adsorption free energy of −12 kJ/mol. No difference is observed between
the two magnetite batches, indicating that the surface of the nanoparticles was
similar for both synthesis routes. The measured adsorption free energy agrees well
with previous studies [14, 35] and also the maximum adsorption density is in good
agreement [14, 38]. In our case, we do not observe the strong binding sites as found
by Klokkenburg et al. [14] and Dubois et al. [38]. The agreement of our results
with previous data obtained for magnetite proves that our method to measure the
adsorption isotherms is reliable and can be used to obtain the adsorption isotherm
for other materials as well.

For PbSe, K equals 35, which corresponds to an adsorption free energy of
−9 kJ/mol. Qualitatively, the difference in adsorption free energy compared to
magnetite can be understood from a Lewis acid-base reaction model; oleic acid is
a hard Lewis base, which would bind more strongly to strong Lewis acids, such as
Fe3+, than to weak Lewis acids such as Fe2+ and Pb2+ [39].

The maximum adsorption density of oleic acid is similar for magnetite and
PbSe nanoparticles, namely 4 nm−2. The maximum adsorption density can be
determined by two factors: the number of binding sites or steric interactions be-
tween the ligands themselves. For PbSe, the highest number density of cation
sites, and therefore the maximum possible adsorption density, is present on fully
lead terminated 111 facets. Using the lattice constant of the rock-salt crystal lat-
tice of PbSe (0.612 nm), the density of Pb2+ ions on these facets is 8 nm−2, much
higher than the experimentally determined maximum adsorption density of oleic
acid molecules. Also for the 100 facets, which are a mixture of lead and selenium
ions the density of lead ions is 5 nm−2, still higher than the maximum adsorption
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density observed. In the sterically limited case, the maximum adsorption density
can be estimated by the number of oleic acid molecules in a volume with an area
of 1 nm2 and a thickness of the oleic acid length of 2 nm. Using the room tem-
perature density (0.895 g/mL), an adsorption density of 3.8 nm−2 is calculated,
in good agreement with the experimental values.

These calculations indicate that the maximum adsorption density is deter-
mined by the steric interactions between the ligand molecules themselves rather
than limited by the number of binding sites on the nanoparticle. Comparing the
experimental adsorption density with the maximum cation density of the PbSe 111
planes reveal that only 50% of the cations sites can be capped with the ligands. As
all cation sites have a positive charge, those 111 facets would be strongly charged
and have a great influence on the colloidal interactions as discussed in chapters 2
and 4. However, purely lead terminated crystal facets are highly unfavorable [40]
due to their high charge density and the free energy of these facets is lowered by
adsorbing either ligands or selenium ions or these crystal facets are eliminated via
a step-like arrangement of 100 facets [41]. As ligands can only compensate the
charge of a fraction of the Pb-ions at the surface, it is likely that another part of
the net charge of these interfaces is compensated by selenium ions, such that only
a limited number of net charges on each facet might remain.

4. Conclusions

In the first part of this chapter, it is shown that the photoluminescence quan-
tum yield of dispersions of CdTe capped with dodecylamine and octadecylamine
increases over time after dilution of the initial stock dispersion by a factor of 100.
CdTe quantum dots capped with dodecylamine or octadecylamine show photo-
brightening when illuminated but only the dodecylamine-capped quantum dots
show photoluminescence brightening when stored in the dark. It is shown that
the equilibration time of the DDA ligand layer as obtained from in situ IR mea-
surements is in reasonable agreement with the short equilibration time of the
luminescence increase, suggesting that both are due to the same process. The
liquid-like state of the DDA ligands allows for response to the changes in concen-
tration upon dilution, and high energy surface states can be eliminated via surface
reconstruction. For CdTe quantum dots capped with octadecylamine, the ligand
layer cannot respond to the change in concentration and surface reconstruction is
much slower, although this has be confirmed via infrared spectroscopy.
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The second part of this chapter concerns the adsorption of ligands on mag-
netite and PbSe nanoparticles. It is shown that oleic acid adsorbs more strongly
to magnetite than to PbSe, which is in agreement with the harder Lewis acid-
ity of Fe3+ with respect to that of Pb2+. The maximum adsorption density is
the same for both PbSe and magnetite nanoparticles, and it is determined by
the steric repulsion between the ligands, rather than the number of binding sites
on the surface of the nanoparticle. This implies that on the surface of a PbSe
nano-crystal, a fraction of the Pb2+ ions is uncapped which can contribute to the
colloidal interactions between the nanoparticles.
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Summary

In this thesis, the main topic is the interactions of nanoparticles in apolar
liquids. These includes both the colloidal interactions between nanoparticles and
the interaction of the nanoparticles with an external potential from a liquid/air
interface or a magnetic field. The understanding of these interactions would allow
for better understanding of their colloidal properties, for instance the formation
of self-assembled superlattices.

In chapter 1 a short overview of colloidal interactions between nanoparticles
is presented and their interaction energy is estimated. Furthermore, the use of
cryogenic transmission electron microscopy (cryo-TEM) to visualize dispersions on
the nanometer scale and the influence of the environment on sample preparation
are discussed. To image the dispersion in three dimensions, electron tomography
is used, as explained in the last part of the chapter.

Colloidal semiconductor nanoparticles, the so-called quantum dots, are known
to form equilibrium clusters in liquid dispersions due to colloidal interactions, and
these clusters are the topic of chapter 2. From quantitative analysis of cryo-TEM
images, the surface fractions of the clusters are measured for clusters with different
numbers of particles and varying morphologies. From these surface fractions,
the particle coupling free energy is determined as a function of temperature and
quantum dot size. From the temperature dependence of the coupling free energy,
the entropic and enthalpic parts of the interaction free energy are separated using
Van ’t Hoff’s equation. The enthalpic component corresponds to the magnitude
of the contact interaction, crucial information in understanding the energetics of
the self-assembly of nanoparticles into ordered structures.

In the cryo-TEM experiments, the nanoparticles are dispersed in a thin liquid
film with a thickness of only about ten times the particle diameter; as a result,
the interfaces can have a strong influence on the distribution of the nanoparticles.
In chapter 3 the three-dimensional distribution of nanoparticles at the liquid/air
interface is imaged by cryogenic electron tomography. Depending on the surface
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tension of the liquid, the particles either (a) strongly adsorb to the interface,
(b) show an equilibrium distribution between the interface and the bulk of the
liquid, or (c) are fully immersed in the bulk liquid. The conventional method to
investigate the adsorption of molecules at liquid interfaces is the measurement of
the macroscopic interfacial tension as function of concentration; however in the
case of quantum dots, it does not reveal the adsorption-desorption transition but
instead indicates an adsorption density that is much higher than a single monolayer
of nanoparticles. This is due to the presence of free lead oleate, a surface active
species related to the capping ligands of the nanoparticles.

A well-known method to quantify interactions for both molecules and colloids
is the determination of the second virial coefficient (B2), which we use in chap-
ter 4 to compare the results obtained by cryo-TEM, small angle X-ray scattering,
and analytical centrifugation, which within error yield similar values of B2. For
particles smaller than 5.5 nm, a positive B2 is found, showing that the repulsion
between capping layers is the dominant interaction, while negative virial coeffi-
cients are measured for the larger particles due to the increasing attractions of the
nanoparticles. The size dependence of the second virial coefficient is fitted with a
dipolar hard sphere model, and the obtained interaction parameters are compared
with the measured coupling free energies from the analysis in chapter 2.

Another way to quantify the interactions of nanoparticles is to study their
response to an external field; for example, the measurement of the magnetiza-
tion curve for magnetic nanoparticles. In chapter 5, a non-regularized inversion
method is applied to the analysis of magnetization curves of ferrofluids. With this
method, originally used for the analysis of static light scattering measurements,
the magnetic size distribution is determined from an experimental magnetiza-
tion curve without prior knowledge of the shape of the size distribution derived
for example from TEM. The applicability of this method is demonstrated using
magnetite dispersions with a known size distribution, as well as simulated mag-
netization curves. In this way the magnetic size distribution is obtained directly
from the magnetization curves and is less model-dependent than when the shape
of the distribution is assumed from the start.

Knowledge of the interactions between nanoparticles is especially important
for the self-assembly of these nanoparticles into superlattices. In Chapter 6 this
self-assembly is explored for a system containing magnetic cobalt nanoparticles
and PbSe quantum dots, which form superlattices with a AlB2 type structure on
an ethylene glycol interface. When these assemblies are prepared in the presence
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of a magnetic field, the cobalt nanoparticles align with the field, which results in
the formation of anisotropic binary superlattices still with the AlB2 type inter-
nal structure. For the formation of these superlattices, high quality monodisperse
nanoparticles are required. A minimalistic new method is presented for the synthe-
sis of monodisperse cobalt nanoparticles, based on the well known decomposition
of dicobalt-octacarbonyl now performed in a glass test tube as reaction vessel.
The large surface-to-volume ratio of the test tube allows for efficient heating of
the reaction mixture, which makes this method rapid and robust. This method is
demonstrated by investigating the influence of the solvent and capping ligands on
the formation of the nanoparticles.

In chapter 7, infrared spectroscopy is used to study the adsorption of lig-
ands on the surface of nanoparticles. The first part of this chapter deals with the
correlation between ligand adsorption and the observed increase of the photolu-
minescence upon dilution of the dispersion. It is shown that the typical time scale
of the increase in luminescence corresponds to the time scale on which the cap-
ping density of the nanoparticles changes after dilution. In the second part of the
chapter, the adsorption isotherm of oleic acid on PbSe quantum dots is measured.
To compare our results with previous methods, the adsorption isotherm of oleic
acid on magnetite is taken as a reference. It is shown that oleic acid binds much
more strongly to magnetite than to PbSe; however, the maximum adsorption den-
sity is similar for both nanoparticles. This similarity indicates that the maximum
adsorption density is determined by the size of the ligand molecules rather than
the atomic structure of the nanoparticle.

In conclusion, it is shown in this thesis that cryo-TEM is a very suitable
method to study the interactions of nanoparticles in liquid media. The thus deter-
mined thermodynamic interaction parameters of colloidal nanoparticles in apolar
solvent agree well with those obtained via other methods. Not only the interac-
tions between the nanoparticles but also the interaction of the nanoparticles with
the liquid/air interface was revealed by cryo-TEM, a interaction that was masked
by other surface active species when studied with macroscopic surface tension
measurements. It is shown that the ligands that are reversibly adsorbed on the
nanoparticle surface have a significant influence on the interactions between the
nanoparticles, especially for the smaller particles. For the larger nanoparticles, the
interactions of the core of the particles become dominant.





Samenvatting in het Nederlands

De titel van dit proefschrift bestaat uit drie kernbegrippen namelijk: quantum
dots, apolaire vloeistoffen en colloïdale wisselwerkingen. Voor het begrijpen van
deze begrippen uit dit proefschrift worden deze hierna kort geïntroduceerd. Daarna
worden de onderwerpen van de hoofdstukken kort uitgelegd.

1. Quantum dots

In de meeste gevallen zijn de materiaal eigenschappen van een voorwerp on-
afhankelijk van de vorm. Bijvoorbeeld, goud veranderd niet van kleur als je er
een ring van maakt maar is altijd geel en glimmend. Dit veranderd als we de
voorwerpen kleiner en kleiner gaan maken, en er zogenaamde nanodeeltjes van
maken. Deze nanodeeltjes zijn voorwerpen met een grootte tussen ongeveer 100
en 1 nm, ongeveer 10.000 tot 1.000.000 keer kleiner dan een millimeter. Als we
kleine goudbolletjes maken van deze grootte valt het op dat de kleur veranderd
van geel naar blauw voor bolletjes met een diameter van 150 nm en zelfs rood voor
bolletjes met een diameter van 5 nm. Dit effect was al bekend bij de Romeinen
die dit gebruikten om gekleurd glas te maken. Zo was bekend dat glas een rode
kleur kreeg door goud toe te voegen tijdens het smelten.

Niet alleen goud heeft dit verschijnsel maar veel materialen kennen dit. In
dit hoofdstuk worden nanodeeltjes van het materiaal lood-selenide gebruikt, een
halfgeleider materiaal dat licht kan absorberen, en vervolgens licht van een spe-
cifieke kleur weer uitzend (emitteren). Dit soort halfgeleider nanodeeltjes worden
ook wel quantum dots genoemd. De invloed van de grootte van deze deeltjes is
voor halfgeleider deeltjes niet alleen zichtbaar in de kleur, maar ook in de kleur
van het uitgezonden licht. Hoe kleiner de deeltjes hoe blauwer de kleur van het
geëmitteerde licht, terwijl grotere deeltjes een meer rode kleur hebben (zie figuur
1). In het geval van lood-selenide quantum dots is het emissie licht in het infra-
rood, en dus altijd onzichtbaar voor ons oog maar ook hier wordt de energie van
het geëmitteerde infrarode licht bepaald door de grootte van de deeltjes.
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QD

Vloeistof
Ligand

Figuur 1. Links: een foto van CdSe quantum dots met van links
naar rechts een diameter variërend van 1.7 nm tot 4.5 nm. Rechts:
Schematische weergave van de QDs in de vloeistof. De foto is
beschikbaar gesteld door Mark Vis.

2. Apolaire vloeistoffen

De quantum dots die bestudeerd worden in dit proefschrift zijn zogenaamde
colloïdale quantum dots. De toevoeging ‘colloïdale’ betekend dat de quantum dots
gedispergeerd zijn in een vloeistof zoals schematisch weergegeven in figuur 1. Deze
vloeistof kan zowel water, een ‘polaire’ vloeistof zijn maar ook een ‘benzine’-achtige
vloeistof, wat we een apolaire vloeistof noemen. Welke vloeistof wordt gebruikt is
van belang voor de wisselwerkingen tussen de deeltjes. In de vloeistof hebben de
quantum dots altijd de neiging om aan elkaar te plakken. Daarom moet er altijd
een tegenwerkende kracht zijn die de deeltjes uit elkaar houdt. In ons geval zijn
de deeltjes bedekt met een laag ‘zeep’ moleculen, de zogenaamde liganden, die als
een soort borstels de deeltjes uit elkaar duwen.

Kort gezegd bestaan er twee methoden om deze quantum dots en andere na-
nodeeltjes te maken, namelijk door het opbreken van grotere objecten in steeds
kleinere fragmenten of door het opbouwen van de nanodeeltjes vanuit losse atomen.
Deze laatste procedure is flexibeler en geeft over het algemeen betere kwaliteit na-
nodeeltjes dan de eerste methode. Deze methode is gebruikt voor de synthese van
de nanodeeltjes bestudeerd in dit proefschrift. De vorming van de quantum dots
via deze methode kan worden verdeeld in drie stappen. In de eerste stap wor-
den de bouwstenen voor de nanodeeltjes gevormd door het uit elkaar laten vallen
van grotere moleculen. In de tweede stap vormen deze bouwstenen kleine clusters
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die vervolgens uitgroeien tot nanodeeltjes van de gewenste grootte. Dit proces
gebeurt in de aanwezigheid van de liganden die de nieuwgevormde nanodeeltjes
beschermen.

3. Colloïdale wisselwerkingen

3.1. Tussen de nanodeeltjes. De focus van dit proefschrift is het bestude-
ren van de colloïdale wisselwerkingen tussen de deeltjes. Bij deze wisselwerkingen
gaat het om de beïnvloeding van het gedrag van deze deeltjes in de vloeistof door
de aanwezigheid van andere nanodeeltjes. Bijvoorbeeld, een veelgebruikt model
voor deze wisselwerkingen is de zogenaamde harde bollen wisselwerking. Dit is
dezelfde manier waarop knikkers zich gedragen; zodra de knikkers elkaar niet ra-
ken kan een van de knikkers zonder moeite bewogen worden zonder dat de andere
knikker daar iets van merkt. Dit is duidelijk anders voor magnetische of statische
wisselwerkingen. Als de knikkers bijvoorbeeld magnetisch waren, zouden de knik-
kers vanzelf naar elkaar toe rollen als ze dicht bij elkaar waren. Als een van de
knikkers daarna bewogen wordt beweegt de andere mee. Dezelfde wisselwerkingen
treden ook op bij de kleine nanodeeltjes bestudeerd in dit proefschrift. Alleen
doordat er honderden tot duizenden deeltjes elkaar beïnvloeden is het resultaat
lang niet altijd zo voorspelbaar als in het geval van enkele knikkers of magneten.

3.2. Van de nanodeeltjes en hun omgeving. Naast wisselwerkingen tus-
sen de deeltjes gaat het in dit proefschrift ook over de wisselwerkingen van quan-
tum dots met hun omgeving, bijvoorbeeld een magnetisch veld of een vloeistof
oppervlak.

Bij de wisselwerking met een vloeistof oppervlak kijken we of de nanodeeltjes
in de buurt van het oppervlak willen blijven of juist er vandaan willen. In de
macroscopische wereld is het vooral de massa van een object dat bepaald of iets
blijft drijven of niet, hoewel de uitzonderingen al merkbaar zijn bij bijvoorbeeld
watervlooien of paperclips. Een paperclip is zwaarder dan water en zou dus moe-
ten zinken, maar als je de paperclip voorzichtig op het water legt blijft hij juist
drijven. Dit wordt veroorzaakt doordat het water oppervlak vervormt en werkt
als een soort veer die de paperclip terug duwt. Zolang de veerkracht groot genoeg
is om de paperclip te dragen blijft deze drijven. Deze veerkracht wordt de op-
pervlakte spanning genoemd. Zodra een kleine druppel zeep aan het water wordt
toegevoegd waarop de paperclip drijft zal deze alsnog zinken doordat de zeep de
veerkracht van het water verminderd. Ditzelfde gebeurt op de kleine schaal van
de quantum dots, waar het de oppervlakte spanning is die bepaald of de quantum
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dots bij het oppervlak willen blijven, bij een hoge grensvlakspanning, of bij een
lage grensvlakspanning juist niet bij het oppervlak blijven.

4. Colloïdale wisselwerkingen van quantum dots in apolaire
vloeistoffen

Wat is nu het eigenlijke onderwerp van dit proefschrift? Het bestuderen van
de wisselwerkingen tussen de deeltjes was tot nu toe vooral indirect zodat de wis-
selwerkingen moesten worden afgeleid van de gezamenlijke eigenschappen van heel
veel (typisch honderden miljarden) losse deeltjes. Dit was net zoiets als het schud-
den aan een dichte doos om te onderzoeken of er magneten of knikkers inzitten
omdat die op een andere manier rammelen. Dit gaat goed zolang het of alleen
maar magneten of alleen maar knikkers zijn maar zodra het een combinatie van
beide is, wordt dit lastig. Het mooiste is natuurlijk als je de doos open kunt doen
en zien wat voor deeltjes er nu in de doos zitten. Dit is precies wat we in de eerste
hoofdstukken van dit proefschrift doen.

Omdat de quantum dots die hier gebruikt zijn zo klein zijn is het niet moge-
lijk om deze met een gewone licht microscoop te bekijken maar is een zogenaamde
elektronen microscoop nodig die heel nauwkeurige beelden kan maken. Het grote
nadeel van deze microscoop is dat de elektronen in een heel sterk vacuüm moe-
ten blijven om een scherp beeld te vormen en dat daardoor alle vloeistoffen heel
snel verdampen als ze in de microscoop worden geplaatst. Hier hebben wij een
biologische techniek (cryogene transmissie elektronen microscopie, cryo-TEM) on-
derzocht die dit probleem omzeilde door de monsters vooraf heel snel in te vriezen,
zo snel dat je ervan uit kunt gaan dat de structuur van het monster in die tijd
niet veranderd. Als zo’n monster dan in de microscoop wordt geplaatst is het net
of je naar een foto kijkt van de vloeistof zoals die was voor het invriezen. Voor
dit onderzoek zijn op deze manier foto’s gemaakt van dunne films van de vloeistof
met daarin de deeltjes, films die ongeveer tien keer dikker zijn dan de deeltjes zelf.

In het tweede hoofdstuk van dit proefschrift laten we zien dat aan de hand
van deze foto’s de wisselwerkingen van de deeltjes kunnen worden bestudeerd. We
zagen bijvoorbeeld dat de deeltjes zich gedragen als magneetjes omdat ze vooral in
korte lijntjes aan elkaar plakken (zie figuur 2) en uit de lengtes van deze ketentjes
kon uitgerekend worden hoe sterk deze wisselwerking was. Door dit proces te
herhalen bij verschillende temperaturen, hebben we laten zien dat de fundamentele
wetten die moleculaire reacties beschrijven ook opgingen voor onze nanodeeltjes.
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Figuur 2. Links: Standaard 2D cryo-TEM afbeelding. Aan de
linker kant zijn de verschillende ketentjes weergegeven in het rood
voor losse deeltjes, blauw voor ketens van twee deeltjes, groen voor
drie deeltjes en geel voor vier deeltjes. Rechts: twee afbeelding
van een drie dimensionale film met een hoge (boven) en een lage
(onder) grensvlakspanning. Het is duidelijk te zien dat de deeltjes
een voorkeur hebben voor een oppervlak met een hoge grensvlak
spanning.

Voor het tweede hoofdstuk is gebruik gemaakt van twee dimensionale afbeel-
dingen van de vloeistoflaag, in werkelijkheid kunnen de deeltjes ook op verschil-
lende hoogten in de film zitten. In het derde hoofdstuk wordt gekeken naar deze
drie-dimensionale verdeling van de deeltjes en vooral naar de verdeling van de af-
stand van het deeltje tot het vloeistof oppervlak. Net zoals de paperclip soms bleef
drijven en in andere gevallen zonk, zagen we een vergelijkbaar verschijnsel in onze
systemen. Hoe sterker de veerkracht van de vloeistof hoe meer quantum dots aan
het oppervlak bleven plakken; en hoe meer pentanol toegevoegd werd hoe lager
de grensvlak spanning werd en hoe minder nanodeeltjes aan het oppervlak bleven
plakken (zie figuur 2). Dit verschijnsel werd gecontroleerd met de gangbare tech-
niek om deze verschijnselen te bestuderen maar met deze methode was dit niet te
zien. Het blijkt dat de resultaten van deze laatste techniek sterk beïnvloed word
door de aanwezigheid van zeep moleculen (de liganden) en dat die het effect van
de quantum dots volledig bedekken.
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Om de resultaten van de cryo-TEM methode te controleren is het nodig om
deze te vergelijken met andere experimenten. Een goede methode om dat te doen
is het bepalen van de zogenaamde tweede viriaal coëfficiënt, een getal dat afhangt
van de sterkte en type wisselwerkingen van de nanodeeltjes. Dit getal kan wor-
den bepaald met röntgen verstrooiing, centrifugatie en de cryo-TEM techniek. In
hoofdstuk 4 wordt de tweede viriaal coëfficiënt bepaald met deze methodes voor
nanodeeltjes met verschillende groottes en de drie methodes geven allemaal de-
zelfde resultaten. Dit geeft aan dat ook cryo-TEM een betrouwbaar beeld geeft
van de deeltjes.

In hoofdstuk vijf bestuderen we de wisselwerkingen tussen magnetische na-
nodeeltjes en een extern magnetisch veld. De magnetische nanodeeltjes draaien
altijd in de richting van een magnetisch veld als dat sterk genoeg is. Door nu de
totale richting te meten van heel veel magneetjes kan de sterkte van deze mag-
neetjes worden berekend. In een gewoon monster met nanodeeltjes hebben de
deeltjes allemaal een andere magnetische sterkte, het zogenaamde magnetisch di-
pool moment. Tot nu toe werd voor de berekening aangenomen dat men wist hoe
de onderlinge verhouding was van de verschillende dipool momenten en hiervoor
werd een wiskundige functie gebruikt. In dit hoofdstuk wordt een nieuwe methode
gepresenteerd die deze aanname overbodig maakt. Hierdoor kunnen de metingen
worden geanalyseerd zonder het risico dat de verkeerde wiskundige functie wordt
gebruikt en het resultaat daardoor niet klopt met de werkelijkheid. Dit principe
wordt gedemonstreerd door verschillende deeltjes, met een bekend dipool moment,
te mengen en vervolgens vanuit de magnetische metingen de verhouding van deze
deeltjes te berekenen. We laten zien dat de berekende verdeling overeen komt met
de verhouding waarin de deeltjes waren gemengd.

Het doel waarvoor de wisselwerkingen tussen quantum dots worden bestudeerd
is het begrijpen van de vorming van zogenaamde binaire kristallen. Net zoals ge-
wone kristallen bestaan uit atomen op goed gedefinieerde posities, bestaan de
binaire kristallen uit goed geordende structuren van nanodeeltjes, zie bijvoorbeeld
figuur 3. In hoofdstuk 6 wordt eerst een methode beschreven om van het magne-
tische materiaal cobalt nanodeeltjes te maken met een hoge kwaliteit. Vervolgens
wordt de vorming van de binaire structuren bekeken als de magnetische deeltjes
worden gecombineerd met de quantum dots. Omdat de nanodeeltjes magnetisch
zijn kunnen ze worden geordend in een magnetisch veld en dit wordt zichtbaar in
de langgerekte vorm die de kristallen hebben.
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Figuur 3. Links, een elektronen microscopie afbeelding van een
binair kristal met grote kobalt nanodeeltjes en kleine lood selenide
quantum dots. Links onderin is een vergroting van het gebied in
de rode rechthoek waarin de deeltjes gekleurd zijn aangegeven
(rood: kobalt, geel: lood selenide). Rechts is een schematische
weergave te zien van de drie dimensionale structuur van een binair
kristal. De blauwe PbSe kristallen omringen de groene kobalt
nanodeeltjes.

In het laatste hoofdstuk wordt de vorming van de borstels op het oppervlak
bestudeerd. Zoals hiervoor al uitgelegd zijn deze borstels belangrijk voor de le-
vensduur van de nanodeeltjes. Deze borstels zitten niet permanent vast aan het
oppervlak van de deeltjes maar kunnen steeds wisselen tussen vast aan het op-
pervlak of los in de vloeistof. Hoe sterker de binding is tussen de borstel en het
oppervlak van de quantum dot, hoe langer de tijd is dat de binding blijft bestaan.
In dit hoofdstuk wordt de verhouding tussen de vaste en losse borstels bestudeerd
met infrarood spectroscopie. Vanuit de verhouding bij verschillende concentraties
van de borstels in de vloeistof is de energie van de binding uit te rekenen.
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