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[1] A model‐based three‐dimensional (3‐D) climatology of atmospheric CO2

concentrations has been constructed for the analysis of satellite observations, as a priori
information in retrieval calculations, and for preliminary evaluation of remote sensing
products. The locations of ground‐based instruments and the coverage of aircraft in situ
measurements are limited and do not represent the full atmospheric column, which
is a primary requirement for the validation of satellite data. To address this problem,
we have developed a method for constructing a 3‐D CO2 climatology from the surface
up to approximately 30 km by combining information from in situ measurements and
several transport models. The model‐simulated CO2 concentrations have been generated
in the framework of the TransCom satellite experiment. The spatial and temporal biases
of the transport‐model‐derived data set have been corrected using in situ CO2

measurements in the troposphere and in situ profiles of the mean age of air in the
stratosphere. The constructed multimodel mean CO2 climatology represents the seasonal
cycle and the inter‐hemispheric gradient better than each transport model. Our approach
performs well near the surface and in regions where the observational network is relatively
dense. The column‐mean CO2 of the constructed climatology was reduced by ∼1 ppm
from that of a single transport models, consistent with model validation against
measurements of the CO2 total column.
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1. Introduction

[2] Satellite measurements of the atmospheric CO2 abun-
dance are expected to improve our understanding of CO2

surface fluxes [Rayner and O’Brien, 2001; Patra et al., 2003;
Houweling et al., 2004; Chevallier et al., 2007]. The global
coverage of satellite measurements provides a wealth of
information supporting the estimation of atmospheric CO2

sources and sinks using inverse modeling techniques such as
data assimilation [Chevallier et al., 2005; Baker et al., 2006;

Chevallier et al., 2009; Engelen et al., 2009] or the ensemble
Kalman filter [Peters et al., 2007; Feng et al., 2009], par-
ticularly for the regions where in situ measurements of
CO2 are sparse [e.g., Patra et al., 2003]. Recently column
mean CO2 concentrations (XCO2) have been retrieved from
SCanning Imaging Absorption spectroMeter for Atmospheric
CartograpHY (SCIAMACHY), Atmospheric Infrared Sounder
(AIRS) and Greenhouse gases Observing SATellite (GOSAT)
instruments [Jiang et al., 2010; Schneising et al., 2011;
Yoshida et al., 2011]. Validation of satellite‐retrieved XCO2

requires simultaneous ground‐based measurements of CO2

concentration profiles, which is limited, however, by the
number of available measurement sites [Araki et al., 2010;
Wunch et al., 2011]. In addition to the use of local CO2

concentrations, validation of preliminary satellite data is
needed at larger spatial scales. For this purpose, fluxes
optimized by an inverse model should be used in for-
ward transport models to simulate 3‐D atmospheric CO2

distribution appropriately. However, the availability of such
flux estimates commonly lags behind the collection of
new data by several months. In addition, the quality of the
model‐derived estimates is compromised by transport model
errors, which are difficult to identify using a single forward
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model only. The alternative methodology presented in this
study has been developed with the aim to reduce these lim-
itations, and facilitate the initial verification of new satel-
lite measurements.
[3] Transport models are becoming increasingly sophis-

ticated with the availability of larger amounts of observation
data and improved parameterizations of physical processes.
Within the atmospheric tracer transport inter‐comparison
project (TransCom), transport model uncertainties are quan-
tified by coordinated model inter‐comparison experiments
addressing variability at various scales, including diurnal,
synoptic, seasonal and interannual variability [Gurney et al.,
2004; Law et al., 2008; Patra et al., 2008]. The TransCom
continuous experiment assessed the performance of state‐of‐
the‐art atmospheric CO2 transport models by comparing
forward simulations with high frequency in situ observations.
The TransCom satellite experiment (S. Maksyutov et al., The
TransCom satellite experimental protocol, 2007, available
from the authors; hereinafter referred to as Maksyutov et al.,
unpublished report, 2007), which is used in this study, was
designed to study the spatial and temporal variability of
atmospheric CO2 as measured by satellites. Using simulated
temporal variations of CO2 by one global transport model,
a priori covariance of vertical profiles has already been
constructed [Eguchi et al., 2010], which is being used in the
GOSAT retrieval algorithm at NIES [Yoshida et al., 2011].
[4] However, these simulations suffer from a temporally

and spatially varying seasonal bias in the simulated CO2

concentrations that arises from errors in the transport models
and specified surface fluxes. Here, results from the experi-
ment are shown after applying corrections for surface flux
and model transport errors. Our approach to correct for
transport model biases is to nudge the deviations specific to
each transport model toward a reference seasonal cycle
including a climatological mean offset that are calculated from
the available in situ CO2 measurements for the past decades.
Furthermore, we adopt a multitransport model approach in
order to reduce the error in individual model transport.
The ensemble mean of multiple models is anticipated to
produce a more robust 3‐D CO2 field than that derived from
a single model, which has been shown for synoptic scale
variations at surface measurement sites [Patra et al., 2008].
[5] The remainder of this paper is organized as follows.

In Section 2 we present the transport models considered in
the present analysis, and in Section 3 explain the methods
employed to correct for model biases in the troposphere,
the stratosphere and eco‐regions. The results are discussed
in Section 4, followed by a summary of the main conclu-
sions of this study in section 5.

2. Transport Models

[6] This study makes use of 3‐D hourly CO2 concentra-
tions, simulated as part of the Transcom satellite experi-
mental protocol (Maksyutov et al., unpublished report, 2007),
by the following tracer transport models: ACTM [Patra
et al., 2009], LMDZ4 [Hourdin et al., 2006], NICAM‐
based transport model [Miura, 2007; Satoh et al., 2008; Niwa
et al., 2011], NIES08 [Maksyutov et al., 2008; Belikov et al.,
2011], PCTM [Kawa et al., 2004], and TM5 [Krol et al.,
2005]. The models are briefly described in Table 1. The
CO2 simulations follow the similar experimental set up as

was used for the TransCom continuous experiment [Law
et al., 2008], except that global 3‐D hourly model output
was collected for the years 2002 and 2003 after a 2‐year
model spin‐up. To assess the dependence of the simulated
XCO2 on the surface flux we have prepared two types of CO2

fluxes: (1) three‐hourly CarbonTracker (hereafter CT) output
[Peters et al., 2007] and (2) a set of the Transcom continuous
fluxes (TF) composed of three‐hourly biosphere model
fluxes [Olsen and Randerson, 2004], annual mean fossil‐fuel
emissions [Olivier and Berdowski, 2001], the global fire
emissions [van der Werf et al., 2006] and monthly mean
ocean fluxes [Takahashi et al., 2002].
[7] To create an ensemble mean climatology using simu-

lations from the six transport models on their native model
grids, we have remapped the model‐derived XCO2 fields to a
common coordinate system. A finer spatial grid resolution
than that of the participating transport models is not desired
for the climatology, since our approach smoothes the fine
scale CO2 variability. We selected a horizontal resolution
of 2.5° latitude by 2.5° longitude and 21 sigma pressure
levels in the vertical (1, 0.975, 0.95, 0.925, 0.9, 0.85, 0.8, 0.7,
0.6, 0.5, 0.4, 0.3, 0.25, 0.2, 0.15, 0.1, 0.07, 0.05, 0.03, 0.02,
and 0.01), spanning the altitude range from the surface up
to approximately 30 km. Remapping of the transport model
output was achieved by trilinear interpolation using the
values at the eight nearest grid points. The total CO2 column
mean mixing ratio was calculated from the remapped CO2

concentrations weighted by the pressure difference over
the layer, where we assumed the CO2 concentration at the
top of the atmosphere to be that of the sigma level 0.01. The
model output was sampled once per day at 13:00 local time
for the sun‐synchronous satellite orbit. Seasonal and synoptic
cycles were selected from the sampled daily variation using a
36‐day moving average band‐pass filter as discussed below.
[8] Table 2 compares time series of the selected seasonal

and synoptic XCO2 variations among the six transport models.
Values above the diagonal represent the correlation between
XCO2 time series in 2002, sampled at all grid points; values
below the diagonal are Tukey’s test statistic q for a multi-
comparison test of the correlations. In this test the null
hypothesis (H0) is that no significant difference exists between
the correlations; the alternative hypothesis (H1) is that this
difference is significant. The brief summary of the values of
the test statistic q reveals similar results for all models. All
values of the test statistic q were less than 4.28, corre-
sponding to a significance level of 10%, which means that
the correlations for all models lie in the two‐sided 90%
confidence interval. Therefore, we fail to reject the null
hypothesis, that is, the seasonal cycles of the six models can
be assumed to have an almost similar phase and amplitude.
On the other hand, the test statistics shows larger values for
synoptic variability than those for seasonal variability, indi-
cating weak evidence against the null hypothesis at the
synoptic scale. Point estimates of the population correlation
coefficient yielded values of 0.986, 0.980, 0.65, and 0.79
for seasonal CT, seasonal TF, synoptic CT, and synoptic TF.
The main part of the analysis in this study involves the use of
the CT flux because of the high correlation. The 36‐day time
window used for the moving average was assumed to be the
maximum value of the point estimates of the seasonal CT.
Because seasonal variations in XCO2 are similar among the
six transport models, the ensemble climatology that has been
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created from them is expected to be more robust than using a
single model. Note that this similarity among the models may
not necessarily imply a high correlation between simulated
and true CO2 concentrations.

3. Correction of Model Bias

[9] We have used a technique of nudging and interpola-
tion, with sufficient efficiency to construct a climatological
CO2 distribution. The seasonal cycle of the transport models
can be nudged toward a seasonal cycle of extended CO2

record [GLOBALVIEW‐CO2, 2010] that is a data product of
in situ CO2 measurements from surface stations, towers,
ships and aircraft measurements for the period from 1979 to
2009. The reference CO2 climatology (CO2

REF), used in this
study, was created by filtering out interannual anomalies and
synoptic variability in the extended CO2 records using a
curve‐fitting procedure [Masarie and Tans, 1995]. Results
are made available as a reference time series that is com-
posed of a climatological mean offset, trend and seasonal
cycle. However, the availability of in situ CO2 restricted to
GLOBALVIEW sites made it difficult to estimate the bias at
regions located away from the measurement network.
[10] We attempt to estimate a 3‐D bias distribution by

filling the data gaps in a correction field between the sites.
This approach is applied to each of the transport models,
yielding six bias‐corrected 3‐D CO2 climatology that are
then averaged to produce what is referred to as the Gap‐

filled and Ensemble Climatology Mean (GECM). GECM
can be used to predict a reference 3‐D CO2 state (CO2

GECM)
corresponding to the times and coordinates of satellite
measurements. On the other hand, the ensemble mean of the
six transport models is dubbed the Ensemble Climatology
Mean (ECM).

3.1. Tropospheric Bias

[11] We have interpolated the 3‐D bias field using two
approaches: (1) nudging for known grid points for which
measurements are available, and (2) interpolation for the
remaining grid points (hereafter an interpolation grid). The
nudging approach simply removes the biases at known grid
points by replacing the modeled concentration with the
corresponding CO2

REF. For the interpolation grid points,
we used the model‐simulated concentrations corrected for
the interpolated 3‐D bias. The interpolation method is a
hybrid one between inverse distance weighting (IDW) and
natural neighbor interpolation (NNI) [Watson, 1992], adopted
as a compromise between computing cost and accuracy in
interpolated values away from sparsely distributed observa-
tion sites. Other interpolation methods, such as kriging and
radical basis function, are computationally expensive and
do not guarantee unbiased results for the known grid points.
IDW satisfies the latter criterion, while NNI weakens unnat-
ural peak‐and‐trough patterns at interpolation grid boxes and
works faster than other interpolation methods because it
involves only a small number of parameters.

Table 2. General Statistical Comparison of the Participating Transport Modelsa

Test Statistic: q

Correlation

CT CS

ACTM LMDZ4 NICAM NIES08 PCTM TM5 ACTM LMDZ4 NICAM NIES08 PCTM TM5

Season ACTM 0.988 0.987 0.984 0.961 0.977 0.988 0.993 0.989 0.994 0.963
LMDZ4 0.473 0.986 0.983 0.967 0.965 0.470 0.987 0.990 0.991 0.956
NICAM 0.219 0.254 0.975 0.960 0.966 0.344 0.126 0.985 0.992 0.958
NIES08 0.580 0.107 0.361 0.941 0.954 0.494 0.024 0.150 0.987 0.950
PCTM 0.317 0.789 0.536 0.897 0.940 0.071 0.540 0.415 0.565 0.964
TM5 0.479 0.952 0.698 1.059 0.163 0.704 1.174 1.048 1.198 0.634

Synoptic ACTM 0.763 0.751 0.560 0.657 0.640 0.877 0.884 0.842 0.881 0.668
LMDZ4 1.200 0.750 0.581 0.599 0.518 1.137 0.830 0.844 0.858 0.625
NICAM 0.556 0.644 0.487 0.571 0.521 0.831 0.305 0.774 0.825 0.609
NIES08 1.475 0.275 0.919 0.376 0.322 1.195 0.059 0.364 0.801 0.606
PCTM 0.814 2.015 1.370 2.290 0.552 0.171 1.308 1.002 1.366 0.651
TM5 1.227 2.427 1.783 2.702 0.412 1.705 2.842 2.537 2.901 1.534

aBoldface and nonboldface values represent correlation coefficients and a Tukey multicomparison test statistic q, respectively. The significance levels at
1%, 5%, and 10% for a two‐tailed test correspond to values of the test statistic q of 5.29, 4.62 and, 4.28, respectively.

Table 1. Transport Models Employed in the TransCom Satellite Experiment

Model Contributor

Resolution

MeteorologybHorizontal Verticala

ACTM RIGC T42 (∼2.8° × ∼2.8°) 32 s NCEP; U, V, T
LMDZ4 LSCE 3.75° × 2.5° 19 h LMDZ/ECMWF
NICAM AORI ∼240 km × ∼240 km 40 z* JRA‐25; U, V
NIES08 NIES 2.5° × 2.5° 32 � JRA‐25
PCTM CSU 1.25° × 1° 25 s NASA/GSFC/GEOS4
TM5 SRON 3° × 2° 25 h ECMWF

aThe s are sigma coordinates (pressure normalized by surface pressure); h are hybrid sigma‐pressure coordinates; z* = zT(z − zs)/(zT − zs) is a terrain‐
following coordinate, where zs is surface height and zT is the height of the top of the model domain; and the � is a hybrid sigma‐theta coordinate.

bU, V, and T are parameters used in the online models, but not in offline models.
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[12] Using IDW, based on horizontal spherical interpola-
tion at given sigma pressure levels s, the 3D bias b(gu) for
arbitrary grid points gu to be interpolated is represented by

b guð Þ ¼ f NNI guð Þ
XI

i¼1

b gið Þ
f NNI gið Þ

1

d gu; gið Þp
� ��XI

i¼1

1

d gu; gið Þp ;

ð1Þ

where IDW generally used power p = 2, the subscript i is
the known grid index, I is the number of known grid
points gi, the subscript u is the interpolation grid index,
d is the horizontal spherical distance between gi and gu,
and f NNI is a spatial anisotropy factor (see below for details).
The temporally and spatially varying bias b(gi) of the trans-
port model is the difference between CO2

REF and CO2
ECM at

known grids.
[13] To find the known grid b(gi) in the troposphere, we

used CO2
REF from GLOBALVIEW surface stations, towers,

ships and aircraft measurements. The coordinates of mea-
surement locations were arranged along the GECM coor-
dinate below s = 0.25. The Western Pacific Ocean (WPO;
marked by white circles in Figure 2a) measurements along
the aircraft cruising altitude correspond to about 250 hPa
(s ∼ 0.25), which is the maximum height considered in
GECM optimization. The locations of vertical profiles by
aircraft measurements are marked by the green symbols in
Figure 2a, which include data at 4–6 vertical levels at an
interval of 1000 m in the free troposphere. Duplicate CO2

REF

values that are available for the same grid box were aver-
aged, and surface station heights were specified to be at
s = 1. Several stations, representing the marine boundary
layer were assumed to be at the s = 1. Surface stations
located on islands or in coastal regions where CO2 con-
centrations are generally only weakly influenced by regional
emissions were assumed to be sigma levels corresponding
to each height above sea level. This procedure has been applied

to the eight surface stations: Bukit Kototabang (BKT), Canary
Islands (IZO), Mauna Loa (MLO), Olympic Peninsula (OPW),
Mt. Cimone (CMN), Pic Du Midi (PDM), Negev Desert
(WIS), and South Pole (SPO). All GLOBALVIEW stations
were used except Black Sea (BSC), which introduced a large
bias due to coastal circulation and strong local flux gradients
[Pérez‐Landa et al., 2007]. In total, 228 GLOBALVIEW
records, including 113 surface stations, were used for GECM.
[14] In this study, the distance weighting term 1/d(gu, gi)

p

in equation (1) is parameterized by a spatial anisotropy
function to determine how the values are interpolated hori-
zontally. We defined the spatial anisotropy factor f NNI at a
given sigma level as:

f NNI ¼ Prb
Const þ 1� Prð ÞbNNI; ð2Þ

where Pr is a parameter that describes the weight ratio
between a constant bias bConst and the interpolated bias
bNNI. The constant bias bConst was defined as the global
average bias in the free troposphere. The horizontal distri-
bution of bias bNNI was determined by NNI using spherical
Delaunay triangulation (black lines in Figure 2) with Vor-
onoi generators corresponding to b(gi) at the known grids.
The area of the triangles on the Earth’s surface was larger
over South America, Africa and Southern Hemisphere oceans
than over other regions, reflecting the scarcity of known grid
points in these areas. For the interpolation grid points, the
interpolated bias bNNI was distributed horizontally along the
circumference of gi, as defined by Pr. Vertexes on the fine
triangle mesh (e.g., over Central Asia, Europe, and North
America) are sometimes located adjacent to known grid
boxes. IDW and NNI interpolation between adjacent known
grids were ignored.
[15] Bias corrections at every layer below s = 0.25 fol-

lowed the above process. However, because of the scarcity
of GLOBALVIEW stations at the second layer (s = 0.975)

Figure 1. Global map showing the different ecosystem regions used in the minimum variance method.
Horizontal resolution is 2.5° × 2.5°. The inset table lists the 13 terrestrial biome categories corresponding
to the numbering in the map. The map is based on the original data from the MODIS Land Cover Group
[Friedl et al., 2002].
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and the fourth layer (s = 0.925) in GECM, the bias of these
layers was defined as the average over values at both up and
down layers.

3.2. Surface Regional Bias

[16] Figure 1 shows a global map distinguishing 51 regions
based on 13 types of ecosystems, as characterized in the
land cover classification of the International Geosphere–
Biosphere Programme (IGBP). This regional classification is
resampled from a land cover data set [Friedl et al., 2002]. The
ecosystem categories, listed in the legend in Figure 1, cor-
respond to the region index j, as indicated by the numbers
in the map. In the case of sparse spatial observations (e.g.,
the GLOBALVIEW data set), it is difficult to parameterize a
regionally varying bias that depends on land‐ocean differ-
ences and varied terrestrial ecosystem types away from
observation sites, especially Amazon ( j = 7), Central Africa
( j = 9 and 22), and Siberia ( j = 43) due to strong sources and
sinks within the large Delaunay triangulations. The biases on
each region j have not only been corrected using the hybrid
interpolation method, but also statistically estimated by a
minimum variance method using the six transport model
simulations.
[17] Because the CO2 concentrations of all the transport

models were nudged toward CO2
REF at known grid points,

the variance of CO2 concentrations among the transport
models should be zero; however, nonzero variances are
found for interpolation grid points where CO2 concentra-
tions were estimated by the interpolation method. The var-
iance v at an interpolation grid point at a time of the seasonal
cycle is obtained using the following equation:

v ¼ 1

M

XM
m¼1

xm � xð Þ2; ð3Þ

where the subscript m is a transport model index, M is the
number of the transport models (M = 6 in this study), xm is
a native transport model concentration with the addition
of the interpolated bias bm, and x is the mean value of xm.
[18] The regional bias parameter rm is added to the inter-

polated bias b that is obtained from equation (1), and opti-
mized such that the variance v is minimized. Therefore,
the interpolated CO2 concentrations (vector xm) in a region
including several grid boxes are the sum of rm, bm, and the
transport model concentration ym, as follows:

xm ¼ rm þ bm þ ym: ð4Þ

Equation (4) satisfies the following vector size: xm 2 RK,
bm 2 RK, and ym 2 RK, where K is the number of grid points
in a region j. The region grids gk comprises several hori-
zontal grids, indexed with subscript k, at the surface sigma
level s = 1. To find the optimal rm, the differential of the
variance v should be minimized. Therefore, v is differenti-
ated by x, as follows:

dv

dx
¼ Arþ bþ y� B Arþ bþ yð Þ; ð5Þ

where the vectors in equation (5) are defined as follows:

x ¼ xk¼1;m¼1; xk¼2;m¼1; . . . ; xk¼K;m¼1; xk¼1;m¼2; xk¼2;m¼2

�
;

. . . ; xk¼K;m¼2; xk¼1;m¼M ; xk¼2;m¼M ; . . . ; xk¼K;m¼M

�
;

r ¼ rm¼1; rm¼2; . . . ; rm¼Mf g;
b ¼ bk¼1;m¼1; bk¼2;m¼1; . . . ; bk¼K;m¼1; bk¼1;m¼2; bk¼2;m¼2;

�
. . . ; bk¼K;m¼2; bk¼1;m¼M ; bk¼2;m¼M ; . . . ; bk¼K;m¼M

�
; and

y ¼ yk¼1;m¼1; yk¼2;m¼1; . . . ; yk¼K;m¼1; yk¼1;m¼2; yk¼2;m¼2;
�
. . . ; yk¼K;m¼2; yk¼1;m¼M ; yk¼2;m¼M ; . . . ; yk¼K;m¼M

�
: ð6Þ

Figure 2. (a) Annual mean interpolated bias B at the surface (GECM minus ECM). Black lines denote
the edges of spherical Delaunay triangles with known surface grids. The transport modeling results are
offset by the annual mean concentration at the South Pole. Black triangles, green pluses, and white circles
present locations for aircraft profiles, on high lands and mountains, and aircraft measurements near the
tropopause, respectively. (b) Annual zonal mean interpolated bias B of the surface (black line) and of
the column mean (red line). Horizontal bars show 1 standard deviation above and below the annual mean.
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The non‐square matrix A is composed of identity vectors
im whose sizes correspond to K:

A ¼
i1

i2
. .
.

iM

2
6664

3
7775; ð7Þ

and the symmetric matrix B is composed of the K‐by‐K
identity matrix Im for operating the average mean value of
the multimodel concentrations x in equation (5):

B ¼ 1

M

I1 I2 � � � IM
I2 I2 � � � IM
..
. ..

. . .
. ..

.

IM IM � � � IM

2
6664

3
7775: ð8Þ

Solving equation (5) by optimization (e.g., the conjugate
gradient method and Newton method) yields the optimized
vector r, which depends on the region. Finally, the bias bNNI

on each region j in equation (2) is updated by

bNNI :¼ bNNI rm;j=bk jð Þ;m þ 1
� �

: ð9Þ

[19] A regional bias in the region index j = 1 (oceans,
water, and uncategorized regions) was not optimized
because the variance has been already small enough, for
which we used the constant scaling factor rm = 0. The area
of uncategorized regions was too small to result in a sta-
tistically significant regional bias.

3.3. Stratospheric Bias

[20] The tropopause CO2 concentration propagates
upward with a time lag determined by the elevation‐ and
latitude‐dependent transport time. However, IDW could not
be applied above s = 0.25 because of the limited availability
of stratospheric observations. As an alternative, we have
corrected for the zonal mean bias bstr(gy, s, t) using the
mean age of air in the stratosphere, where gy refers to
GECM latitudes and s is between the tropopause and upper
domain boundary (s = 0.01). The seasonally varying lati-
tudinal and vertical distributions of the mean age of air were
estimated by ACTM [Patra et al., 2009]. Typically the
simulated age of stratospheric air is younger than estima-
tions using observed vertical profiles of SF6 mixing ratio
from balloon soundings in Hyderabad (17°N), Aire sur
l’Adour (44°N), and Esrange (68°N) [Harnisch et al., 1996;
Patra et al., 1997]. We first calculated the percentage dif-
ference between the simulated age and SF6 measurement‐
based age. Then, the mean age of air in the percentage
differences were corrected for the stratospheric GECM grids
over latitude bands 17°S–17°N using the profiles in
Hyderabad, 17°N–44°N and 17°S–44°S using interpolated
profiles between Hyderabad and Aire sur l’Adour, 44°N–
68°N and 44°S–68°S using those between Aire sur l’Adour
and Esrange, and polewards than 68°N and 68°S using the
profiles in Esrange (refer to the supplementary materials for
further details).
[21] Eventually, a top boundary CO2 concentration was

the tropopause CO2 concentration corrected for the time lag
corresponding to the mean age of air and without seasonal
variation. A zonal mean of the tropopause CO2 concentration
was assumed to be the latitudinal interpolation of CO2

REF at
WPO of latitudes 25°S–30°N and ECM’s concentrations at
both Poles. The seasonal tropopause height was taken from
the NCEP/NCAR Reanalysis for mid to low latitudes and
was assumed to be at s = 0.3 near the North and South Poles.
The seasonal phase and zonal mean of CO2

GECM was shifted
from the tropopause CO2 concentration in accordance with
the corrected mean age of air. Thus, we have estimated the
zonal mean CO2 concentrations between the tropopause and
upper domain boundary. The zonal mean bias bstr(gy, s, t) has
been calculated from the zonal mean of the transport model
output minus the estimated CO2 concentrations. The bias
between the tropopause and s = 0.25 was linearly interpolated
using the zonal mean tropopause bias bstr(gy, s, t) and the bias
b(g, 0.25, t) at each horizontal grid box. The stratospheric
CO2

GECM, represented by bstr(gy, s, t) plus the transport

Figure 3. Standard error (SE) among the seasonal time
series of multi transport model‐simulated CO2 that are
(a) original output, (b) corrected bias without the regional
correction, and (c) corrected bias by all methods.
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modeling result, retained horizontal distribution patterns
driven by the native transport model.

4. Results and Discussion

4.1. Horizontal Distribution of the Corrected Bias

[22] Figure 2a shows the multimodel mean of the annual
mean interpolated bias that was vertical column averaged
near the surface (from the surface up to s = 0.7). Large
annual mean biases greater than 0.2 ppm were found over
the Pacific Ocean, Eurasia, and coastal regions in Southeast
Asia and Australia. These areas, which correspond to a fine
network of Delaunay triangles, were better correlated to
CO2

REF. The interpolated biases around the known grids
mainly depended on IDW. On the other hand, the regional
correction factor rm in equation (4) strongly influenced the
regional bias in remote areas away from the observation
sites, especially Africa and South America where a land‐
ocean contrast was obvious, and horizontal patterns by IDW
was weaken. Over the ocean regions relatively small cor-
rections were obtained, where the homogeneous pattern of
corrections depended mainly on NNI and the parameter rm.
[23] The annual zonal mean bias at the surface (black line

in Figure 2b) was corrected by 0.2 ppm in the Southern
Hemisphere and by 0.5 ppm in the Northern Hemisphere.
The annual zonal and vertical column averaged bias (red
line in Figure 2b) was positive at all latitudes, due to the
stratospheric bias. The largest biases (∼1 ppm) are found at
high latitudes.

4.2. Performance of Regional Bias Corrections
at the Surface

[24] To quantify the influence of our interpolation algo-
rithm, Figure 3 compares the standard errors of the surface
CO2

ECM (Figure 3a), CO2
GECM (Figures 3b) without only

correction for the regional bias, and CO2
GECM (Figure 3c)

with all the corrections. The standard error averaged over
lands (see the ‘Avg’ value in each panel title) showed a

decrease from 0.082 ppm in Figure 3a to 0.073 ppm in
Figure 3b and 0.051 in Figure 3c. Therefore, GECM cor-
rected for the regional bias showed an average reduction in error
of 39% compared with the case without the correction. In more
detail, the error in ECM was uniformly distributed at latitudes
north of 45° in the Northern Hemisphere, because the offset of
the transport models was normalized by the CO2 concentration
at the South Pole. Application of the IDW and NNI methods
reduced this error by several parts permillion (see Figure 3b). In
particular, ocean regions showed a small error (<0.03 ppm),
whereas large regional errors (>0.25 ppm) remained for
the Amazon, Central Africa, and Southeast Asia. These large
errors were reduced to less than 0.2 ppm following correction
for regional bias. Relatively small errors (∼0.05 ppm) were
found for North America and Europe, due to the high density of
stations in the observation network in these regions.
[25] There were few surface stations in the nearby center

of a large Delaunay triangle, where the regional bias in areas
with interpolation grids was estimated from a small number
of in situ observations in surrounding oceans (e.g., Amazon
and Central Africa). Despite the strong CO2 sources and
sinks that are provided by areas such as forest and coastal
regions, the Delaunay triangles in the tropics and Siberia
were too large to reduce the regional bias, causing the
variance to remain in uncorrelated regions (Figure 3b). The
application of the regional correction resulted in a reduced
standard error (Figure 3c), especially for Siberia, Southeast
Asia, the Amazon, and Central Africa, which had smaller
errors (<0.2 ppm) than the above results. Therefore, this
method provides a statistically robust estimate of the con-
centration over these regions, whereas the actual concen-
tration remains poorly known because of a lack of in situ
CO2 records.

4.3. Seasonal Amplitude

[26] Large seasonal amplitude in CO2
GECM at the surface

was seen at high latitudes in the Northern Hemisphere
(Figure 4a). In addition, the spotted patterns of large sea-

Figure 4. (a) Horizontal distribution of the surface peak‐to‐peak seasonal amplitude of CO2
GECM.

(b) Zonal mean surface seasonal amplitudes of CO2
GECM (red circles) and CO2

ECM (black ‘plus’ symbols).
Solid lines denote 1 standard deviation above and below the zonal mean.
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Figure 5. Seasonal cycles of the simulations (CO2
GECM: red lines and CO2

ECM: blue lines) and in situ‐
based CO2 (CO2

REF: black dots) at several surface sites in 2009. Blue shades represent 1 sigma standard
deviations of the multi transport modeling results in CO2

ECM.

Figure 6. Time series of simulated (XCO2
GECM: red lines and XCO2

ECM: blue lines) and observed (TCCON:
black dots) XCO2 at TCCON sites. The offset of XCO2

ECM was normalized by the CO2 concentration at
the South Pole. Blue shades represent 1 sigma standard deviations of the multi transport modeling results
in XCO2

ECM. Correlations R against TCCON data and annual mean bias b are presented in the legend.
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sonal amplitude in tropical Central Africa and the boreal
region of East Siberia were seen. The global distribution of
surface CO2

GECM depends on the surface flux of Carbon-
Tracker used in the transport models. Indeed, the seasonal
amplitude of the global 1° × 1° land flux data set (Carbon-
Tracker 2008, http://carbontracker.noaa.gov) shows similar
global distribution to that of surface CO2

GECM. The seasonal
amplitude in CO2

GECM, which was based on daylight hours
(13:00 local time) as mentioned in Section 2, can be attrib-
uted to strength of seasonally varying photosynthesis within
the forested regions.
[27] We have compared the simulated seasonal cycles

with and without bias correction (Figure 4b). Zonal mean
distributions of both were fairly similar to each other. Both
seasonal amplitude of the surface CO2

ECM and CO2
GECM were

below ∼2 ppm in the Southern Hemisphere and ∼20 ppm
for lands in the Northern Hemisphere. This large inter‐
hemispheric gradient has been produced by differences of a
midlatitude forest area within each Hemisphere. The zonal
mean (red circles in Figure 4b) in the tropics was ∼1 ppm
higher than CO2

ECM (black ‘plus’ symbols). The maximum
mismatch in standard deviation (lines in Figure 4b) is
∼1 ppm, found at 0–20°N and 45°N. Peak‐to‐peak zonal
mean seasonal amplitudes of CO2

GECM and CO2
ECM near 60°N

are ∼25 ppm, several parts per million higher than that pre-
dicted previously [Gurney et al., 2004]. The deeper season-
ality can be explained by better‐resolved seasonal cycles
using time series with a daily step, compared to the monthly
means in the earlier study.
[28] The seasonal amplitude in CO2

GECM at the observation
stations, corresponding to the known grids, was the same as
that in CO2

REF. Figure 5 shows that the 2009’s seasonal cycles
in CO2

GECM (green lines), CO2
ECM (blue lines), and CO2

REF

(black dots) are highly correlated with each other, especially
the CO2

GECM and CO2
REF which were same concentrations

through the influence of IDW. The seasonal cycle in CO2
ECM

shows a mismatch with a nearby peak and trough in the

annual CO2
REF at several sites. This uncorrelated seasonal

variation can be explained by identical errors derived from
each transport model, systematic errors derived from the
trilinear interpolation used to remap the data onto GECM
coordinates, and the daily filter applied to sample con-
centrations at 13:00 local time. On the other hand, it was
difficult to compare vertical CO2

GECM profiles with accurate
in situ climatological profiles over the observation stations in
the free troposphere. The vertical location of the known grid
for aircraft measurements (green symbols in Figure 2a), from
which the vertical coordinates of the GLOBALVIEW data set
are specified in 1000 m intervals, differs from the true sam-
pling locations. In the other interpolation grids, a strict
evaluation of the seasonal variation in CO2

GECM is also not
possible because there are weak observational constraints on
the derived CO2 surface flux.
[29] In Figure 6, time series of total column in XCO2

GECM (red
lines) and XCO2

ECM (blue lines) were compared to the event
measurements by the Total Carbon Column Observing
Network (TCCON) [Wunch et al., 2011] (black dots). An
offset of XCO2

ECM has been manually adjusted by the annual
mean concentration at South Pole. Differences in inter‐
hemispheric gradients among the transport models led to
the increase in variance toward the northern latitudes. Also
their biases were corrected by ∼1 ppm from a comparison
between XCO2

GECM and XCO2
ECM. This bias correction was mini-

mal at Darwin (Figure 6e), because it is located in the
tropical latitude, where the stratospheric bias correction is
small (red line in Figure 2b; detailed in the subsection 4.4
and Figure 7). Biases in XCO2

GECM were less than 0.56 ppm,
except in Bialystok (Figure 6a) where XCO2

GECM was over-
estimated by ∼1.57 ppm. Recently, Butz et al. [2011] also
reported that XCO2 from satellite measurements at Bialystok
was larger by ∼1–2 ppm than the other TCCON sites. Both
the XCO2

ECM and XCO2
GECM time series produced high correlation

coefficients (range 0.7 = 0.9) with the TCCON data. The
trough in seasonal cycles during the boreal summer, XCO2

GECM

Figure 7. Vertical profiles of annual and seasonal zonal mean CO2
GECM (circles and solid lines) and

CO2
ECM (‘plus’ symbols and dotted lines) for the region (a) 35°N–45°N and (b) 10°S–10°N. This CO2

ECM

has been offset to match CO2
GECM at s = 0.3 to highlight stratospheric differences.
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was closer to the TCCON data than XCO2
ECM at the northern

hemispheric sites. A more detailed analysis for seasonal
cycles as simulated by the transport models and observed by
the TCCON has been performed by Basu et al. [2011].

4.4. Stratospheric Profiles

[30] We have compared stratospheric CO2
GECM and CO2

ECM

to assess the performance of the time‐lag assumption that
was defined as the vertical and latitudinal distribution of the

Figure 8. Monthly mean XCO2 concentrations in (a and b) January, (c and d) April, (e and f) June, and
(g and h) October 2009 of GECM (Figures 8a, 8c, 8e, and 8g) and a difference (Figures 8b, 8d, 8f, and 8h)
of GECM minus ECM. The GECM day‐to‐day variation in 2009 is shown in the auxiliary material.
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seasonally varying age of air (Subsection 3.3). Figure 7
shows profiles of annual zonal mean CO2

GECM (open cir-
cles) and CO2

ECM (‘plus’ symbols) at northern midlatitudes
(35°N–45°N) (panel a) and tropical latitudes (10°S–10°N)
(panel b) in 2009, indicating how the time lag assumption
shifts the CO2

GECM from CO2
ECM at the different latitudes.

Vertical decrease ratios of CO2
GECM and CO2

ECM are clearly
different in the vertical s range above 0.1 (35°N–45°N) and
0.05 (10°S–10°N). The column mean CO2

GECM (XCO2
GECM) has

become ∼384.1 ppm (35°N–45°N) and ∼385.2 ppm (10°S–
10°N) compared with XCO2

ECM of ∼384.7 ppm and ∼385.0 ppm,
respectively. Thus stratospheric bias corrections with the
mean age of air has lowered the column concentration by
∼0.6 ppm at midlatitudes and ∼0.2 ppm at tropics, which is a
reasonable conclusion to the estimation of interpolated bias
shown in Figure 2b.
[31] In situ CO2 measurements in the stratosphere are

important evaluation tools of the stratospheric bias correc-
tion. The observed mean age of air at s = 0.01 [Engel et al.,
2009] is ∼5.5–6.0 years at 35°N–45°N, where therefore
CO2 concentration in 2009 can be assumed to correspond
to the annual mean concentration at the tropopause in 2003
(∼375 ppm). In fact, the annual mean CO2

GECM in 2009 is
also ∼375 ppm as shown in Figure 7a. In situ stratospheric
CO2 profiles [Engel et al., 2009] show a decrease of 6.7 ±
1.5 ppm from 15 km (s = ∼0.1) to 30 km (s = ∼0.01), where
the corresponding CO2

GECM concentration difference
amounted to 7.2 ± 0.8 ppm. In another area where detailed
validation of GECM performance is limited by the avail-
ability of measurement data, the latitudinal and vertical
distribution of the mean age of air [Patra et al., 2009]
played an important role correcting the vertical propagation
of stratospheric CO2

GECM.

4.5. Global XCO2 in GECM and ECM

[32] Figure 8 shows the global XCO2 distribution in
GECM (left panels) and the difference with ECM (XCO2

GECM

minus XCO2
ECM) (Figure 8, right) (see also auxiliary material).1

XCO2
GECM on the subcontinents appear to have been weakly

influenced by the regional bias correction, compared to the
interpolated bias near the surface in Figure 2a. The signifi-
cant land‐ocean difference near the surface, caused by the
regional bias correction (Figure 2a), almost blended into
zonally corrected bias distributions in the stratosphere (right
panels in Figure 8). The South Africa and Brazil regions
always show positive differences every season. The positive
in the Brazil region depends on our interpolation method
around the site ABP. CO2

REF for ABP has been calculated
from the fitting procedure based on only 2‐year records
(2008–2009). Thus the 2‐year based CO2

REF at ABP might
be larger than a decadal‐based CO2

REF at the other sites,
reflected by higher growth rates for recent periods than past
decades. Therefore, the bias correction in that area was
possibly overestimated.
[33] The stratospheric bias correction mainly improved

zonal XCO2 variations. XCO2
GECM at high latitudes in both

hemispheres was reduced by ∼1 ppm compared with XCO2
ECM,

whereas XCO2
GECM in mid‐low latitudes was corrected by a

positive bias less than 0.5 ppm. Considering data for all
months, the annual mean of these differences (red line in
Figure 2b) was close to zero ppm over the zonal tropic band.

5. Conclusions

[34] We have constructed a 3‐D CO2 climatology
(GECM). The seasonally varying climatology in GECM
was estimated by an ensemble of the several transport
models in combination with interpolated bias correction,
using a data product based on in situ measurements in tro-
posphere [GLOBALVIEW‐CO2, 2010] and the monthly
vertical and latitudinal distribution of the ACTM‐derived
mean age of air in the stratosphere. Six transport models
participated in this study (Table 1). Model‐to‐model simi-
larity in the climatology was shown via a multicomparison
test of the six transport modeling results (Table 2). The
seasonal cycles in CO2 derived from the transport models
were strongly correlated with each other, except for Amazon
and Central Africa where their standard error was relatively
larger than for the other regions (Figure 3a).
[35] The interpolation methods employed in the troposphere

were inverse distance weighting (IDW) and natural neighbor
interpolation (NNI). At the coordinates of GLOBALVIEW
sites, the CO2 concentration field of GECM (CO2

GECM) was
equivalent to the in situ‐based CO2 climatology (CO2

REF),
following the IDWdefinition (Figure 5). Elsewhere, CO2

GECM

was estimated by interpolating the bias between the average
model and measurements. Having reduced the degree of
misfit by interpolation, seasonal cycles were accurate over
land and ocean, except for some regions with a low‐density
measurement network (Amazon and Central Africa). The
regional horizontal pattern of CO2

GECM near the surface was
optimized by the minimum variance method. As a result of
the optimization, the global pattern of corrected bias was
modified by 0.5 ppm near the surface, whereas the bias
correction modified the surface seasonal amplitude by several
parts per million in tropical areas (Figure 4). In these tropical
forest regions, a standard error among seasonal cycles of the
transport models was larger (>0.5 ppm) than the other sub-
continents (<0.2 ppm) shown in Figure 3. Regions on deserts
and oceans had very small errors because of few CO2 sources
and sinks from no vegetation. GECM reduced the model‐to‐
model errors by 40% (Figure 3c), especially in the Amazon,
Siberia, and Central Africa, where Delaunay triangles are
large, reflecting the scarcity of observation sites. In such
areas, the exact solution of the minimum variance method
would not be assured without in situ observations. In addition,
the optimal solution for other parameters of the NNI and
IDW interpolations could not be evaluated without true
atmospheric CO2 concentrations. By the minimum variance
method, not only linearly corrected seasonal cycles from
IDW and NNI but also regionally varying those were applied
for the surface bias corrections in GECM.
[36] The stratospheric bias was improved by the monthly

vertical and latitudinal distribution of the mean age of air.
A time‐lag assumption was applied to the stratospheric
altitudes to account for the underestimated age of air in the
transport models, evaluated by the degree of agreement
with in situ CO2 profiles in northern midlatitudes. The
stratospheric bias correction decreased column mean CO2

1Auxiliary materials are available in the HTML. doi:10.1029/
2011JD016033.
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concentrations by ∼1 ppm near the poles (Figure 8, right),
∼0.5 ppm near midlatitudes (Figure 7a), and less than
0.2 ppm near the tropics (Figure 7b). This nonuniform bias
with latitudes and regions (Figure 8, right) might have sig-
nificant implications for evaluations of global satellite data
products. Use of the corrected column should be incorpo-
rated in remote sensing retrieval algorithms and modeled
XCO2 for surface flux estimations.
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