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Chapter 1

Abstract
Technological developments in DNA sequencing are an excellent example of how major 
advances in scientific techniques can lead to numerous conceptual discoveries in the 
life sciences. Starting in the 1970s with the development of DNA sequencing by chain 
termination methods, through the introduction of fluorescently labeled terminators and 
progress in sequencing automation in the late 1980s and 1990s, to the introduction of 
next-generation sequencers in the mid 2000s, these new approaches consistently opened 
novel and often unexpected horizons for life scientists. In this introduction, I present the 
major technological developments in DNA sequencing, discuss current possibilities and 
future challenges and opportunities, and outline the scope of this thesis.
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Early Sanger sequencing era
Since the isolation of “nuclein,” later named 
deoxyribonucleic acid, or DNA, by Fried-
rich Miescher in 1869 during his experi-
ments with leukocyte nuclei (1), more than 
a century passed before the first practical 
techniques were developed to determine 
the sequential order of nucleotide bases – 
adenine, cytosine, guanine, and thymine- 
in DNA molecule. In the 1970s, two main-
stream sequencing principles were used: 
the first used partial breaking of terminally-
labeled DNA molecules at specific bases (2) 
and the second – now commonly known 
as Sanger sequencing, used dideoxynu-
cleotides (ddNTPs) as terminators of DNA 
synthesis (3). In both methods, the resulting 
DNA fragments were separated by electro-
phoresis, and relative position of the frag-
mented bands determined the sequence of 
the DNA sample. Due to its efficiency and 
more versatile chemistry, the Sanger method 
became the method of choice in later years. 
Shortly after the introduction of the Sanger 
method, the genome of the DNA-based 
organism phi X 174 phage was completely 
sequenced (4) and showed, for the first time, 
the way genes and regulatory elements are 
organized in a simple genome.

Fluorescently labeled ddNTPs and the 
automation of Sanger sequencing
Though the sequencing of tiny viral 
genomes or the coding sequences of entire 
genes was within the limits of the original 
Sanger sequencing method, larger genomes 
like those of bacteria or eukaryotes were 
out of reach due to relatively high costs per 
sequenced base and difficulties in automa-
tion and parallelization of the sequencing 
process. The sequencing of each DNA frag-
ment required four independent termina-
tion reactions for each base with radio-
labeled ddNTPs, separation of the DNA 
fragments on long polyacrylamide gels, and 
visualization of radioactive signal with an 
estimated throughput of 5000 bases per 

week. These burdens were eliminated by 
the introduction of fluorescently-labeled 
primers and later ddNTPs, which could be 
combined in a single reaction with auto-
mated electrophoresis for fragment sepa-
ration, resulting in a dramatic decrease in 
sequencing costs. The first commercially 
available sequencer using this chemistry 
was the Applied Biosystems (current Life 
Technologies) Model 370, introduced in 
1985, which allowed parallel sequencing 
of up to 16 DNA samples with a length of 
300 base pairs, delivering throughput of 
up to 5000 base pairs per run. In the next 
decade, further innovation allowed longer 
sequencing reads with an improved and 
simplified termination reaction and even 
higher parallelization of the fragment sepa-
ration and detection. These advances led 
to sequencers capable of processing 96 
samples at a time for up to 500 base pairs, 
like the ABI PRISM Model 377 Automated 
Sequencer introduced in 1995. These rates 
were still not economical for sequencing 
large mammalian genomes; however, it 
allowed the sequencing of viral genomes 
as the first example of independently living 
organisms (5) and even the sequencing of 
the first smaller eukaryotic genomes (6). 
Increased availability of sequencing also 
streamlined the discoveries of novel genes 
through the high throughput sequencing of 
complementary DNA clones (7). 

In the early 2000s, automated capillary-
based sequencers allowed affordable 
throughput of half a million bases per day 
per instrument. Using these machines, 
two independent groups, the International 
Human Genome Sequencing Consortium 
and Celera Genomics, were able to publish 
the first draft of the human genome (8,9) in 
February 2001. Shortly after, the first drafts 
of many other larger plant and vertebrate 
genomes, including rice (10,11), mouse (12), 
chimpanzee (13), rat (14), chicken (15), and 
dog (16) were published, giving insight into 
the organization and evolution of complex 

9



Chapter 1

genomes. Though de novo sequencing 
or re-sequencing of full genomes was 
still expensive and possible only in large 
sequencing centers or consortia, rela-
tively large sequencing projects, including 
amplicon re-sequencing (17), expressed 
sequence tag sequencing (18), or high 
throughput discovery of novel small RNAs 
(19), was within reach for smaller laborato-
ries and institutes.

The birth of next-generation 
sequencing
While automated sequencers that could 
handle 384 samples at a time and complex 
robotic setups for sample management 
were pushing the price per sequenced base 
down, a major burden on the capacity and 
economy of Sanger technology was the 
need to treat and sequence each sample 
individually. Therefore, a logical place for 
improvement in DNA sequencing was the 
parallelized sequencing of thousands or 
even millions of individual DNA fragments. 
The first commercially available next-gener-
ation sequencer was introduced in 2005 by 
454 Life Sciences and allowed highly paral-
lelized pyrosequencing of hundreds of thou-
sands of individual DNA fragments, clon-
ally amplified on the surface of beads and 
immobilized in a picotiter plate (20).

As the result of the affordable throughput 
of tens of mega bases per sequencing run 
and read length of hundreds of bases – 
long enough to perform de-novo assembly 
– the rate at which new genomes were 
being published was accelerated, including 
genomes of already extinct mammals (21) 
and hominine (22). From a simplified histor-
ical perspective, the sequencing throughput 
of the 454 system was an intermediate 
between the Sanger sequencing and the 
next-generation sequencers (NGS) intro-
duced later in 2006 (Solexa by Illumina) and 
2007 (SOLiD by ABI). Both systems were 
characterized by ultra high throughput with 
tens of millions DNA fragments sequenced 

per run with a read length of 25-35 base pairs 
at the time of commercial release. Despite 
the lower throughput and higher cost per 
base, the 454 system is still widely used for 
de-novo sequencing and the assembly of 
genomes (23), RNA sequencing (24), and 
amplicon re-sequencing (25) thanks to its 
relatively long read lengths (up to 1000 base 
pairs on recent models).

Next-generation sequencing today
The throughput of NGS has continually 
increased so that now it is routine to achieve 
a billion sequenced tags per sequencing 
run, as well as longer sequencing reads on 
the newest models, resulting in hundreds 
of billions of raw bases produced per 
sequencing run, which typically takes about 
a week of analysis time (Table 1). This opens 
numerous possibilities and allows applica-
tions that were unthinkable a decade ago 
for an affordable price (Table 2). Since its 
introduction in 2005, the numbers of publi-
cations mentioning NGS related terms have 
increased dramatically every year (Figure 1) 
and this popularity resembles the boom in 
microarray technology of the late 1990s. In 
the initial years, when the major obstacle 
for NGS was the complexity of NGS tech-
nique itself researchers mostly struggled 
with the development and application of 
new tools. Nowadays, NGS is a standard 
analytical process and has become the 
method of choice in many scientific fields, 
where it outcompetes standard methods. 
For example, the cost of sequencing a chro-
matin immunoprecipitation (ChIP) sample 
is estimated between 200-1000 Euros and 
delivers a genome-wide high resolution 
map of protein-DNA interaction events. 
This price is comparable to that of quan-
titative polymerase chain reaction (qPCR) 
analysis, which allows the assaying of only 
several binding events and requires a priori 
knowledge of the locations of protein-DNA 
interactions. As another practical example, 
the re-sequencing of the coding portion of 

10

Miso
Comment on Text
there are still lot of "figures and tables" in red and green. I guess you used it for layout to put images on right places. Are you going to change color of text automatically or should I highlight each of those??



DNA sequencing

2000 genes in 200 individuals using Sanger 
sequencing would require an investment 
of several million Euros. The same task can 
be accomplished for approximately 30,000 
Euros when the most recent sequencers and 
multiplexing technologies (26) are used.

Major applications of NGS
Whole genome sequencing

Though the sequencing of full genomes is 
still relatively expensive (Table 2), it continues 
to become more accessible for research and 
diagnostic labs while providing a compre-
hensive list of gnomic variants present in 
individual samples and opening enormous 
possibilities for diagnostics and treatment in 
clinical practice (27). Although our present 
ability to interpret the future impact of 
genomic variations and find those respon-
sible for diseases is limited, identifying these 
elements has already helped us understand 
the complexity of many pathological states 
like cancer (28) and congenital diseases (29), 
even with the possibility for successful inter-
vention and diagnosis (30,31). 

Due to the relatively high false discovery 
rates of current techniques, especially 
those assessing structural variants, overlap 
between even slightly modified techniques is 
relatively low (32). Even more striking are the 
widespread batch effects (33), as found in 
the 1000 genomes project, a project where 
an emphasis on technical reproducibility has 

been stressed. Therefore, our current focus 
should be to find more standard and repro-
ducible techniques of variant discovery that 
allow for meaningful comparisons of data-
sets produced by different centers (32).

It has become clear that within a few 
years, sequencing costs will not be the 
major bottleneck to widespread use of NGS 
in diagnostics. We can also expect that a 
technique that detects genomic variants 
from single nucleotides to whole chromo-
some events in a single experiment is on the 
near horizon. However, the implementation 
of NGS techniques into routine clinical and 
diagnostic practice may be a more compli-
cated task (27), as unsolved issues about 
data interpretation, predictive value, and 
an array of ethical and legal issues together 
with misinformation and prejudgments 
among the general public and clinicians may 
delay the day when we enter a true personal 
genomics era. 

Targeted re-sequencing

Despite the cost of sequencing whole 
genomes continuing to drop, the 
re-sequencing of large genomes to a depth 
that is sufficient for reliable variant calling 
is still relatively expensive (Table 2). In addi-
tion, with current knowledge we are not 
able to understand and interpret most of 
the variants in non-coding regions found 
by whole genome sequencing. Therefore, 

Figure 1. Number of publications in PubMed database with specific term in title or abstract. For year 
2011, status on July 1 is depicted.
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Table 1: Overview of major commercially available NGS platforms.

NGS platform Sequencing principle 

Read length (frag-
ment/mate pair/
paired-end)

Run time
(days)

Max raw 
throughput 
per run (GB) Advantages Disadvantages

Template immo-
bilization/clonal 
amplification

Roche/454
GS FLX Titanium

Pyrosequencing – based on release of pyrophosphate after 
nucleotide incorporation, with subsequent light emission, 
which is proportional to the number of incorporations. 
The order and intensity of light peaks corresponding to 
different nucleotides encodes the DNA sequence. 

Up to 1000/NA/NA 1 0.7 Long read lengths, short 
run times

Low throughput, high 
cost per base and run, 
high error rates in 
homopolymer repeats 

Sequencing beads/emul-
sion PCR

Illumina/Solexa 
HiSeq 2000

Reversible terminator sequencing – relies on incorporation 
of single fluorescently labelled nucleotide, followed by 
washing and signal detection. After imaging, fluorescent 
dye is cleaved, nucleotide unblocked, and synthesized strand 
becomes available for next cycle of nucleotide incorporation. 

100/100/100x100 2-11 600 (two flow 
cells)

High throughput per 
run, low costs per base, 
scalability

High cost per run, long 
run times

Glass surface/bridge 
amplification PCR

Life/ABi
SOLiD 5500xl 
System

Sequencing by ligation – uses specific hybridization of 
fluorescently labelled hybridization probes to primed 
template. Non-ligated probes are washed away and 
fluorescence signals, each specific to 4 of 16 combina-
tions of dinucleotides, are detected. After set number of 
ligation cycles, sequencing primer is changed, allowing for 
sequencing of dinucleotides in subsequent reading frame. 

75/60/75x35 4-15 150 (two flow 
cells)

High throughput per 
run, low costs per base, 
sample multiplexing, 
scalability, intrinsic 
error detection using 
colorspace

High cost per run, 
long run times, lack of 
computational methods 
correctly treating color-
space data, shorter 
read lengths

Paramagnetic sequencing 
beads/emulsion PCR

Helicos HeliScope Reversible terminator sequencing on single molecule 
template; modifications in chemistry allow for direct 
sequencing of both DNA and RNA.

25-55/25-55/25-55 8 21-35 Less biased representa-
tion of templates, 
direct RNA sequencing, 
scalability

High error rate, shorter 
reads, higher machine 
costs than other NGS 
platforms

Glass surface/single 
molecule sequencer

Life/ Ion Torrent Semiconductor technology – incorporation of specific 
nucleotide is coupled with pH change which is detected 
by semiconductor chip.

100/NA/NA 0.1 0.01 Very short run times, low 
cost per run

Low throughput, high 
cost per base

Sequencing beads/emul-
sion PCR

Pacific Biosciences 
PacBio

Four-color real time sequencing – based on direct optical 
observation of fluorescence signal after incorporation of 
single labelled nucleotide by DNA polymerase, which is 
immobilized at the bottom of 100 nm wide pore, allowing 
emitted light to travel only directly to the detector.

1000/NA/NA 0.05 0.04 Very long read length, 
low cost per run, very 
short run times

High error rate, low 
throughput, high cost 
per base

Immobilised polymerase/
single molecule 
sequencer

Table 2: Major applications of next-generation sequencing.

Application example

Throughput needed
(millions of 75-bases-
long reads per sample)

Estimated costs 
per sample3

(July 2011, €)

Discussed or 
used in this 
thesis

Whole genome re-sequencing 1,0001 10,000 Chapters 4-5

De-novo sequencing 2,30002 25,000

Targeted re-sequencing of whole human 
exome

100-200 1000-2000 Chapter 5

Targeted re-sequencing of selected 
genes (2000 genes)

10 150 Chapters 2-5

Transcriptome sequencing 10-50 300-600 Chapter 7

Small RNA sequencing 10-50 300-600

ChIP-seq 5-100 200-1,000 Chapters 6-9

DNA methylation analysis 10-200 200-1500

Metagenomics 5-500 200-4000

125× average coverage, human genome.
2Extrapolated from mate pair data used in sequencing of panda genome (83).
3Including sequencing chemicals and library preparation, without maintenance costs, personnel and 
other indirect costs.
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the re-sequencing of specifically the coding 
parts of the genome, particular group of 
genes, or genomic regions will remain the 
more reliable alternative in the upcoming 
years for most type of studies focused on 
discovering genomic variants (34). At the 
moment, there are numerous techniques 
for selective enrichment of targeted regions 
that are compatible with the throughput of 
NGS technologies. The most widely used 
simple hybridization-based techniques rely 
on specific hybridization of targeted regions 
to complementary probes, which are printed 
and immobilized on micro-array slides 
(35-38). Another widely used alternative 
is solution-based hybridization techniques 

with free biotinylated RNA or DNA probes 
(39). These approaches allow freedom for 
custom selection of targeted regions with a 
capacity ranging from several genes to whole 
exomes. Principles like those using microflu-
idics based multiplex-PCR technology (Rain-
Dance) (40) or rolling circle amplification 
of endonuclease-digested DNA mediated 
by specifically hybridized probes (Selector 
probes) (41) lack the capacity to enrich for 
a large number of genes or whole exomes. 
However, thanks to straightforward and 
highly efficient enrichment procedures and 
simple parallelization, such principles are 
suitable for routine diagnostics of a limited 
number of genes.

Table 1: Overview of major commercially available NGS platforms.

NGS platform Sequencing principle 

Read length (frag-
ment/mate pair/
paired-end)

Run time
(days)

Max raw 
throughput 
per run (GB) Advantages Disadvantages

Template immo-
bilization/clonal 
amplification

Roche/454
GS FLX Titanium

Pyrosequencing – based on release of pyrophosphate after 
nucleotide incorporation, with subsequent light emission, 
which is proportional to the number of incorporations. 
The order and intensity of light peaks corresponding to 
different nucleotides encodes the DNA sequence. 

Up to 1000/NA/NA 1 0.7 Long read lengths, short 
run times

Low throughput, high 
cost per base and run, 
high error rates in 
homopolymer repeats 

Sequencing beads/emul-
sion PCR

Illumina/Solexa 
HiSeq 2000

Reversible terminator sequencing – relies on incorporation 
of single fluorescently labelled nucleotide, followed by 
washing and signal detection. After imaging, fluorescent 
dye is cleaved, nucleotide unblocked, and synthesized strand 
becomes available for next cycle of nucleotide incorporation. 

100/100/100x100 2-11 600 (two flow 
cells)

High throughput per 
run, low costs per base, 
scalability

High cost per run, long 
run times

Glass surface/bridge 
amplification PCR

Life/ABi
SOLiD 5500xl 
System

Sequencing by ligation – uses specific hybridization of 
fluorescently labelled hybridization probes to primed 
template. Non-ligated probes are washed away and 
fluorescence signals, each specific to 4 of 16 combina-
tions of dinucleotides, are detected. After set number of 
ligation cycles, sequencing primer is changed, allowing for 
sequencing of dinucleotides in subsequent reading frame. 

75/60/75x35 4-15 150 (two flow 
cells)

High throughput per 
run, low costs per base, 
sample multiplexing, 
scalability, intrinsic 
error detection using 
colorspace

High cost per run, 
long run times, lack of 
computational methods 
correctly treating color-
space data, shorter 
read lengths

Paramagnetic sequencing 
beads/emulsion PCR

Helicos HeliScope Reversible terminator sequencing on single molecule 
template; modifications in chemistry allow for direct 
sequencing of both DNA and RNA.

25-55/25-55/25-55 8 21-35 Less biased representa-
tion of templates, 
direct RNA sequencing, 
scalability

High error rate, shorter 
reads, higher machine 
costs than other NGS 
platforms

Glass surface/single 
molecule sequencer

Life/ Ion Torrent Semiconductor technology – incorporation of specific 
nucleotide is coupled with pH change which is detected 
by semiconductor chip.

100/NA/NA 0.1 0.01 Very short run times, low 
cost per run

Low throughput, high 
cost per base

Sequencing beads/emul-
sion PCR

Pacific Biosciences 
PacBio

Four-color real time sequencing – based on direct optical 
observation of fluorescence signal after incorporation of 
single labelled nucleotide by DNA polymerase, which is 
immobilized at the bottom of 100 nm wide pore, allowing 
emitted light to travel only directly to the detector.

1000/NA/NA 0.05 0.04 Very long read length, 
low cost per run, very 
short run times

High error rate, low 
throughput, high cost 
per base

Immobilised polymerase/
single molecule 
sequencer
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At this time, all enrichment techniques 
can be seen as temporary solutions until the 
cost for whole genome sequencing becomes 
comparable to the cost of actual enrich-
ment procedures or clear benefits of whole 
genome sequencing from the point of data 
interpretation are shown. From an econom-
ical standpoint, with the current pace of 
price reduction for sequencing and after the 
introduction of techniques for multiplexing of 
enrichment procedures (26), which dramati-
cally reduce enrichment costs, this switch 
may not happen for 3-5 years. However, 
the academic reasons for whole genome 
sequencing (more reliable variant calling, 
elimination of enrichment biases, and the 
possibility of detecting structural rearrange-
ments) may force us to do it in less time.

Detection of structural variation

Variations among individual human genomes 
range from differences in single nucleotides 
to whole chromosomes. In recent years, it 
has become clear that this variation is higher 
than initially expected with an increasing 
proportion of structural variations (SVs) 
responsible for this variability compared 
to single nucleotide events (32). Structural 
variation can be characterized as events 
affecting >50 base pairs (32) including inser-
tions, deletions, transversions, duplications, 
and translocations where often each single 
variation is a combination of two or more 
types (e.g., transversion is often coupled 
with deletions or insertions at the break-
points, etc.). Though widely used karyo-
typing and arrayCGH analysis can be used to 
discover large SVs (in the case of arrayCGH 
only unbalanced SVs), the vast majority of 
smaller or balanced SVs are out of the detec-
tion limit of those techniques. The introduc-
tion of NGS allows more reliable detection 
of SVs with single nucleotide resolution and, 
through paired-end or mate-pair techniques 
along with approaches using long reads, we 
can now precisely map even complex SVs 

(29,42).  Although NGS techniques provide 
revolutionary insights into SVs, they suffer 
from high false negative detection rates and 
low overlap between different sub-methods 
(32).  This becomes even more problematic 
when analyzing mixed cell populations like 
tumor samples. In addition, there is no avail-
able method and analysis algorithm that 
would address an assortment of different SV 
types in a single assay. In the future, methods 
based on sequencing several sequencing 
paired-end and mate-pair libraries from 
the same sample with incrementing insert 
length coupled with longer read lengths and 
analysis software able to integrate informa-
tion from different insert lengths may be a 
solution to this obstacle.

Metagenomics

Metagenomics allows culture-free identifi-
cation of microorganisms in various types 
of samples, ranging from various environ-
mental specimens to human microflora, by 
identification and quantification of their 
genetic signature through sequencing (43). 
The most widely used technique relies on 
sequencing a hyper-variable section of the 
16S rDNA subunit, which is amplified using 
universal sets of primers that are cloned and 
sequenced using a classical Sanger-based 
sequencer or 454 sequencing. However, 
16S-based metagenomics often lacks preci-
sion and reproducibility, depending on the 
part of the hyper-variable region used, and 
does not allow for closer sub-strain iden-
tification of bacteria as is within a reach 
when genome sequencing techniques 
are used (44). In the future, when reliable 
computational approaches for identifica-
tion of different bacterial species through 
whole genome sequencing of mixed bacte-
rial populations become available, metage-
nomics may be widely used not only in 
research, but also in clinical diagnostics, 
delivering a more comprehensive picture of 
the microorganisms present in a sample.
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RNA sequencing

Genome-wide quantitative and qualitative 
analysis of transcriptomes has given valu-
able biological insight on the regulation of 
gene expression (45). Before the NGS era, 
the genome-wide analysis of transcrip-
tomes relied on hybridization techniques 
and although micro-arrays are still the most 
frequently used technique, they deliver only a 
limited view of the transcriptome complexity 
and dynamics and are biased towards a 
priori knowledge of expression patterns. On 
the other hand, RNA-sequencing techniques 
provide a more complex strand-specific view 
of transcribed regions, with virtually unlim-
ited dynamic range (46), and allow for 
hypothesis-free insights of transcriptional 
mechanisms. Shortly after the introduction 
of RNA-seq techniques, several fundamental 
mechanisms, including the wide spread exis-
tence of anti-sense transcription (47-49), the 
high frequency of RNA-editing (50), and the 
high dynamics of alternative splicing (51) 
were discovered, thanks to the complete 
and unbiased information encoded in 
RNA-seq datasets. In the future, proper 
integration of RNA-sequencing data and 
information from proteome analysis, ChIP-
seq, and direct transcription rate measure-
ments will provide a complete view of the 
mechanisms of gene expression; however, 
the development of effective methods for 
integrative data analysis and interpretation 
will remain a major challenge. In addition, 
long sequencing times and a lack of user-
friendly computational tools that allow 
“non-experts” in bioinformatics to process, 
visualize, and analyze RNA-seq data in a way 
that is similar to micro-array experiments are 
barring the way for wider and more routine 
use of RNA-seq.

The sequencing of small non-coding 
RNAs is a particular area of RNA sequencing, 
due to the different approaches and 
strategies used in sample preparation (inef-
fective random priming and short nature) 
and data analysis, where the impact of NGS 

technologies has been exceptional (45), 
particularly for the discovery of novel small 
RNA genes and classes and understanding 
the underling biology (52,53). Although 
small RNA sequencing can provide an accu-
rate view of the presence of different small 
RNAs and their dynamics, due to the nature 
and biases of sample preparation, it will 
remain challenging to extract information 
about absolute abundances of specific small 
RNAs (54).

ChIP-seq

Genome-wide identification of protein-DNA 
interactions is an essential tool in our aim 
to understand the mechanisms of transcrip-
tional regulation. The most widely used 
technique for this purpose is ChIP, in which 
cross-linked DNA-protein complexes are 
immunoprecipitated using antibody raised 
against the protein of interest resulting in a 
chromatin sample with overrepresented DNA 
fragments coming from a specific region of 
DNA-protein interaction (55). Before the 
introduction of NGS, specific enrichment 
was measured by qPCR, allowing examina-
tion of only a few pre-selected candidate 
binding regions with limited resolution and 
requiring a priori knowledge of the genomic 
location of regulatory elements. Later, with 
dedicated micro-arrays it became possible 
to perform genome-wide analysis of ChIP 
samples (ChIP-chip) (56); however, extremely 
costly experiments that needed dozens of 
densely tiled micro-array slides (57) delivered 
only low resolution maps (approximately 
100 base pairs) of binding regions without 
reliable quantitative information about the 
strength of binding sites due to the limited 
dynamic range of micro-arrays (58). After the 
introduction of NGS, ChIP samples can now 
be sequenced directly, resulting in high reso-
lution (virtually single base), accurate, and 
quantitative genome-wide maps of protein-
DNA interactions for only a fraction of the 
cost compared to whole genome ChIP-chip 
experiments (59-61). With the availability 
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of antibodies against a wide range of regu-
latory proteins and histone marks, data-
bases of protein-DNA interactions for many 
different elements in various model systems 
and under multiple experimental conditions 
can now be built. Combined with infor-
mation about RNA and protein levels, this 
integrative analysis may reveal novel mech-
anisms in transcriptional regulation. The 
biggest challenges in the coming years will 
be the ability to perform proper ChIP-seq on 
small quantities of (primary) material and the 
development of models for data analysis and 
the integration of different datasets (58). 

Third-generation sequencing 
technologies
Naturally, the development of current NGS 
technologies is not the ultimate goal, and 
even within the bounds of its limitations 
there is room for novel innovations. A major 
common focus in the so-called third-gener-
ation sequencing (TGS) technologies is 
the development of a device for the direct 
sequencing of single DNA or RNA molecules 
with long read length, without the need for 
any extensive sample preparation, which is 
often a source of technical artifacts, and with 
the capacity to deliver results in few hours 
for relatively low costs per run. All known 
technologies with the potential to bring 
commercial TGS instruments to market rely 
on real time sequencing of single DNA mole-
cules; however, they differ in the basic prin-
ciples of signal detection. Pacific Biosciences 
uses direct optical observation of fluores-
cence signal after incorporation of a single 
labeled nucleotide by DNA polymerase, 
which is immobilized at the bottom of a 
100-nm-wide pore, allowing emitted light 
to travel only directly to the detector. One 
limitation of this technology is the relatively 
small capacity of photo sensors, allowing 
sequencing of only up to 75,000 DNA mole-
cules at a time. Another is the potential for 
photo bleaching of the single polymerase 
molecule (62,63). Other technologies do 

not use optics for detection, such as Oxford 
Nanopore technology (64), which relies on 
changes of electric current running through 
a protein nanopore after the translocation 
of a cleaved nucleotide, which is electroni-
cally detected on a chip. In another method 
developed by IBM, a single-stranded DNA is 
electrically pulled through a DNA transistor 
(65), where each base differently modulates 
the electric current in the semiconductor 
pore. Although it is difficult to predict which 
technology will become dominant and will 
most closely meet the expectations, we can 
already anticipate that thanks to the low 
costs per run, the available bench-top form, 
short run times, and simple sample prepa-
ration, TGS will allow for simple everyday 
use in research and diagnostics laboratories 
for applications like ChIP-seq, RNA-seq, or 
targeted re-sequencing where short turna-
round times might be more important than 
extremely high coverage. Indeed, just as NGS 
did not fully replace Sanger sequencing, 
these new technologies will be complemen-
tary to current NGS due to the expected 
lower throughput and higher cost per base 
of TGS.

Future technical challenges in NGS 
Current NGS sequencing data suffer from 
relatively high error rates compared to 
Sanger sequencing (66). The major cause of 
the error lies in fundamental base calling; 
however, the misalignments to reference 
genomes and the mistakes caused by DNA 
polymerases are also source of errors. Unfor-
tunately, these errors are often system-
atic and occur more often in certain nucle-
otide combinations; therefore, this must be 
considered when analyzing and interpreting 
NGS data, as in studies of RNA editing (50) 
or large re-sequencing projects (67) with 
relatively low sequencing coverage per indi-
vidual. Although this impacts all sequencing 
applications, it mostly affects variant calling 
from the sequencing data. Future emphasis 
has to be put on finding ways to decrease 
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the error rates of NGS technologies and in 
finding better computational tools for align-
ment and variant calling to minimize false 
discovery rates. In addition, it is important 
to implement widely accepted standards for 
variant calling to allow for reliable compar-
isons of datasets produced in different 
places.

Although the throughput of NGS 
sequencers has increased dramatically, the 
length of sequencing fragments, which 
can be sequenced, did not follow the same 
trend. Currently, the most used technologies 
can deliver 75-150 base reads.  However, 
for certain applications, like whole genome 
assembly, RNA sequencing, and metage-
nomics, longer reads would be beneficial. 
The current nature of NGS chemistry does 
not allow for a tremendous increase in 
read-length (Solexa/Illumina, SOLiD/Life 
Technologies) or is not high throughput (454/
Roche). Other alternatives, like those from 
Pacific Biosciences (62) or nanopore-based 
sequencing (64), may be capable of longer 
sequencing reads; however, the throughput 
of these technologies will probably be low 
compared to current NGS instruments with 
higher error rates.  

With the unprecedented drop in 
sequencing costs, NGS machines are 
capable of producing enormous amounts 
of data, putting higher demands each 
year on the computational power for data 
analysis, storage, and sharing. Though, 
according the Moore’s law, computer power, 
storage, or network capacity doubles every 
2 years without increasing price, the drop 
in sequencing costs is much faster (Figure 
2), resulting in a relative increase in the 
cost of the computational power necessary 
for data handling. This makes expenses for 
computing power a significant part of the 
budget necessary to run an NGS laboratory, 
with an increasing trend (34). For example, 
a sequencing run of a human individual, 
delivering 1 billion sequencing reads, needs 
approximately 6,000 central processing unit 

(CPU) hours just to map the results against 
a human reference genome, which is only 
the beginning of the computational analysis. 
With the current price of CPU hours from 
large computer clouds (provided by Amazon, 
Microsoft, or Google), this would equal 
approximately $600, not including the data 
transfer, just for this initial computational 
task, while outsourcing the computational 
power. 

Therefore, in the coming years it will 
be necessary to find better computational 
solutions to address the most commonly 
used and computationally intensive tasks 
related to NGS data analysis. One possibility 
is to use graphical processing units, which 
are optimized to run multiple processes in 
parallel, for the alignment of sequencing 
reads to reference genomes. This has already 
been implemented in the newest versions of 
mapping algorithms like SOAP (68). Another 
possibility is to use grid computing by using 
the free capacity of personal computers 
within the networks of an institution (69). 
Problems with the network capacities for 
sharing large datasets can possibly be 
solved by more compact and flexible data 
formats, with the maximal compression rate 
containing only the information necessary 
for the desired analysis.

Future biological challenges in NGS 
Though the technical limitations mentioned 
above may require substantial efforts to 
solve, NGS brings even more complex analyt-
ical and biological challenges. 

The first concerns correct data inter-
pretation. With the first whole genome 
sequencing and exome studies, it became 
clear that even a healthy individual carries 
an unexpectedly high number of potentially 
damaging mutations altering the functions 
of affected genes, together with numerous 
structural variations without clear phenotyp-
ical correlations (70-72). This finding is more 
striking from the perspective of similar anal-
yses of patients with specific diseases, which 
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Figure 2. Dramatic drop of sequencing price after introduction of NGS (blue line) in 2007 depicted by 
black arrow (84). Red line simulates drop of the cost as it follows Moore’s law.

would probably identify similar mutations 
as causative ones, while the true cause may 
lie elsewhere, such as a mutated regulatory 
element or missed genomic rearrangement. 
Therefore, careful validation of NGS results 
using model systems or more comprehen-
sive analysis tools with standards requiring 
multiple levels of evidence is needed. Similar 
problems may arise after cancer genomes 
are sequenced for diagnostic or personalized 
treatment purposes. The high heterogeneity 
of tumors and their genetic differences from 
metastases (73), along with overwhelming 
numbers of mutations possibly altering 
protein functions may cause difficulties in 
deciding which targeted treatment has the 
highest chance for success. In addition, due 
to the high number treatment options and 
high genetic variability even within a single 
tumor type, it might be necessary to change 
the way clinical trials and drug approval 
procedures are performed, since the best 
treatment combinations may be unique 
for each patient, preventing the testing of 
particular drug combinations in a classical 
clinical trial.

The second challenge concerns variability 
and reproducibility of results generated by 
NGS. The many striking examples of batch 
effects (33) with subsequent catastrophic 
impact on conclusions derived from those 
datasets (32) might be only the tip of an 
iceberg. Maximal care must be taken to criti-
cally verify the quality of datasets, especially 
of those collected from different sources 
specifically for the purpose of integrative 
analysis (74). Widely accepted standards for 
data processing, normalization, and analysis 
must be established for each NGS applica-
tion. However, due to the differing natures 
of biological samples and various biological 
questions, it may be problematic to find a 
“single standard fits all” solution. For example, 
demands on starting material, necessary 
depth of sequencing, and subsequent anal-
ysis will be different for ChIP-seq experiments 
using a high-quality antibody against a widely 
spread histone mark compared ChIP-seq of 
a transiently induced, tagged transcription 
factor. Other demands on sequence coverage, 
false positive, and false negative rates vary for 
diagnostic whole genome sequencing studies 
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focused on the discovery of genomic variants 
in patient with genetic diseases compared to 
the same experiment performed with the aim 
of lineage tracing of the tumor and its metas-
tases. In both cases, datasets produced by 
different standards might be both valid and 
sufficient to answer a particular biological 
question; however, uncritical integration and 
use in single analyses might lead to incorrect 
conclusions (74). 

The third challenge is proper data inte-
gration from different type of experiments 
necessary for a wider understanding of 
complex biological systems (74). Numerous 
datasets including ChIP-seq, whole genome 
sequencing, RNA-sequencing, or protein 
interaction screens provide unique informa-
tion about biological systems on their own; 
however, their integration would provide 
a more complex picture. For example, the 
dynamics of ChIP-sequencing data together 
with information about the dynamics of RNA 
levels after a specific intervention would  give 
a more complete picture of the basic mecha-
nisms of transcriptional regulation (75) than 

either single dataset alone, as described in 
Chapter 7 of this thesis. Another example 
shows how the proper combination of 
ChIP-seq data, micro-array data, and gene 
ontology information can decouple direct and 
indirect mechanisms of TF in the regulation 
of target genes (76). Proper data integration 
still represents a difficult task, mainly due to 
the need for extensive and complex bio-infor-
matical approaches. For “wet lab” scientists, 
this can be a major obstacle (74). Although 
user-friendly software solutions are available 
(77-82), they often address only particular 
types of datasets and biological questions and 
all of them require larger promotion among 
the scientific audience before becoming a 
standard part of a scientist’s toolbox. Most 
importantly, we have to realize that even the 
best data integrating software will never be 
a magic wand with an “analyze and write 
paper” button, which takes datasets on 
one end and outputs results hypothesis and 
principles on the other end, but instead these 
tools will always need clever input in the form 
of specific scientific biological questions.

Outline of this thesis
In Chapter 2, we show that the use of 
shorter sequencing libraries together with 
increased read length improves the perform-
ance of genomic enrichment. The strength 
of our method was not only the best enrich-
ment efficiency achieved at that time, but 
more importantly, the improved evenness 
of coverage through the targeted region 
with a more even distribution of sequencing 
reads on the positive and negative strands. 
In particular, the even distribution of reads 
on the positive and negative strands was 
the most important parameter for variant 
discovery and allowed us to achieve low 
false positive and false negative rates.

Chapter 3 reports a new strategy for the 
targeted re-sequencing of multiple samples. 
Through the re-sequencing of 770 genes 

in 30 N-ethyl-N-nitrosourea-mutagenized 
rats, we demonstrated the possibility of 
pooling multiple samples before genomic 
enrichment in a single assay. Before that, a 
separate enrichment of every sample was 
necessary before sequencing. Using our 
method, we were able to dramatically cut 
the price of targeted re-sequencing, espe-
cially for studies using a high number of 
samples and a candidate gene approach.

In Chapter 4, we present the published 
practical protocol for multiplexed targeted 
re-sequencing. Through this protocol, we 
demonstrate the effectiveness of our method 
on a wide range of applications starting from 
the enrichment and re-sequencing of 96 
patients in a single assay for a limited number 
of genes to the full human exome projects.
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In Chapter 5, we introduce the 
“fast-forward genetics” approach for iden-
tification of candidate variants in forward 
genetics studies. We successfully applied 
this two-step approach, which combines the 
traditional bulk segregant technique with 
the targeted genomic enrichment and next-
generation sequencing technology, to two 
Arabidopsis mutants and identified a novel 
factor required for stem cell activity.

In Chapter 6, we demonstrate the addi-
tion of a second round of DNA fragmentation 
after de-cross-linking as beneficial for ChIP-
seq procedures. This method helps generate 
sequencing libraries from the immunopre-
cipitated material, the quantities of which 

would normally not be sufficient, using the 
longer immunoprecipitated fragments that 
would normally be too long for sequencing.

In Chapter 7, we introduce RNA 
Polymerase II (Pol II) ChIP-seq as a reliable 
and versatile measure for gene activity. By 
integrating Pol II ChIP-seq, micro-array, and 
RNA-seq data, we were able to identify 
functional groups of genes with different 
mechanisms of expression regulation.

In Chapter 8, using the technique from 
Chapter 6, we were able to reproducibly 
perform ChIP-seq on β-catenin and TCF/LEF 
family members and identified two classes 
of β-catenin-bound genomic elements.
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Chapter 2

Abstract
Microarray-based enrichment of selected genomic loci is a powerful method for genome 
complexity reduction for next-generation sequencing. Since the vast majority of exons 
in vertebrate genomes are smaller than 150 nt, we explored the use of short fragment 
libraries (85–110 bp) to achieve higher enrichment specificity by reducing carryover and 
adverse effects of flanking intronic sequences. High enrichment specificity (60–75%) 
was obtained with a relative even base coverage. Up to 98% of the target-sequence 
was covered more than 20× at an average coverage depth of about 200×. To verify the 
accuracy of SNP/mutation detection, we evaluated 384 known non-reference SNPs in 
the targeted regions. At ∼200× average sequence coverage, we were able to survey 
96.4% of 1.69 Mb of genomic sequence with only 4.2% false negative calls, mostly 
due to low coverage. Using the same settings, a total of 1197 novel candidate variants 
were detected. Verification experiments revealed only eight false positive calls, indi-
cating an overall false positive rate of less than 1 per ∼200 000 bp. Taken together, short 
fragment libraries provide highly efficient and flexible enrichment of exonic targets and 
yield relatively even base coverage, which facilitates accurate SNP and mutation detec-
tion. Raw sequencing data, alignment files and called SNPs have been submitted into 
GEO database http://www.ncbi.nlm.nih.gov/geo/ with accession number GSE18542.
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The need for detection of SNPs and 
mutations in large genomic segments is 
increasing rapidly, partially as a result of 
genome-wide association studies (GWAS) 
that have pinpointed many genomic loci 
of interest for specific diseases and disease 
susceptibilities (1-5). Furthermore, the vastly 
increased throughput of massively parallel 
next-generation sequencing technologies 
enables the interrogation of unprecedented 
numbers of genes in a single analysis, 
permitting, for instance, the investigation of 
the complete protein-coding transcriptome 
(6). Enrichment of genomic loci by micro-
array hybridization followed by massively 
parallel sequencing has become an impor-
tant method for targeted re-sequencing. 
The approach is based on hybridization of 
fragmented and adapter-ligated DNA to 
capturing probes printed on microarray 
slides (7-11), present in solution (12,13) or 
PCR products immobilized on filters (14) that 
are specifically designed for the regions of 

interest. After hybridization, non-targeted 
fragments are washed away and only the 
captured fragments are eluted for deep 
sequencing on any of the next-genera-
tion sequencing platforms (7-10). Gener-
ally, DNA fragment libraries with 500-bp 
fragment size are recommended and used 
for optimal efficiency because shorter 
fragments were reported to increase the 
number of off-target reads (8). However, 
many re-sequencing projects are focused on 
exons of protein coding genes. Because the 
median size of a human exon is only 120 
bp (with 70% of all exons shorter than 200 
bp) (Figure 1), long-fragment libraries can 
have severe limitations. Most importantly, 
many of the specifically captured DNA 
from long-fragment libraries will consist of 
sequences derived from introns flanking the 
exons of interest, which decreases the effec-
tive sequencing yield. To address this issue, 
we have explored the efficiency of enrich-
ment of DNA fragment libraries with much 

Introduction

Fig 1: Size distribution of human exons. The median size of human exons is only 120 bp (with 70% 
of all exons shorter than 200 bp). Therefore many of the specifically captured DNA from long-fragment 
libraries will consist of sequences derived from introns flanking the exons of interest, which decreases 
the effective sequencing yield.
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Chapter 2

Materials and methods

shorter fragments (85–110 bp). We used 
human genomic DNA and an exon-centric 
capturing design on commercially available 
custom microarray slides. We developed an 
effective probe design strategy with tiled 
oligonucleotides for capturing both genomic 
strands, resulting in targeting of 1.69 Mb of 
exonic sequences on a 244 K array. To vali-
date the performance of the microarray-
based enrichment strategy, we have tested 
the specificity of enrichment and evaluated 
the effectiveness of retrieval of known SNPs 
that were present in the targeted regions. 

When applying highly stringent filtering 
criteria, we were able to evaluate 93% of 
the target regions without any false-nega-
tives. Moreover, independent verification 
experiments on newly discovered polymor-
phisms revealed an overall false-positive rate 
of less than 1 per 200 kb. These results indi-
cate that the use of short fragment libraries 
results firstly in highly efficient enrichment 
with relatively even base coverage over the 
targeted region and that secondly the sensi-
tivity and specificity of SNP/mutation calling 
is very high.

Enrichment array design 
Exonic sequences of 1621 genes were selected 
from hg18 build of the human genome span-
ning a total length of targeted sequence of 1.69 
Mb. Genes were selected based on the potential 
presence of exonic SNPs with presumed func-
tional effects and thus potential clinical relevance 
(15). Sixty nucleotide long probes were designed 
with an average tilling density of 10 bp for both 
negative and positive strands. The probe selec-
tion strategy was set using the following rules: all 
possible 60-mer probes starting in a 10 bases long 
window were collected and a single probe with 
the lowest penalty score (see below) was selected. 
This procedure was repeated for every 10 nt bin in 
the region of interest, which presented all coding 
exons of selected genes. Penalty scores were 
calculated as follows: 4 points if Tm  is <77°C or 
>81°C with Tm defined as:

(1)

where nG is total number of guanidines, nC is total 
number of cytosines and N represents oligonucle-
otides length, 2 points per homo-polymer longer 
than 5 bp, 1 point per each base over or below 
the limit (C or G fraction <15% and >25%, A or T 
fraction <25% and >35%). To exclude potentially 
repetitive elements from the design, all probes 
were compared to the reference genome using 
BLAST and those returning more than one hit (as 
defined by E-value cutoff <0.01) were discarded 
from the design. Probes were synthesized on 
custom 244 k Agilent arrays with randomized 
positions.

Library preparation
DNA was fragmented for 6 min using a Covaris S2 
sonicator (6 × 16 mm AFA fiber Tube, duty cycle: 
20%, intensity: 5, cycles/burst: 200, frequency 
sweeping). After fragmentation, fragments were 
blunt-ended and phosphorylated at the 5'-end 
using End-it Kit (Epicentre) according to the 
manufacturer’s instructions, followed by liga-
tion of double-stranded short adapters (adapter 
1: pre-annealed duplex of 5'-CTA TGG GCA GTC 
GGT GAT-3' and 5'-ATC ACC GAC TGC CCA 
TAG TTT-3' and adapter 2: pre-annealed duplex 
of 5'-CGC CTT GGC CGT ACA GCA G-3' and 
5'-GCT GTA CGG CCA AGG CG-3'; all oligo’s 
were acquired through Integrated DNA Technolo-
gies (Coralville, IA, USA) and pre-annealing was 
done by mixing complementary oligonucleotides 
at 500 µM concentration and running on thermo-
cycler with the following program: 95°C for 3 min, 
80°C for 3 min, 70°C for 3 min, 60°C for 3 min, 
50°C for 3 min, 40°C for 3 min and 4°C hold). 
Ligation was performed using Quick ligation kit 
(New England Biolabs) with 1 µg of fragmented 
DNA, 750 nM adaptor 1 and adaptor 2, 150 µl 
of 2× Quick ligation buffer and 5 µl Quick Ligase 
in a total volume of 300 µl. Samples were puri-
fied on Ampure beads (Agencourt) and run on a 
native 6% polyacrylamide gel. Fragments ranging 
from 125 to 150 bp were excised; the piece of gel 
containing fragments was shredded and dispersed 
into 400 µl of Platinum PCR Supermix with 750 
nM of both amplification PCR primers (provide 
sequence of amplification primers), 2.5 U of Pfu 
DNA polymerase (Stratagene) and 5 U Taq DNA 
polymerase (Bioline). Before ligation-mediated 
amplification, the PCR sample was incubated 
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at 72°C for 20 min in PCR mix to let the DNA 
diffuse from the gel and to perform nick trans-
lation on non-ligated 3'-ends. After eight cycles 
of amplification, the library DNA was purified on 
Ampure beads and the quality was checked on 
a gel for the proper size range and the absence 
of adapter dimers and heterodimers. This library 
served as a stock for all subsequent hybridization 
experiments.

Enrichment hybridization and elution
Prior to hybridization, 50 ng of stock library was 
amplified using 10 cycles in 1000 µl of Platinum 
PCR Supermix with 750 nM of both amplifica-
tion PCR primers to produce a sufficient amount 
of library DNA necessary for enrichment (Table 1). 
Amplified library DNA was subsequently purified 
using a MinElute Reaction Cleanup Kit (Qiagen). 
Amplified DNA was mixed with 5 × weight excess 
of human Cot-1 DNA (Invitrogen) and concen-
trated using a speedvac to a final volume of 12.3 
μl. DNA was mixed with 31.7 μl Nimblegen aCGH 
hybridization solution and denatured at 95°C for 
5 min. After denaturing, the sample was hybrid-
ized for 65 h at 42°C on a 4-bay MAUI hybrid-
ization station using an active mixing MAUI AO 
chamber (MAUI). After hybridization, the array 
was washed using the Nimblegen Wash Buffer Kit 
according to the user’s guide for aCGH hybridi-
zation. The temperature of Wash buffer I for 
Library 2 was 42°C instead of room temperature. 
Elution was performed using 800 μl of elution 
buffer (10 mM Tris pH 8.0) in an Agilent Micro-
array Hybridization Chamber at 95°C for 30 min. 
After 30 min, the chamber was quickly disassem-
bled and elution buffer collected into a separate 
1.5 ml tube. Microarray slides were dipped into 
re-distilled water and stored for re-use. Eluted 
library DNA was concentrated in a speedvac to a 
final volume of 50 μl and amplified with a limited 
number of PCR cycles (12–14 cycles) with full-
length primers (amp-P1: 5'-CCA CTA CGC CTC 
CGC TTT CCT CTC TAT GGG CAG TCG GTG AT 
and amp-P2: 5'-CTG CCC CGG GTT CCT CAT 
TCT CTN NNN NNN NNN CTG CTG TAC GGC 
CAA GGC G, where N represent unique barcode 
sequence for each library) to introduce barcode 
sequences as well as adapter sequences required 
for SOLiD sequencing. 

SOLiD sequencing
To achieve clonal amplification of library frag-
ments on the surface of sequencing beads, emul-
sion PCR (emPCR) was performed according to 
the manufacturer’s instructions (Applied Biosys-
tems). A total of 600 pg of double stranded 

library DNA was added to 5.6 ml of PCR mix 
containing 1× PCR Gold Buffer (Applied Biosys-
tems), 3000 U AmpliTaq Gold, 20 nM emPCR 
primer 1, 3 µM of emPCR primer 2, 3.5 mM of 
each deoxynucleotide, 25 mM MgCl2 and 1.6 
billion SOLiD sequencing beads (Applied Biosys-
tems). PCR mix was added to SOLiD emPCR Tube 
containing 9 ml of oil phase and emulsified using 
ULTRA-TURRAX Tube Drive (IKA). The PCR emul-
sion was dispensed into 96-well plate and cycled 
for 60 cycles. After amplification, the emulsion 
was broken with butanol, beads were enriched 
for template-positive beads, 3'-end extended and 
covalently attached onto sequencing slides. Four 
physically separated samples were deposited on 
one sequencing slide and sequenced using SOLiD 
system version 2 to produce 35-base long reads. 
Library 1 has been additionally sequenced using 
the SOLiD version 3 system to produce 50-base 
long reads in a barcoded experimental setup.

Mapping of sequencing data and SNP calling 
Sequencing reads were mapped against the refer-
ence genome (hg18 assembly, NCBI build 36) using 
the Maq package (16), which allows mapping in 
SOLiD color space corresponding to dinucleotide 
encoding of the sequenced DNA with following 
settings: number of maximum mismatches that 
can always be found −n 3, threshold on the 
sum of mismatching base qualities −e 150. Raw 
variant positions were called by the Maq package 
and filtered using custom scripts (available upon 
request). For stringent SNP calling, we used the 
following filtering settings: (i) positions with <20× 
and >5000× coverage were excluded, (ii) each 
of non-reference alleles had to be supported by 
at least three independent reads (as determined 
by different read start positions) separately on 
positive and negative strand with quality >10, 
(iii) the non-reference allele should account for 
at least 20% of the reads covering the polymor-
phic position, and (iv) the ratio between + and – 
strand reads should be between 1/9 and 9 (Table 
2). Positions that passed these filtering settings 
were considered as SNPs. A SNP was qualified as 
homozygous when the fraction of non-reference 
alleles was above 95% and heterozygous when 
the fraction of non-reference alleles was between 
20% and 95%.

Calculation of evenness score 
A crucial parameter for assessing the effective-
ness of any enrichment method is the evenness 
of coverage (12). Here, we introduce a dedicated 
parameter to represent the evenness of coverage 
score,  E. This score intends to describe the 
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uniformity of base coverage over targeted regions. 
Together with the percentage of sequenced bases 
on target, which determines the enrichment level, 
this score can be used as an objective measure 
to compare different enrichment experiments as 
the parameter E is quite insensitive to sequencing 
depth (Figure 2C). The evenness score,  E, 
represents the fraction of whole-sequencing 
throughput that is correctly distributed. Conse-
quently, 1-E represents the fraction of the (whole) 
sequencing output that still has to be redistrib-
uted from positions with coverage above average 
to positions with coverage below average (by 
better enrichment) to get the ideal even coverage 
over all targeted positions. The more even the 
coverage, the higher the evenness score: E will be 
100% for completely uniform coverage of every 
base in the targeted regions and approaches 0% 
in case of extreme non-uniform distributions. 
From  Figure 2B, one can appreciate that  E  is 
equivalent to the area under the curve. Hence, a 
formula for E can be readily arrived at by summing 
for all percentage positions up to the normalized 
coverage of 1, as in the ideal case all positions 

will have a coverage at least equal to the average 
coverage. Thus the evenness score, E is defined as:

(2)

Where Pi  is defined as number of targeted posi-
tions with  at least  coverage  Ci,Cave  is defined as 
the average coverage through all targeted posi-
tions and  NTP  is defined as a total number of 
targeted positions. This formula can be rewritten 
in a form which is numerically more attractive, as 
Cave may not be an integer number:

(3)

Where  F(i) is the fraction of positions with 
normalize coverage of at least C(i)/Cave. This frac-
tion equals Pi/NTP, where Pi  is percentage of posi-
tion with a coverage of at least  C(i) and  NTP  is 
the total number of targeted positions. Cave is the 
average coverage over all targeted positions. This 
integral corresponds to the area under the curve 

TABLE 1. Enrichment statistics 

Library1 Library2 Library3 Library1

Length of sequenced tags 35 35 35 50

Microarray slide new new reused new

Amount of hybridized DNA (µg) 3 3 6.5 3

Washing temperature RT 42ºC RT RT

Mappable tags (millions) 6.64 18.88 17.05 14.10

Uniquely mappable tags (millions) 4.97 12.70 13.98 10.78

Mappable sequence on target 56% 40% 61% 53%

Uniquely mappable sequence on target 67% 60% 75% 69%

Bases covered 1x 99.59% 99.38% 99.88% 99.97%

Bases covered 10x 92.49% 93.18% 98.08% 99.37%

Bases covered 20x 83.17% 86.77% 95.46% 98.13%

Bases covered with 10% of average coverage* 95% 90% 95% 98%

Bases covered with 25% of average coverage* 86% 77% 86% 92%

Bases covered with 50% of average coverage* 69% 60% 69% 76%

Evenness score E (%)** 70.2 62.4 70.1 74.8

The last column gives the results of an experiment in which the library resulting from a first enrichment 
experiment was sequenced using the Solid V3 update, which provides 50 bp read lengths.
*The percentage of bases covered with a given percentage of the average coverage is a better meas-
urement for comparison of coverage evenness than the percentage of bases covered with a certain 
depth, because it is independent on overall depth of sequencing.
**Evenness score represents the fraction of sequenced bases that do not have to be redistributed from 
above-average coverage to below-average coverage positions to obtain completely even coverage for 
all targeted positions. This is a measurement that is relatively independent on sequencing depth.
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of the graph between a normalized coverage of 0 
and 1 (Figure 2B).

The relative independence of the evenness 
score E on sequencing coverage is brought about 
by the normalization to the average coverage. 
Hence,  E  solely reflects the quality of targeted 
genome selection.

llumina SNP genotyping
The DNA sample that was used in this study was 
genotyped using an Illumina HumanHap550+ 
Genotyping BeadChip through 23andMe serv-
ices (http://www.23andme.com). A total of 384 
genotyped SNPs, which are either heterozygous 
or homozygous non-reference in the sample, are 
located in the 1.69 Mb region of our interest. 
These positions were used as a reference set for 
identifying false negatives in our sequencing 
dataset.

TABLE 2. SNP calling statistics

Library1 Library2 Library3 Library1

Length of sequenced tags 35 35 35 50

Average coverage 67x 148x 204x 213x

SNP positions validated 384 384 384 384

SNP positions filtered due to low coverage (<20x) 18.8% 25.8% 3.4% 1.8%

SNPs with enough coverage filtered out for other reasons* 26.5% 21.1% 27.9% 6.0%

SNPs identified after filtering (with at least 20x coverage) 54.7% 53.1% 68.7% 92.2%

False negative discovery rate 45.3% 46.9% 31.3% 7.8%

*due to low base quality, or large strand bias

Results and discussion

Specificity of enrichment
Short fragment (85–110 nt) libraries were 
made using focused acoustic fragmentation 
(Covaris) and used for enrichment on custom-
designed 244 K Agilent microarrays. The 
specificity of the enrichment was determined 
by sequencing on an ABI SOLiD sequencer 
version 2 with a quadrant slide capacity per 
sample (loaded at various densities). This 
resulted in 219–676 millions of mappable 
bases out of which 40–61% mapped directly 
to the targeted regions (Table 1). Increasing 
the stringency by raising the washing 
temperature from room temperature to 42°C 
(Library 2) did not increase the enrichment 
efficiency (Table 1). In contrast, the even-
ness of coverage E did decrease appreciably 
from 70% to 62 % (Table 1 and Figure 2A), 
suggesting selective loss of specific target 
regions. Increasing the amount of DNA for 
hybridization (Library 3) had no effect at all.

The percentage of on-target bases 
increases to 60–75% when only taking 
into account bases from reads that could 
be placed completely uniquely on the 
genome. Our results contrast with previ-
ously reported results (8), where the use of 
100–200 bp fragments resulted in only 29% 
percent of reads mapping to targeted exons. 
The observed difference could possibly be 
explained by differences in probe design 
strategy and/or array platform (Nimblegen 
versus Agilent). A different approach for 
enrichment using 170-nt long biotinylated 
RNA probes (12), resulted in 42–50% 
of sequenced bases mapping directly to 
targeted exons. An alternative solution-
based approach used molecular inversion 
probes (MIPs) (13) for selective capturing of 
55 000 human exons and resulted in >99% 
of all reads mapping to the targeted regions. 
However, since the first 20 bp of each 
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Fig 2: Comparison of sequence coverage evenness after enrichment. The fraction of target 
positions with at least that coverage was as compared to the average coverage. A) Comparison of 
various enrichment (washing temperature and input DNA) and sequencing (35 vs 50-mer) conditions. 
Library 1 sequenced by 50-mer reads results in the most even coverage compared to other libraries. The 
brown curve depicts the best possible evenness for an ideal evenly enriched sample with 100x average 
coverage where the unevenness is purely caused by statistical randomness in the coverage assuming a 
Poisson distribution of the sequencing reads. B) The evenness score, E, represents the fraction of whole 
sequencing throughput that is correctly distributed (marked area below the curve). Consequently, 1-E 
represents the fraction of the (whole) sequencing output which has to be redistributed from positions 
with coverage above average to positions with coverage below average (by better enrichment) to get 
the ideal even coverage over all targeted positions. The more even the coverage, the higher the evenness 
score. C) Correlation of evenness score E for randomized sets to the sequencing depth. In this simulation 
the unevenness of these datasets is purely caused by the random distribution of reads and fits a Poisson 
distribution of sequence coverage. When the discrete character of the data is reduced by sufficient depth 
of coverage, E changes only slightly with increasing average coverage and thus can be characterized as 
relatively independent of sequencing depth. D) Comparison between + and – strand coverage for 35 
and 50-mer reads. In the case of 50-mer reads the coverage is more even with fewer positions covered 
by extremely low (or high) numbers of sequencing tags. This difference is more prominent when the 
coverage is determined separately for the positive or negative strand. Independent strand coverage is 
better for 50-mer than for 35-mer sequencing.
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sequenced read are always coming from the 
MIPs only the remainder of the sequence is 
informative for genotyping and a substantial 
proportion of the overall sequencing output 
thus has to be discarded as non-informative. 
Moreover, exons longer than the maximum 
read length of the sequencing platform will 
need multiple probe designs for capturing 
and sequencing. As no commercial solutions 
are available for cost-effective synthesis of 
high-quality, long oligonucleotides (>100 
nt), which are required for this approach, 
widespread implementation of this method 
is questionable.

Evenness of coverage
During enrichment not all DNA hybrid-
izes to capture probes with the same effi-
ciency. As a result, targeted sequences are 
covered unevenly with sequencing reads. 
For a limited number of regions there even is 
no coverage at all. Generally, the more even 
the coverage distribution is, the less overall 
sequencing depth is required for variant 
detection. In our experiments 60–76% of 
targeted regions are covered with >50% 
of average coverage, 77–92% of targeted 
regions are covered with >25% of average 
coverage and 90–98% of reads have >10% 
of average coverage (Table 1 and Figure 2A). 
In addition, we covered 99.38–99.97% of 
targeted positions with at least one read 
suggesting significantly better evenness 
of coverage compared to other studies, 
where 82% (10); 95% (12) or 99.21% (17) 
of targeted positions were covered with at 
least one read.

For better comparison of coverage even-
ness, we introduce a new parameter, the 
evenness score E (see section ‘Materials and 
Methods’ section and  Figure 2B).  E is rela-
tively independent of sequence coverage 
and thus enables the comparison of different 
libraries with varying sequencing depth. 
The relative independence of the even-
ness score E  to sequencing depth is shown 
in  Figure 2C. In this figure, the correlation 

of E for a randomized read sets assuming a 
Poisson read distribution, is calculated as a 
function of the sequencing depth. Figure 2C 
shows that once the sequencing coverage 
is sufficiently high (>50×), the evenness 
score E changes only slightly with increasing 
average coverage and thus can be char-
acterized as relatively independent of the 
sequencing depth. The evenness score repre-
sents the area under the curve in a fraction 
of the positions with at least that coverage vs 
normalized coverage at X = 1 (see in Figure 
2B). In other words, E represents the fraction 
of sequenced bases that do not have to be 
redistributed from above-average coverage to 
below-average coverage positions to obtain 
completely even coverage for all targeted 
positions. The evenness score, E = 100% for 
perfectly uniform coverage and approaches 
0% in cases of extreme non-uniform distri-
butions. By using short-fragment libraries, 
we achieved even distributions with even-
ness scores (E) ranging from 62.4% (Library 
2) to 74.8% (Library 1 sequenced with 
50-nt read length). Sequencing of the same 
enriched library on SOLiD V3 with 50-nt 
long reads instead of 35-nt long reads with 
SOLiD V2 resulted in a better evenness score 
with E, rising from 70.2% to 74.8% (Table 
1 and Figure 2A). The most obvious explana-
tion for this observation would be that the 
longer reads resulted in improved bridging 
of regions with lower capture efficiency due 
to fragments captured by well-performing 
flanking probes. In addition, due to low 
complexity of genomic regions, 35-mer tags 
cannot be mapped uniquely to a substan-
tial part of the genome and this fraction is 
reduced with 50-mers.

To illustrate that the described approach 
universally results in high evenness, we 
analyzed additional experiments that were 
performed with the same experimental 
protocol, but with different array designs 
and/or species (Supplementary Table 
S1  and  Supplementary Figure S1). We do 
find a consistent high evenness score, even 
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between organisms (human, rat and Arabi-
dopsis). Moreover, we reanalyzed publically 
available datasets from recently published 
genomic enrichment experiments (6,11,18) 
showing that our experiments result consist-
ently in more even coverage, especially 
when considering strand-specific coverage 
(Supplementary Table S1 and Supplementary 
Figure S1). The latter is especially important, 
as we observed in our dataset that proper 
coverage on both strands is instrumental 
for reducing false positive heterozygote SNP 
calling. This is most likely due to systematic 
errors that are introduced by the sequencing 
process due to platform-specific biases in 
sequencing chemistry, which is in all cases 
context dependent and thus different for 
the + and – strand.

Sequencing of positive and negative 
DNA strand
We found that having sequencing data 
mapping to both positive and negative strand 
is an important factor in reducing false posi-
tive variant calls. Therefore, we evaluated the 
evenness of coverage with respect to DNA 
strand. A substantial part of the targeted 
sequence was covered by sequencing tags 
coming from only one strand in case of 
libraries sequenced as 35-mers with SOLiD 
V2 chemistry (Figures  2D and 3). Increasing 
the read length to 50-mers improved double-
stranded coverage markedly, in line with the 
observed overall base coverage (Figures 2D 
and 3).

Improvements of sequencing coverage
Since the contribution of the random char-
acter of sequencing to unevenness of 
coverage was minor (Figure 2C), further 
improvements in the evenness of the 
sequencing coverage could be obtained 
by improvement of the enrichment proce-
dure. The strategy used in our array design 
resulted in overlapping probes and did 
not provide much opportunity for rede-
signing probes for poorly enriched regions. 

Therefore, we included various probes at 
variable quantities in our test design. We 
found a very strong correlation between 
the number of probes and eventual base 
coverage (Figure 4). Spotting more copies 
of the same probe for underperforming 
regions therefore seems an effective strategy 
for improving E. Furthermore, these results 
also indicate that a limiting factor for DNA 
yield after elution could be the number of 
probe molecules and their saturation after 
65 h of hybridization and not the deple-
tion of targeted library molecules. This is 
supported by the observation that increasing 
the amount of library DNA during hybridi-
zation had no effect on enrichment effi-
ciency and coverage. However, we cannot 
exclude that the efficiency of mixing during 
hybridization is limited and that local deple-
tion of target sequences occurred, without 
saturating the capturing probes. Presence 
of capture probes at physically separated 
locations (which is the case in the random 
design used in these experiments) would in 
such case also improve capturing efficiency.

Yet another possibility for improvement 
of sequence coverage can be expected from 
further increasing sequencing read length, in 
line with our results obtained for 35- versus 
50-mer reads.

Identification of polymorphic positions
To determine the accuracy of SNP detection, 
we compared SNPs called from sequencing 
data obtained from enriched short-fragment 
libraries and those genotyped by an Illumina 
HumanHap550+ Genotyping BeadChip. A 
total of 384 SNP genotyped positions were 
different from the reference allele (either 
heterozygous or homozygous) and were 
located in the targeted regions. From those 
384 SNP positions, 53.1– 92.2% passed the 
stringent criteria of our SNP filtering pipe-
line, which required sufficient high-quality 
base coverage on both DNA strands. In 
concordance with evenness of coverage, 
Library 1 sequenced on SOLiD V3 with 50-nt 

34



Multiplexed enrichment

long reads gave the best results with only a 
7.8% false negative discovery rate over the 
complete targeted region. From this total of 
7.8% false-negative SNP positions, 3.6% 
had not been covered with (i) at least 20 
reads, and (ii) at least 3 reads from each of 
the strands or (iii) did not have a coverage 
ratio from both strands within the limits set 
at 1/9 and 9. Consequently, this part of the 
targeted regions could already be marked 
as not surveyed, even prior to SNP calling, 
since this part would not pass our minimal 
requirements of SNP calling. Such a predic-
tion will be important for clinical diagnostic 
purposes because this enables one to predict 
which regions have not been sequenced 
sufficiently deep for reliable SNP calling. 
Taken together, at ∼200× average sequence 
coverage, we were able to survey 96.4% 
of 1.69 Mb of genomic sequence with only 
4.2% of false negative calls, while 3.6% 

of targeted regions had to be marked as 
unsurveyed.

The better performance of Library 1 could 
be explained by better evenness of coverage 
(more positions have sufficient base coverage 
for reliable SNP calling) as well as by better 
strand balance where more positions have 
good coverage coming from tags mapping 
to both negative and positive strands (Figures 
2D and  3). Another explanation for the 
better performance of longer reads could 
be a reduction of mappability bias. While 
mapping sequencing reads, non-reference 
alleles are more likely to be discarded due to 
low mapping quality, since they already have 
one mismatch (two mismatches in SOLiD 
color space) compared to reads coming from 
reference alleles. Additionally, capture of non-
reference DNA molecules to reference capture 
probes may be slightly less effective. Indeed, 
the overall frequency of non-reference allele 

Fig 3: Exemplary representation of target coverage after enrichment. Sequencing results of library 
1 are shown for 35-mer (green) and 50-mer (purple) sequencing. Total, positive and negative strand 
reads are shown independently. Coverage is more equal and better represented by both strands for the 
longer sequencing reads.
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Fig 4: Correlation of probe density and sequencing coverage. Each genomic region was repre-
sented on the array with a variable number of capture probes throughout the region. The sequencing 
coverage per base (blue line) linearly correlates with probe density (red line).

Fig 5: Distribution of non-reference allele reads. The percentage of non-reference allele reads was 
calculated for every heterozygous and homozygous non-reference allele position in the targeted region 
(n = 1,197) and is represented in bins of 5%. For heterozygous calls the distribution is skewed towards 
reference allele reads.
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reads for heterozygous positions was shifted 
downward form the 50% position, although 
not dramatically (Figure 5). The mappability 
issue is even more serious for SNPs that have 
additional linked SNPs in close vicinity. This 
bias is less prone for longer reads since one 
mismatch contributes less to overall mapping 
accuracy in 50-mers compared to 35-mers.

Detection of novel variants
We analyzed the results of Library 1 (50-mer 
reads) for the presence of polymorphisms. 
A total of 1197 SNPs were identified within 
the targeted regions plus 30-bp flanking 
intronic regions using our SNP detection 
pipeline. This set included the 384 previ-
ously genotyped SNPs as well as 759 other 
polymorphisms that were already present 
in dbSNP129 or the Ensembl database. We 
considered these 1143 (95.5%) SNPs as vali-
dated and set out to validate the remaining 
54 SNPs by PCR-based dideoxy resequencing. 

We failed to develop working assays for 10 
candidate SNPs, most likely due to the repet-
itive nature of the genomic environment. 
We found that only eight of the remaining 
candidates, all heterozygote scores, were 
identified as false positives. Altogether, our 
results indicate a false positive rate of less 
than one per ∼200 000 bp (0.0005%). All 
eight false positive SNPs tended to have a 
lower than average percentage of non-refer-
ence allele reads and/or low overall base 
coverage compared to true positives (Figure 
6). Although we only used planar microar-
rays in our experiments, we believe that the 
characteristics of short-fragment libraries 
described here will be equally applicable to 
any hybridization-based approach, including 
in-solution methods.

Input DNA requirements
Relatively high amounts of DNA are normally 
used for enrichment procedures, which can 

Fig 6: Sequencing coverage and percentage of non-reference allele distribution for validated 
and non-validated SNPs. All polymorphic and non-reference positions that were identified by the SNP 
detection pipeline are plotted as a function of total base coverage versus non-reference read frequency. 
Validated SNPs (either by their presence in dbSNP or by resequencing) are indicated in blue, non-vali-
dated SNPs are shown in red and positions for which no working validation assay could be designed 
in green. False-positive SNPs tend to have a lower percentage of non-reference allele reads and/or low 
overall coverage.
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be a limiting factor for many clinical applica-
tions. In our experiments, we used only 1 μg 
of genomic DNA for all experiments shown. 
The fragment library was made and ampli-
fied with only eight PCR cycles to produce a 
stock library, which was sufficient for at least 
20 independent enrichment procedures as 
described here. Before enrichment a small 
proportion (50 ng) of the initial library was 
amplified with 10 PCR cycles to produce 
sufficient material for hybridization. After 
enrichment the eluted library was ampli-
fied by an additional 13 cycles to produce 
amounts sufficient for accurate quantifica-
tion and sequencing. By using these logistics, 

the stock library could be used multiple 
times for different enrichment experiments, 
taking away the need for re-isolating DNA 
or re-preparing sequencing libraries. In addi-
tion, most of the amplification cycles (18 out 
of 31 in total) were done before hybridiza-
tion. Potential biases in coverage caused by 
PCR could, in theory, be normalized again 
during the hybridization step. However, this 
requires that capturing probes, rather than 
target molecules, are the limiting factor in 
this step.

Detailed analysis of our deep-sequencing 
results revealed no unexpected clonality bias 
due to the amplification steps.

Conclusions
Short-fragment libraries provide highly effi-
cient enrichment characteristics for exonic 
targets. The relative even base and strand 
coverage facilitates accurate SNP and muta-
tion retrieval and discovery. To measure 
the evenness of coverage, which is rela-
tively independent of sequencing depth, 

we have introduced the parameter  E  [see 
Equations (2 and 3) and Figure 2]. This score 
can be applied to any genomic enrichment 
experiment and in combination with the 
percentage of reads on target it provides 
the possibility to compare the efficiency of 
different approaches.
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Supplementary Table

Dataset Library

Evennes score*

Both strands Positive strand Negative strand

Human Library1_50 75.7% 74.2% 74.2%

Arabodipsis 193 74.8% 73.1% 71.1%

Rat vip 76.6% 74.0% 74.4%

Summerer et al. NA18561 49.8% 41.8% 41.7%

Okou et al. NA18508 70.8% 63.3% 64.8%

NA12057 71.3% 65.5% 66.9%

NA17005 62.0% 52.4% 56.6%

Ng et al. NA18507 65.8% 62.7% 63.9%

NA12878 63.0% 59.2% 61.1%

NA19240 65.8% 61.8% 63.0%

Performance of our enrichment method with different probe designs and different species with 
comparison to other publically available datasets.
 * Evenness score represents the fraction of sequenced bases that do not have to be redistrib-
uted from above-average coverage to below-average coverage positions to obtain completely 
even coverage for all targeted positions. This is a measurement that is relatively independent on 
sequencing depth.
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Supplementary Figure:  Performance of our enrichment method with different probe designs 
and different species with comparison to examples of other publicly available datasets.  Even-
ness of coverage is reproducible among different capture designs and is better compared to other 
available datasets NA18508(1), NA12057(1), NA07055(1), NA18561(2), NA18507(3), NA12878(3), 
NA19240(3).

 

 

Supplementary Figure:  Performance of our enrichment method with different probe designs and 
different species with comparison to examples of other publicly available datasets.  Evenness of 
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Chapter 3

Abstract
Targeted genomic enrichment followed by next-generation DNA sequencing dramati-
cally increased the efficiency of mutation discovery efforts. We describe a protocol for 
genomic enrichment of pooled barcoded samples in a single assay that substantially 
increases experimental flexibility and efficiency. We screened a 770 genes (1.4 Mb) in 
30 rat individuals and identified known variants at >96 % sensitivity, as well as novel 
mutations at a false positive rate of <1 in 8 Mb.
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Targeted genomic enrichment of multiplexed samples

While throughput of next-generation 
sequencing equipment continues to increase 
one may argue whether genomic enrich-
ment strategies are sufficiently cost- and 
labour-efficient compared to whole genome 
sequencing. However, for many applications, 
including most diagnostic assays, genetic 
variation in only part of the genome (e.g. 
coding sequences or specific sets of genes) 
is of interest with the rest of the genome 
being irrelevant or non-interpretable. 

Targeted genomic enrichment for 
high-throughput sequencing was first 
demonstrated by using planar microarrays 
with tiling paths of probes complementary 
to the target regions of interest, while more 
recently in solution approaches using DNA 
or RNA probes (in review (1)) have become 

increasingly popular because of experi-
mental versatility. However, in all cases, 
only a single sample can be enriched per 
assay, limiting throughput and making the 
approach laborious and costly. As a result, 
efficient protocols for large-scale mutation 
discovery efforts that include many samples 
as well or involve many genes are still lacking. 
We developed a universal and efficient 
protocol for large-scale mutation discovery 
and demonstrated a proof-of-principle in 
a gene-driven target-selected mutagenesis 
approach (also known as TILLING, Targeting 
Induced Local Lesions In Genomes, for 
examples (2,3)) for the generation of genetic 
knockout models in the rat (4). This reverse 
genetics approach is commonly used in a 
wide-range of other model animals and 
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Figure 1. (a): Schematic representation of the next-generation reverse genetics procedure. This proce-
dure can be divided into 4 different experimental steps (for details of each step see Supplementary Figure 
1). First, mutagenized founder individuals are outcrossed to generate an F1 resource from which DNA 
is isolated. Second, the DNA is used to generate sequencing libraries. SOLiD barcodes are introduced 
for every individual sample before pooling and multiplexed enrichment for genes of interest. Next, the 
enriched multiplexed libraries are sequenced, followed by barcode decoding and bioinformatic data 
analysis for the presence of heterozygous mutations. All identified variants were verified by an indepen-
dent assay using capillary sequencing. (b): Specific blocking oligonucleotide to increase hybridization 
efficiency in multiplexed genomic enrichment experiments. The oligonucleotide sequence is complemen-
tary to the adapter 2 and the P2-short adapter, which are required for SOLiD sequencing. Between these 
sequences degenerate bases are present that are complementary to the different barcodes. Further-
more, a dideoxy group is present at the 3’ end to prevent contribution to the post-enrichment PCR. (c):  
Frequency and coverage plot of identified variants in the mutation discovery screen.  The allele frequen-
cies of the identified variants are plotted against sequence coverage in the SOLiD data. The red dashed 
lines indicate the upper and lower allele frequency boundaries between which variants are considered 
to be heterozygous. False positive variants (red dots) tend to have a low percentage of non-reference 
alleles and a low coverage.
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plants (2,5) and is based on the random 
introduction of (point-)mutations in the 
germline of the organism of interest by 
chemical mutagenesis. Next, progeny is 
screened for induced mutations in target 
genes of interest, with the objective to iden-
tify alleles that affect protein function, e.g. 
by introducing a premature stopcodon or by 
changing functionally important residues. 
To this end, various screening methods have 
been applied, including nuclease- (6) or Mu 
transposase-based mismatch detection (7), 
CSCE (8) (Conformation Sensitive Capillary 
Electrophoresis), HRM (8) (High Resolution 
Melting Analysis) or PCR-based dideoxy 
resequencing (9,10). However, these assays 
are typically limited to single genes or exons, 
making them unsuited for the systematic 
generation of genome-wide collections 
of knockout mutants employing the large 
archives that have been or are currently 
being build for various species (7,9).

To be able to screen a much larger number 
of genes in parallel, we multiplexed indi-
vidually barcoded samples before targeted 
genomic enrichment and SOLiD-based next-
generation sequencing (Fig. 1a). To be able 
to determine the false-positive rates, we 
made use of a previously generated reposi-
tory of mutant F1 rats (10). A selected set 
of genes was previously screened in these 
animals by traditional dideoxy resequencing 
of PCR-amplified genomic segments (exons)
(4) , showing a heterozygous ENU-induced 
point mutation frequency of 1 in 720 kb. 
Here, custom capture microarrays were 
designed to enrich for genomic regions of 
interest (1), including all conserved non-
odorant G protein-coupled receptors plus an 
additional ~500 kb of sequence encoding 
MIM morbid genes. In total, the complete 
coding sequence of 770 genes was covered, 
adding up to 1.4 Mb of target sequence 
(Supplementary Table 1).

In a first experiment, we pooled equimolar 
amounts of individually barcoded sequencing 
libraries from 10 animals and enriched them 

for the genomic regions of interest in a 
single enrichment experiment. Sequencing 
using a single AB/SOLiD slide yielded 16.6 
± 3.8 million reads for every animal (Table 
1 and Supplementary Table 2). In contrast 
to standard non-multiplexed enrichment, 
where we routinely obtain between 60 
and 90 % of reads on target (11), we only 
acquired about 35 % of the reads on target 
across all samples using multiplexed enrich-
ment. Nevertheless, an average coverage of 
about 200 × for the targeted regions was 
obtained for all samples, which is sufficient 
for reliable variant discovery (Table 1 and 
Supplementary Table 2).

We hypothesized that the relatively low 
enrichment specificity might be due to the 
long barcode-containing 3’ adaptors (52 nt), 
which could mediate hybridization between 
unrelated library molecules and thereby 
allow for carry-over of non-targeted DNA 
molecules (12). Therefore, we designed 
specific degenerate primers to block the 
barcode sequences before and during 
hybridization-based enrichment (Fig. 1b). 
The amount of degeneracy of the region 
blocking the actual barcode can differ based 
on the barcode kit used. In this study the 
20 barcode kit was used so degeneracy 
is moderate (Supplementary Table 3 and 
Supplementary Fig. 2a). When using the 
96 barcode kit, full degeneracy is required 
(Supplementary Fig. 2b).  New libraries were 
prepared for a second set of 20 animals and 
enrichment was performed in the presence 
of these blocking oligonucleotides. Now 
the enrichment efficiency was increased to 
an average of 60 % of the reads on target, 
resulting in 188 × average target coverage 
per animal from a single slide AB/SOLiD run 
(Table 1 and Supplementary Table 4).

To identify heterozygous mutations in the 
enrichment sequencing data, we developed 
a bioinformatic pipeline that takes into 
account allele frequency, independent read 
starts, and allele coverage on the Watson 
and Crick DNA strands. Using standard 
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parameters all 31 known mutations (from 
previous capillary sequencing) were picked 
up except for one. Manual inspection of the 
mutation that was missed revealed that the 
coverage of the mutant allele was below the 
threshold level, but also that this mutation 
was flanked by a linked SNP two basepairs 
downstream of the mutation. The presence 
of two mismatches between the probe and 
the mutant allele may result in decreased 
capturing efficiency compared to DNA frag-
ments originating from the wild-type allele. 
Furthermore, the presence of two additional 
polymorphisms may also affect mapping effi-
ciency of the short read (50-mer) sequencing 
data, which would further increase the 
reference bias (ie the bias where a perfect 
reference sequence maps better that a less 
matching sequence due to polymorphisms).

Besides the 30 known mutations, an 
additional 133 novel heterozygous variations 
were identified (Supplementary Tables 5 and 
6). PCR amplicons were designed to confirm 
these mutations by capillary sequencing. For 
21 variants, we failed to design a working 
amplicon or capillary sequencing failed due 
to low sequence complexity (e.g. simple 
repeats). The fact that these loci could be 
screened by AB/SOLiD sequencing can be 
considered a specific advantage of the 
current approach compared to traditional 
PCR-based dideoxy sequencing. A total of 
105 variants were readily confirmed, while 
7 mutations could not be confirmed by 
capillary sequencing. However, inspection of 
the allele frequencies in combination with 
sequence coverage in the SOLiD data (Fig. 
1c) suggests that most of these mutations are 
real mutations that may be false negatives in 
traditional PCR-based dideoxy resequencing. 
In support of this, we did identify 5 novel 
mutations in genes that were previously 
screened by capillary sequencing (~230 kb 
in total) resulting in a false negative rate of 1 
in 46 kb (Supplementary Table 6). 

Nevertheless, with only 7 poten-
tial false positives (7 % of all candidate 

mutations), the overall false positive rate 
in our experiments (~58 Mb of screened 
target sequence) is less than 1 in 8 million 
base pairs surveyed. Although this rate may 
go up when lower coverage sequencing is 
used, the obtained rates are much better 
than routinely obtained by high-throughput 
capillary dideoxy resequencing. Further-
more, our results are similar as compared to 
results obtained in previous non-multiplexed 
studies. For example, a study screened 304 
kb of sequence in 10 individuals with 99.5 
% and 97 % accuracy for homozygous 
and heterozygous sites (13), respectively. In 
another study 97-99 % SNP calling accuracy 
was shown (14). It should be mentioned, 
however, that in these studies the average 
coverage depth was lower, but also that the 
false-negative rates were not explored.

Of the 105 confirmed variants identi-
fied here, 30 were observed in more than 
one F1 animal and are therefore believed 
to be common single nucleotide polymor-
phisms (SNPs) in the outbred rat strain that 
was used (Supplementary Table 5). The 75 
remaining variants are likely mostly novel 
chemically induced mutations, resulting in 
an overall ENU mutation frequency of 1 in 
775 kb, which is similar to results obtained 
in previous screens in this genetic back-
ground (4,10) . The identified mutations 
(Supplemental Tables 5 and 6) include 2 
nonsense, 1 translational start site, 53 
missense, 14 silent, and 5 non-coding muta-
tions, resulting in novel candidate knockout 
models for the G protein-coupled receptor 
GRM2,  the peroxisomal membrane protein 
PXMP3 and the prolactin hormone receptor 
PRLHR.

Taken together, we have described a 
universal method that allows for highly 
efficient multiplexed mutation discovery 
with very low false positive and false nega-
tive rates. While we demonstrate utility of 
the approach with medium target size in 
combination with medium sample number 
employing planar capture microarrays, we 
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Sequence and enrichment statistics

Table 1:   Sequencing statistics for enrichment of multiplexed pools of barcoded rat DNA samples 

Pool size On target (%)

Coverage regions of interesta Fold coverageb

> 1x (%) > 20x (%) Mean Median

10 animals 35 99.4 95.1 204 183

20 animals 59 99.4 96.4 196 191

a target region includes coding sequences of 770 genes encompassing ~1.4 Mb
b including non-targeted regions (e.g. exon-flanking intronic sequences)

have successfully applied the same approach 
to large target sizes (SureSelect exome, 36 
and 50 Mbp) in combination with small 
numbers of samples using commercially 
available in solution capture assays (E.C. 
unpublished results). With continuously 
increasing capacity of next-generation 

sequencing equipment, the need for versa-
tile multiplexing targeted experiments will 
continue to grow and the described approach 
can easily be scaled further without notably 
increasing the lab effort or decreasing accu-
racy, making it amendable for a wide range 
of applications. 

Online Methods
Preparation of sequencing libraries
One microgram of each individual genomic DNA 
sample was fragmented to ~ 100 nt double-
stranded DNA fragments by sonication in 100 
µl of 10 mM Tris buffer pH 8 using Covaris S2 
sonicator (6× 16 mm AFA fiber Tube, duty cycle: 
20 %, intensity: 5, cycles/burst: 200, frequency 
sweeping, 6 minutes). After fragmentation, 
fragments were blunt-ended and phosophor-
ylated at 5’-prime end using End-it Kit (Epicentre) 
according to the manufacturer’s instructions. 
Double stranded adapters compatible with SOLiD 
sequencing (Supplementary Table 3: adapter 1: 

pre-annealed duplex of Adapter 1_A and Adapter 
1_B and adapter 2:  pre-annealed duplex of 
Adapter 2_A and Adapter 2_B; all oligo's were 
acquired through Integrated DNA Technologies 
and pre-annealing was done by mixing comple-
mentary oligonucleotides at 500 µM concentration 
and running on thermocycler with the following 
program: 95 ˚C for 3 min, 80 ˚C for 3 min, 70 ˚C 
for 3 min, 60 ˚C for 3 min, 50 ˚C for 3 min, 40 ˚C 
for 3 min and 4 ˚C hold), were ligated to the frag-
mented DNA (~ 1 µg) using Quick ligation kit (New 
England Biolabs) with 750 mM adaptor 1 and 
adaptor 2, 150 µl of 2x Quick ligation buffer, 5 µl 

Accession codes
Sequencing data is available from NCBI GEO 
accession number (ID GSE22024).
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Quick Ligase in a total volume of 300 µl. Samples 
were purified using Ampure beads (Agencourt) 
and amplified in 400 µl of Platinum PCR Supermix 
with 750 mM of both amplification PCR primers 
(P1_short and BC-primer 1-20: 5’-CTGCCCCG-
GGTTCCTCATTCTCTNNNNNNNNNNCTGCT-
GTACGGCCAAGGCG-3’ where N represents 
unique barcode sequence for each library, 
Supplementary Table 3 and Fig. 2a), 2.5 U of Pfu 
DNA polymerase (Stratagene) and 5 U Taq DNA 
polymerase (Bioline). Before ligation-mediated 
amplification, the PCR sample was incubated at 
72 ˚C for 5 minutes in PCR mix to perform nick 
translation on non-ligated 3’-ends. After 6 cycles 
of amplification, the library DNA was purified on 
Ampure beads and the quality was checked on a 
gel for the proper size range and the absence of 
adapter dimers and heterodimers.  Finally, libraries 
were equimolarly pooled and size selected on 4 % 
agarose gel for the 125-175bp fraction. 

Array hybridization and elution
Here, we have chosen to use custom-designed 
microarrays for targeted genomic enrichment, 
because of their high flexibility in terms of design, 
their robust performance in heterozygous muta-
tion discovery experiments (11), and their cost-
effectiveness. The array costs (about 500 euro/
dollar) currently contribute only about 5-10 % 
of the costs of a multiplexed mutation discovery 
experiment. Because at least 20 samples can 
be multiplexed and arrays can be re-used after 
extensive stripping (preferably using different 
sets of barcodes to fully exclude potential carry-
over) up to 100 samples can be enriched using a 
single array, bringing enrichments costs below 10 
euro/dollar per sample.  However, the described 
approach using microarrays for enrichment is not 
very amendable to parallelization and automa-
tion, making in solution approaches more attrac-
tive alternatives. Although not described here, we 
explored the possibility to use the same approach 
as described here in combination with standard 
in solution enrichment (Agilent SureSelect) and 
found that enrichment of 20 pre-barcoded 
samples resulted in similar enrichment efficiencies 
and mutation retrieval rates. 

Prior to hybridization size-selected library was 
amplified with 10 PCR cycles (95˚C for 5 min, 10 
cycles: 95 ̊ C for 15 s, 54 ̊ C for 15 s and 70 ̊ C for 45 
s) in 1000 µl of Platinum PCR Supermix with 750 
mM of both amplification PCR primers (Supple-
mentary Table 5: P1_short  P2_short) and 6.25 U 
of Pfu DNA polymerase (Stratagene) to produce 
amounts of DNA necessary for enrichment (2-7 
μg) and purified using MinElute Reaction Cleanup 

Kit (Qiagen). Amplified DNA was concentrated to 
12,3 μl  of volume by speedvac together with non-
specific, repeat enriched DNA (10 × weight excess 
of Hybloc rat DNA (Applied Genetics Laboratories, 
Melbourne, FL)). In addition for rat pool2 10 × 
weight excess of both barcode blocking oligos 
(Supplementary Table 3: block1 and block2) was 
used. DNA was mixed with 31.7 μl of Nimblegen 
aCGH hybridization solution and denatured at 
95˚C for 5 minutes. After denaturing the sample 
was hybridized to a custom Agilent microarray 
for 72 hours at 42˚C on a MAUI hybridization 
station. After hybridization, the array was washed 
using Nimblegen Wash Buffer Kit according the 
user’s guide for aCGH hybridization. Elution was 
performed using 800 μl of elution buffer (10 mM 
Tris pH 8.0) in an Agilent Microarray Hybridiza-
tion Chamber at 95˚C for 30 minutes. After 30 
minutes the chamber was quickly dissembled and 
eluted sample was collected. Eluted library DNA 
was concentrated by speedvac to a volume of 50 
μl, mixed with 400 µl of Platinum PCR Supermix 
with 750 mM of both full length amplification 
PCR primers (Supplementary Table 3: amp-P1 
and amp-P2) and 2.5 U of Pfu DNA polymerase 
(Stratagene), and amplified with 13 PCR cycles 
(activation 95˚C for 5 min, 13 cycles: 95˚C for 15 
s, 54 ˚C for 15 s and 70˚C for 45 s).

SOLiD Sequencing
To achieve clonal amplification of library frag-
ments on the surface of sequencing beads, emul-
sion PCR (ePCR) was performed according to 
the manufacturer’s instructions (Applied Biosys-
tems). 1500 pg of double stranded library DNA 
was added to 5.6 ml of PCR mix containing 1 × 
PCR Gold Buffer (Applied Biosystems), 3000 U 
AmpliTaq Gold, 20 nM ePCR primer 1, 3 µM of 
ePCR primer 2, 3.5 mM of each deoxynucleotide, 
25 mM MgCl2 and 1.6 billion SOLiD sequencing 
beads (Applied Biosystems). PCR mix was added 
to SOLiD ePCR Tube containing 9 ml of oil phase 
and emulsified using ULTRA-TURRAX Tube Drive 
(IKA). The PCR emulsion was dispensed into 
96-well plate and cycled for 60 cycles. After 
amplification emulsion was broken with butanol, 
beads were enriched for template positive beads, 
3’-end extended and covalently attached onto 
sequencing slides. Sequencing was performed on 
an AB/SOLiD sequencer with V3 chemistry (50 bp 
fragments). 

Rat mutagenesis
All animal experiments were approved by the 
Animal Care Committee of the Royal Dutch 
Academy of Sciences according to the Dutch legal 
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ethical guidelines. Experiments were designed to 
minimize the number of required animals and 
their suffering. ENU treatment of male MSH6-/- 
rats (Msh61Hubr) was done as described (10). 
Animals were housed under standard conditions 
in groups of two to three per cage per gender 
under controlled experimental conditions (12-h 
light/dark cycle, 21 ± 1°C, 60 % relative humidity, 
food and water ad libitum).

Gene-centric rat exon enrichment array design
We extracted the exonic sequence from 770 genes 
from Ensembl (build53; see Supplementary Table 
1) with a footprint of 1,392,385 bp. A custom 
PERL script was used to design 60 bp oligos within 
a sliding window of 10 bp. Within each window 
the most optimal probe is selected based on 
melting temperature and absence of homopolymer 
stretches. To exclude potentially repetitive elements 
from the design, all probes were compared to the 
reference genome using BLAST and those returning 
more than one hit (as defined by a 60% match of 
probe sequence) were discarded from the design. 
97.5% (1,357,860 bp) of the requested regions 
was covered by 239,110 probes matching these 
criteria. Probes were synthesized on custom 244k 
Agilent arrays with randomized positions.

Rat sequencing data analysis and SNP calling
Sequencing reads were mapped against the refer-
ence genome (Rat Ensembl Build 56.34x) using the 

Maq package (15) (V0.7.1, options: -c, n3, e180, 
C10), which allows mapping in SOLiD color space 
corresponding to dinucleotide encoding of the 
sequenced DNA. Raw variant positions were called 
by the Maq package and filtered using custom 
scripts. For stringent variant calling we used the 
following filtering settings: 1) positions with lower 
than 20x and higher than 5000x coverage were 
excluded, 2) each of non-reference alleles had to 
be supported by at least 3 independent reads (as 
determined by different read start positions) sepa-
rately on positive and negative strand with quality 
> 10, 3) the non-reference allele should account 
for at least 20% of the reads covering the poly-
morphic position, and 4) the ratio between + 
and – strand reads should be between 1/9 and 
9. Positions that passed these filtering settings 
were considered as candidate variant. Since the 
ENU-induced mutations are heterozygous in the 
assayed F1 animals, a variant was qualified as 
heterozygous when the fraction of non-reference 
alleles was between 20 % and 85 %.

Material availability
All custom scripts used in this study are available 
from the authors upon request or from http://
www.hubrecht.eu/research/cuppen/next_gen_
tilling_scripts.zip. All rat mutant models will be 
made available through the rat knockout consor-
tium (www.knockoutrat.org).
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Supplementary Figure 1: Detailed overview of the experimental steps in the next-generation 
reverse genetics approach. The procedure can be divided into 4 different experimental steps. First, 
mutagenized individuals are outcrossed to generate an F1 library of which DNA is isolated. Second, the 
DNA is used to generate a sequencing library. SOLiD barcodes are introduced in order to pool F1 animals 
before the multiplex enrichment for genes of interest. Next, the enriched DNA is sequenced and the data 
is analyzed. Finally, the identified variants are verified by an independent assay, e.g. traditional capillary 
sequencing.
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ABSTRACT
The unprecedented increase in the throughput of DNA sequencing driven by next-
generation technologies now allows efficient analysis of the complete protein-coding 
regions of genomes (exomes) for multiple samples in a single sequencing run. However, 
sample preparation and targeted enrichment of multiple samples has become a rate-
limiting and costly step in high-throughput genetic analysis. Here, we present an effi-
cient protocol for parallel library preparation, followed by targeted enrichment of pooled 
multiplexed barcoded samples. The procedure is compatible with microarray-based and 
solution-based capture approaches. The high flexibility of this method allows multi-
plexing of 3-5 samples for whole exome experiments, 20 samples for targeted foot-
prints of 5Mb, and 96 samples for targeted footprints of 0.4 Mb. From library prepara-
tion to post-enrichment amplification, including hybridization time, this protocol takes 
5-6 days for array-based enrichment and 3-4 days for solution-based enrichment. Our 
method provides a cost-effective approach for a broad range of applications, including 
targeted re-sequencing of large sample collections (e.g. GWAS follow-up studies), as 
well as whole exome or custom mini-genome sequencing projects.
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INTRODUCTION
Application, protocol development, and 
comparison with other methods
Next-generation sequencing (NGS) tech-
nologies enable efficient high-throughput 
sequencing of full genomes or genomic 
regions of interest for individual samples 
(1-4). However, the interpretation of the 
enormous amounts of variants in complete 
genomes is still extremely challenging and 
not a routine procedure (5,6). Therefore 
researchers often prefer to use targeted 
genomic enrichment (TGE) approaches 
to reduce complexity by focusing on sub-
parts of the genome (e.g., exome) (7,8). 
TGE requires less sequencing and computa-
tional capacity compared to whole-genome 
sequencing, which allows it to be cost-effec-
tive by the inclusion of more samples in a 
single study and often facilitates analysis 
and biological interpretation (9). Thanks 
to our relatively good understanding of 
protein-coding sequences, exon-centric 
TGE approaches have already succeeded in 
detecting causal variants for several diseases 
(10-16).

Due to the rapidly increasing throughput 
and accuracy of NGS technologies, it is 
now possible to sequence many individual 
exomes in a single sequencing run.  Ongoing 
improvements to next-generation sequencers 
are bringing routine sequencing of complete 
genomes within reach. This has initiated a 
debate over whether targeted re-sequencing 
is actually cost-effective, as costs for enrich-
ment procedures have become significant 
compared to the sequencing costs them-
selves. The multiplexing of samples could 
in principle meet the increased throughput 
of sequencers, but the available commercial 
solutions only support enrichment of single 
samples, followed by the post-enrichment 
introduction of barcodes/indices. Recently, 
we and others have shown that up to 20 
barcoded samples can be multiplexed in a 
single enrichment reaction with no adverse 

effects on coverage distribution and variant 
calling (9,17,18). However, for sequencing of 
candidate genes in larger sample cohorts for 
research and diagnostics, the multiplexing of 
higher numbers of samples is desired (19).

NGS platforms support indexing of 
samples with up to 96 barcodes and proto-
cols for high-throughput 96-well plate 
library preparation have already been estab-
lished (20). Here, we describe a  protocol for 
multiplexed targeted genomic enrichment 
for both microarray-based and solution-
based enrichment platforms based on our 
previous publications that describe methods 
and applications for efficient mutation 
detection using genomic enrichment (9,21) 
(Fig. 1). The protocol is compatible with 
the SOLiD sequencing platform and allows 
simultaneous enrichment of 3-5 samples 
for a human whole-exome capture (38 Mb 
or 50 Mb, respectively), 20 samples for a 
medium size design (5Mb), or 96 samples 
for a 0.4Mb target in a single assay. Our 
approach enables the routine application of 
TGE in research and diagnostics for signifi-
cantly lower cost and effort compared to 
traditional non-multiplexed approaches or 
whole genome sequencing. The protocol is 
adaptable to other enrichment methods and 
sequencing platforms and offers a broad 
range of applications in human, animal, or 
plant high-throughput variant detection and 
discovery screens. We provide a detailed 
description of the experimental steps.  We 
also give recommendations for the calcula-
tion of approximate numbers of samples and 
sizes of target footprints to ensure sufficient 
coverage for accurate mutation discovery 
in individual samples when using a single 
SOLiD sequencing slide.

In short, in our protocol, genomic DNA 
samples are purified using standard isola-
tion protocols, sheared to short fragments, 
and end-repaired for subsequent ligation 
to truncated adaptors. Next, individual 
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Figure 1: Workflow of the protocol for highly multiplexed enrichment. The procedure for 
multiplexed library preparation is compatible with microarray-based and solution-based enrichment 
approaches and applicable to any next-generation sequencing platform. While previous protocols 
supported only multiplexed sequencing runs, this protocol allows multiplexing before enrichment.

barcodes are introduced using a few PCR 
cycles and specific tailed oligonucleotides. 
Alternatively, barcoded adaptors can be 
ligated, removing the need for post-adaptor 
ligation PCR. The abovementioned steps can 
easily be automated on a liquid handling 
robot. After barcoding, samples are pooled 
in equimolar ratios and selected for the 
correct fragment sizes. For the enrichment 
step, the protocol provides options for both 

solution-based Agilent SureSelect as well 
as custom microarray-based capturing (21). 
This protocol describes the use of barcode 
blocking oligonucleotides designed for all 
possible barcode decamers, which signifi-
cantly increase the multiplexed enrichment 
efficiency (9). Our protocol allows cost-
effective, efficient, and flexible targeted 
genomic enrichment for next-generation 
sequencing-based experiments. 
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Limitations
Sequencing of genomic regions of interest 
during variant discovery focuses on pre-
selected candidate genes and loci in contrast 
with the unbiased and hypothesis-free full 
genome sequencing approach. Another 
limitation of this method is that not all 
coding regions can be captured due to low 
complexity, the presence of pseudogenes, 
allelic competition, or occurrence of multiple 
variants in close-by sequences. In particular, 
library molecules with indel sizes >5 bp 

may have decreased hybridization efficiency 
and may be lost during enrichment due to 
competition with other molecules without 
indels. Moreover, current enrichment tech-
niques cause accumulation of the coverage 
depth over the center of the probe, while a 
more even distribution would be preferred. 
It should be mentioned, though, that these 
limitations are common to all available 
enrichment strategies that are currently 
available.

Experimental Design
Planning the experiment: The degree of 
multiplexing for a given experiment can be 
calculated by multiplying the number of 
reads that typically map to the genome by 
the read length and the enrichment effi-
ciency that is usually obtained for the design 
size. Microarray-based enrichments with 
design sizes smaller than 1 Mb typically result 
in enrichment efficiencies of 30-50% (M.H., 
M.M., I.J.N., E.C., unpublished results), 
while larger design sizes (1-6 Mb) result 
in higher enrichment efficiencies (>60%) 
(9),(21). When using solution-based human 
whole-exome capture (37 Mb or 50 Mb), the 
enrichment efficiency typically increases to 
65-75% (22). The resulting number (amount 
of bases mapping to the target) should be 
divided by the size of the target design and 
also divided by the desired average coverage 
per sample. Average target coverage for 
heterozygous variant detection needs to be 
higher in enrichment experiments than in 
whole genome sequencing, due to uneven 
coverage resulting from differential capture 
efficiency. The resulting number of samples 
should be used as the upper limit of multi-
plexing for a single enrichment assay in 
combination with a single sequencing run as 
shown in Suppl. Fig. 1. A worked example 
of this formula can be calculated as follows. 
A typical SOLiD 4 run yields at least 350 

M mapped reads of 50nt in length, giving 
a total amount of mapped bases of 17.5 
Gbp. When the target is the human whole 
exome (footprint of the enrichment design is 
50 Mb), typically 80% of all mapped nucle-
otides can be assigned to the enrichment 
region (on target), which totals 14 Gbp. 
When a single sample would be applied, this 
would result in an average base coverage 
of 280x. When a mean coverage of 50x is 
desired, up to 5 exomes can be multiplexed 
per enrichment and single sequencing slide.

Selection of enrichment method: There 
are various commercial solutions for TGE (7). 
The two most commonly used techniques 
are the microarray-based and solution-based 
methods, which are supported mainly by 
the Roche/NimbleGen EZCap and Agilent 
SureSelect or SurePrint products. In solu-
tion TGE methods work on a principle of 
hybridization of DNA library fragments to 
single stranded RNA (22) or DNA molecules 
(23) in a liquid phase and microarray-based 
methods enable hybridization to DNA 
probes fixed on a glass surface (8,24). In 
addition to these products, Halo Genomics 
supports enrichment of targeted fragments 
into circular DNA molecules and is suited 
for large sample cohorts for enrichment of 
smaller design sizes (25). Although solution-
based methods are more user-friendly, 
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more scalable, automatable, and generate 
less inter-experiment variation compared 
to microarray-based methods, we and 
others have seen better performance using 
microarray-based enrichment as measured 
by evenness of coverage (18). However, 
microarrays have a maximum target design 
due to limitations in the number of probes 
that can be printed. Nevertheless, arrays can 
be ordered by the piece as custom products, 
making them well suited for flexible research 
projects, whereas in-solution designs typi-
cally require a high upfront investment for 
a minimum of approximately 10 assays. 
Here, we describe two multiplexed enrich-
ment techniques compatible with SOLiD 
sequencing: microarray-based enrichment 
using custom-designed Agilent SurePrint 
arrays and solution-based Agilent Sure-
Select enrichment (21). When we began 
these experiments, we chose Agilent arrays 
because of their higher design flexibility; 
however, it should be noted that these 
protocols can in principle also be used or 
adapted for other brands of arrays or in 
solution capture methods. 

Custom probe design for micro-
array based enrichments: The probes 
are designed on a repeat-masked target 
sequence using a sliding window approach 
[typically 2-10 base pairs (bp)], where the 
most optimal probe in each window is 
selected based on melting temperature, GC 
content, and homopolymer stretches, as 
described before (21). The resulting collec-
tion of probes is blasted to the reference 
genome to identify possible alternative 
targets. When more than one additional 
location with >60% identity for the complete 
probe length is detected, the probe is 
discarded. Typically, approximately 95% 
of coding sequence can be covered with a 
tiling of probes. However, this percentage 
can be significantly lower (70-90%) in non-
coding sequences due to lower GC content 
or simple sequence regions. If the number 
of features on the array allows, we repeat 

the complete design multiple times with 
different sliding window settings to fill up 
the array completely, thereby allowing for 
better exposure of the targets to multiple 
slightly different probes. Probes are spotted 
on standard CGH arrays (Agilent) where we 
used both the 244 k and 1M platforms. In 
addition, various companies offer a portfolio 
with ready-to-use designs (human whole 
exome, exome on chromosome X, kinome, 
etc.). In case these products do not meet 
the researcher’s criteria, custom design can 
be made using web-based tools offered by 
the manufacurer or by using custom scripts. 
We have developed Perl-based scripts for 
making custom microarray-based designs 
(9),(21), which are available upon request 
from I.J.N. 

Genomic DNA quality and concentra-
tion measurement: The amount and purity 
of the genomic DNA is a crucial factor for 
successful library preparation, sequencing, 
and subsequent data analysis and confirma-
tion. NGS labs often have to deal with DNA 
samples from collaborators that use a variety 
of isolation processes, resulting in highly 
variable quality. Often, DNA samples are 
collected from old archives and only limited 
information is available on the extraction 
procedure that was used. Therefore, we 
implement an extra re-purification step at 
the beginning of our protocol for samples of 
‘unknown origin.’ We prefer genomic DNA 
purification columns for this step because, 
in our hands, cleaner RNA-free and protein-
free genomic DNA is obtained compared 
to phenol-chloroform purification, but also 
because the reproducibility is higher and 
the procedures can more easily be scaled or 
automated (e.g., in 96-well plate format). 

The purity of DNA samples is an impor-
tant factor because contaminants can 
inhibit enzymatic reactions and the presence 
of large amounts of RNA can affect DNA 
shearing. Furthermore, the integrity of the 
DNA is important. Therefore, analyzing the 
genomic DNA on an agarose gel, bioanalyzer, 
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and sometimes measurement of the same 
sample using DNA, RNA, and protein assays 
is highly recommended. It is important to 
measure the concentration of genomic DNA 
with a direct double-stranded DNA-specific 
binding method, preferably with the Qubit® 
Quantitation Platform from Invitrogen - 
dsDNA BR (Broad Range) Assay Kit  or the 
Picogreen method (Invitrogen). Nanodrop or 
other indirect spectrophotometric methods 
should be avoided at any step during the 
library preparation or enrichment procedure 
since these methods are non-specific, sensi-
tive to contamination, and in some cases 
can overestimate the real concentration of 
nucleic acid by up to 10-fold. 

Highly degraded input DNA from old 
samples or from formalin-fixed paraffin 
embedded tissue can cause problems 
during library preparation. While libraries 
can be readily made from only 200 ng of 
high quality genomic DNA, in the presence 
of DNA degradation, fragments with sizes 
lower than 100 bp can be lost during the 
clean-up step after shearing and this may 
result in loss of up to 70% of total genomic 
DNA. This will decrease the complexity 
of the library and more PCR cycles will be 
required during the procedure, which may 
result in increased clonality after enrich-
ment. However, low amounts of DNA are 
acceptable in highly multiplexed experi-
ments, where sufficient input DNA for the 
enrichment step can be obtained by pooling 
many low concentration samples. 

Adaptors and oligonucleotides used 
during library preparation: We use 
truncated versions (~20 bp long) of SOLiD 
sequencing adaptors for library prepara-
tion, Adaptor 1 and Adaptor 2, which allow 
PCR-based incorporation of barcodes after 
ligation. In the case of Adaptor 1, no oligo-
nucleotide blocking is necessary during the 
enrichment procedure because it is only 20 
bp long.  Adaptors are restored to full-length 
sequences during post-enrichment PCR with 
tailed primers.

After enrichment, single stranded library 
fragments contain a truncated version 
of SOLiD Adaptor P1 and a full-length 
barcoded version of SOLiD Multiplexed 
Adaptor P2. PCR after enrichment results 
in double stranded DNA library fragments 
with the full-length adaptors required for 
SOLiD sequencing. We do not recommend 
using enriched libraries without detectable 
bands after more than 13 PCR cycles. It is 
possible that including too many PCR cycles 
in the library preparation process may affect 
the complexity of a sample. This means that 
some alleles may be lost (false negatives) 
and others overamplified (false positive 
homozygous calls). Unfortunately, such 
biases can only be detected after finishing 
the experiments and analyzing the data. 
However, in the detailed procedures, we do 
give indications for the number of cycles at 
which we never identified any significant 
PCR or clonality bias.

Increasing the enrichment efficiency: 
Enrichment efficiency is influenced by two 
major factors that can cause carryover of 
non-targeted DNA molecules (8). The first 
important factor is the carryover of flanking 
non-targeted intronic regions in exon-centric 
enrichment strategies. This carryover can be 
prevented by using sequencing libraries with 
shorter insert sizes (80-120 bp), which are 
long enough for efficient hybridization but 
are too short for carryover of larger flanking 
sequences (8,21) . Shorter insert sizes also 
result in better balance between captured 
Watson and Crick strands, which is essential 
for reliable SNP calling (21).

The second factor affecting enrichment 
efficiency is the hybridization of non-
targeted DNA molecules to flanking repeat 
sequences or adaptors (8). To compete for 
repeat binding, a 5× weight excess of Cot-1 
DNA can be used. Repeat-mediated cross-
hybridization is also reduced in libraries 
with short insert sizes (80-120 bp) because 
by definition every library molecule can 
harbour less repeat-sequence in addition to 
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the targeted sequence. To prevent adaptor 
mediated cross-hybridization, truncated 
forms of the adaptors (18-20 bp) can be 
used. Adaptors are elongated to their full 
length by post enrichment PCR amplifica-
tion using full-length adaptors as primers.  
However, this is not compatible with the 
use of barcoded libraries that have longer 
universal adaptor sequences. 

Alternatively, oligonucleotide barcode 
blockers can be added in 10× weight excess 
to the hybridization reaction to compete 
for non-specific hybridization to barcode 
sequences (9). For barcoded libraries, 
adaptor-barcode constructs cannot be trun-
cated and must be blocked with a mixture 
of oligonucleotides complementary to each 
individual adaptor-barcode construct. For 
short barcodes of up to 10 bp long flanked 
on both sides by a universal adaptor (ABi/
SOLiD barcoding strategy), a single pair of 
oligonucleotides with degenerate bases at 
the barcode position can be used. Normally, 
we obtain an enrichment efficiency of 
60-70% for singleplex enrichments, but 
in multiplexed setups, the efficiency is 
decreased to 30-35%. After implementation 
of a single pair of oligonucleotides (barcode 
blockers), we were able to increase the 
enrichment efficiency back to 60% (9). 

Two enrichment rounds have been 
shown to increase enrichment efficiency, 
especially for smaller designs (26). However, 
double-round enrichment involves more 
amplification rounds and may increase the 
number of clonal reads, introduce more 
sequencing errors, and/or increase the 
unevenness of sequencing coverage (unpub-
lished results W.P.K., I.J.N.)..

Automation of the protocol: The 
procedure as described here can be scaled 
or automated on liquid handling robots in 
multi-well format. 96-well format DNeasy 
kits are available for purification of genomic 
DNA. Shearing can be scaled with the Cova-
risTM E220 System for 96-well format, which 
shears one sample at a time, or with the 
Covaris LE220 System that shears 8 samples 
simultaneously. We have used both plat-
forms successfully in combination with the 
protocol described here (M.H., W.P.K., E.C., 
unpublished data). Subsequent library prepa-
ration steps can be automated and executed 
on suitable liquid handling platforms with 
multiple samples being processed simultane-
ously (up to 96 in parallel). For all purification 
steps throughout the protocol, we recom-
mend purification by paramagnetic beads 
rather than the column purification used in 
standard protocols (SOLiD v4 library prepa-
ration manual). The bead-based method is 
more user-friendly, has a lower chance for 
cross contamination between libraries, is 
easily adapted to 96-well plate automation 
(following the manufacturer’s protocols 
using a 96-well magnet), and offers efficient 
removal of adaptor dimers and heterodi-
mers. All enzymatic reactions, such as 
end-repair and phosphorylation, ligation, 
and PCR can be set up and performed in a 
96-well format as well. The only limiting step 
is the volume that can be fitted in multi-well 
plates. However, this can be solved by using 
deep 96-well plates or dividing the reactions 
over multiple plates. Therefore, each step 
up to the pooling of barcoded samples is 
automatable and the laborious steps of size 
selection and enrichment are performed for 
the barcoded pool alone. Further details for 
automation are provided in BOX1.
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MATERIALS
CRITICAL: Unless specifically indicated in this protocol (REAGENTS and EQUIPMENT section), the following 
user’s guides list all equipment and reagents necessary for multiplexed enrichment and sequencing with 
the SOLiD platform.
»» Applied Biosystems SOLiD 4 System – Templated Bead Preparation Guide, April 2010
»» Applied Biosystems SOLiD 4 System – Instrument Operation Guide, April 2010
»» SureSelect Target Enrichment System for SOLiD Fragment and Paired-End Sequencing Protocol, 

Version 1.2, September 2010

REAGENTS
»» RNA-free and protein-free genomic DNA sample, 2 µg (or output of procedure described in BOX2)
»» Trizma® hydrochloride (Sigma-Aldrich, cat. no. T6666)

! CAUTION Skin, eye and respiratory irritant.
»» UltraPure™ DNase/RNase-Free Distilled Water (Invitrogen, cat. no. 10977015)
»» DNeasy Blood & Tissue Kit (Qiagen, cat. no. 69506) containing Proteinase K, Buffer AL, DNeasy Mini 

spin columns, Buffer AW1, Buffer AW2, Buffer AE
»» RNase A (Qiagen, cat. no. 19101)
»» Ethanol 96% (Merck, cat. no. 1009672500) 

! CAUTION Highly flammable liquid and vapour.
»» Quant-iT™ dsDNA BR Assay Kit (Invitrogen, cat. no. Q32853)
»» Quant-iT™ dsDNA HS Assay Kit (Invitrogen, cat. no. Q32854)
»» Agencourt AMPure XP 450 ml Kit (Beckman Coulter Genomics, cat. no. A63882)
»» EB buffer (supplied with Qiagen MinElute PCR Purification Kit, cat. no. 28004)
»» Agilent High Sensitivity DNA Kit (Agilent Technologies, cat. no. 5067-4626)
»» End-It™ DNA End-Repair Kit (Epicentre Biotechnologies, cat. no. ER81050) containing End-Repair 

Enzyme Mix, End-Repair 10X Buffer, dNTP Solution (2.5 mM each), ATP (10 mM)
»» Quick Ligation™ Kit (New England BioLabs, cat. no. M2200L) containing 2X Quick Ligation Reaction 

Buffer and Quick T4 DNA Ligase
»» Adaptor Oligonucleotide 1A, 1B, 2A, 2B, HPLC purified, diluted to 1 mM working solution; sequences 

available in Supplementary Table 1 (Intergrated DNA Technologies)
»» Adaptor 1 and Adaptor 2. Sequences available in Supplementary Table 1. See REAGENT SETUP for 

adaptor preparation (Intergrated DNA Technologies)
»» Primer 1, Primer 2, Primer 3, Primer 4, desalted and lyophilized, diluted to 50 μM working solution. 

Sequences available in Supplementary Table 1 (Intergrated DNA Technologies)
»» Platinum® PCR SuperMix (Invitrogen, cat. no. 11306-016)
»» Pfu DNA Polymerase (Promega, cat. no. M7741)
»» FlashGel DNA Cassette 2.2%,16+1well, double tier (Lonza, cat. no. 57032)
»» FlashGel DNA Marker 50 bp-1.5 kb (500 μl; Lonza, cat. no. 57033)
»» FlashGel Loading Dye (Lonza, cat no. 50462)
»» Agarose MP (Roche, cat. no. 11388991001)
»» Ethidium bromide (Sigma-Aldrich, cat. no. 46067) 

! CAUTION Mutagen and potential carcinogen.
»» Tris Base (Roche, cat. no. 10708976001) 
»» Boric Acid (Merck, cat. no. 1.00165.1000)
»» EDTA (Sigma-Aldrich, cat. no. 6381-92-6)
»» Orange G (Sigma-Aldrich, cat. no. 861286-25G)
»» Glycerol (Sigma-Aldrich, cat. no. G5516)
»» QIAquick Gel Extraction Kit (Qiagen, cat. no. 28706) 

! CAUTION Buffer QG contains materials that cause damage to the skin; may be harmful if swal-
lowed or inhaled.

»» Barcode Block 1 and Barcode Block 2, desalted and lyophilized, diluted to 10 μg/μl working solution; 
sequences available in Supplementary Table 1

»» NimbleGen Hybridization Kit (NimbleGen, cat. no. 05583683001)
»» NimbleGen Wash Buffer Kit (NimbleGen, cat. no. 05584507001)
»» Repetitive sequence fraction of DNA (depending on species): 
»» Human Cot-1 DNA (Invitrogen, cat. no. 15279-011)
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»» Mouse Cot-1 DNA (Invitrogen, cat. no. 18440-016)
»» Rat Hybloc (Applied Genetics Laboratories, cat. no. RHB)
»» Other species from Applied Genetics Laboratories

EQUIPMENT
»» Waterbath (56°C): LAUDA Ecoline Star edition E106T (LAUDA, cat. no. LCM 0091)
»» Low bind 1.5-ml centrifuge tubes (Applied Biosystems, cat. no. am12450) 
»» Microfuge 18 with F241.5P Rotor, 24 × 1.5-2.0 ml (VWR/Beckman Coulter, cat. no. BK367160)
»» VWR Microcentrifuge Mini 115V (VWR, cat. no. 37000-700)
»» Savant SpeedVac ® DNA 110 Concentrator (Savant, cat. no. DNA11-240)
»» VWR Signature™ Digital Vortex Mixer 230V (VWR, cat. no. 12620-854)
»» Stuart® rocker & roller mixer SRT6 (Aldrich, cat. no. Z671711)
»» Qubit™ Quantification Platform (Invitrogen, cat. no. Q32860)
»» Qubit™ Assay Tubes (Invitrogen, cat. no. Q32856)
»» CovarisTM S2 System (Covaris, S-series)
»» DynaMag-2 Magnet (Invitrogen, cat. no. 123-21D)
»» Covaris Water Conditioning System for the S-series (Covaris, cat. no. 500195)
»» THQ micro HOLDER (Covaris, cat. no. 500114)
»» 6 × 16 mm Round bottom glass tube, AFA fiber, and (pre-slit) snap-cap system (100 µl; Covaris, cat. 

no. 520045)
»» Thermomixer® R (42°C; Eppendorf, cat. no. 022670158)
»» Exchangeable thermoblock for 24 × 1.5-ml (Eppendorf, cat. no. 022670522)
»» Bioanalyzer Agilent 2100 (Agilent)
»» 96-Well GeneAmp® PCR System 9700 (Life Technologies, cat. no. N8050200)
»» FlashGel Dock System (Lonza, cat. no. 57025) 
»» Microwave
»» Safe Imager™ 2.0 Blue-Light Transilluminator (Invitrogen by Lifetech, cat. no. G6600EU)
»» UV transilluminator ProXima C16+ Phi (Isogen Life Science, cat. no. IM-520-0750)

! CAUTION UV radiation can cause damage to unprotected eyes and skin.
»» MAUI Mixer AO, Hybridization Chamber Mixers,  (Biomicro Systems, cat. no. 02-A008-10) in package 

with plastic bay clamp stickers
CRITICAL Other mixers may partially overlap with the probe print on the microarray.

»» Filter Tips, 100 μl /200 μl (Greiner Bio-one, cat. no. 772288)
»» CRITICAL Other filter tips may not fit with the port on mixer while loading.
»» NimbleGen Array Processing Accessories (NimbleGen, cat. no. 05223539001) containing Slide Rack, 

Wash Tank and Slide Container
»» NimbleGen Hybridization System 4 (220V; NimbleGen, cat. no. 05223687001)
»» Compressed air
»» 5317 Desiccator Cabinet (Nalgene, cat. no. 5317-0180)
»» Hybridization Gasket Slide Kit (100) – 1 microarray per slide format (Agilent Technologies, cat. no. 

G2534-60005)
»» Hybridization Chamber Kit – SureHyb enabled, Stainless (Agilent Technologies, cat. no. G2534A)
»» Surgical blade

REAGENT SETUP
10 mM Tris Buffer (pH 8-9) Prepare a 10 mM Tris Buffer working solution by 50× dilution of 500 mM 
Trizma-hydrochloride buffer in nuclease-free water. Maximal recommended storage time and storage 
temperature: 3 months at room temperature (18-25°C).

70% Ethanol Prepare a stock of 70% Ethanol working solution (vol/vol) by diluting 35 ml 96% Ethanol 
(vol/vol) in final volume of 50 ml nuclease-free water. Maximal recommended storage time and storage 
temperature: 1 week at room temperature. 

2% agarose gel (wt/vol) Add 2 g agarose to 100 ml of 1× TBE electrophoresis buffer in an Erlenmeyer 
flask. Mix well by shaking. Heat in a microwave oven until the agarose is completely melted. Occasion-
ally shake the Erlenmeyer flask during heating to allow homogenous melting of agarose powder. Add 
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5 μl ethidium bromide (10 mg/ml) to 100 ml of gel for visualization of DNA after electrophoresis. After 
cooling to 50-60°C, pour gel into a casting tray containing a gel comb and allow it to solidify at room 
temperature. Use a gel comb with left and right border wells for DNA ladder and tape the middle wells 
to create one big single well with sufficient volume for the library pool. Leave at least one empty well 
between the ladder and the sample pool. Use 100 ml gels for smaller volumes and 400 ml gels for pools 
of up to 96 samples. Always make a fresh gel before loading samples. Use immediately, storage is not 
recommended.

1x TBE Buffer Prepare 10x TBE buffer stock by dissolving 108 g Tris Base, 55 g Boric Acid, and 7.4 g 
EDTA in a final volume of 1 L of nuclease-free water. Prior to use, dilute the 10× TBE buffer stock in 
nuclease-free water to obtain 1× TBE buffer working solution. Maximal recommended storage time and 
storage temperature: 1 month at room temperature.

10x OrangeG Loading Buffer Dissolve 100 mg of Orange G in 25 ml of nuclease-free water; add 25 
ml of 100% glycerol and vortex for 1 min. Maximal recommended storage time and storage tempera-
ture: 6 months at 4ºC.

Adaptor 1 and 2 annealing: Mix complementary Adaptor Oligonucleotides (Adaptor Oligonucleotide 
1A and 1B; Adaptor Oligonucleotide 2A and 2B) to get final concentration of 500 μM each and run on 
the thermocycler with the following program: 95°C for 3 min, 80°C for 3 min, 70°C for 3 min, 60°C for 
3 min, 50°C for 3 min, 40°C for 3 min, and 4°C hold. Dilute 10-fold to obtain a 50 μM working solution. 
Use 10 mM Tris, pH 8 for any dilutions. Store in 50 μl aliquots. Maximal recommended storage time and 
storage temperature: 1 year at -20ºC. Avoid repeating freeze-thaw cycles.

EQUIPMENT SETUP
Shearing settings: Shear the genomic DNA to 100-150 bp fragments with mean size 125 bp on 
CovarisTM S2 System using the following settings: number of cycles: 3, bath temperature: 4°C, bath 
temperature limit: 8°C, mode: frequency sweeping, duty cycle: 20%, intensity: 5, cycles/burst: 200, time 
per cycle: 1 min and 45 s.

PROCEDURE
Measure concentration of genomic DNA prior to library preparation
TIMING 1 h per sample, 0.25 h hands-on
1.	 Measure concentration of a 2 μl DNA sample on the Qubit™ Quantification Platform using the 

dsDNA BR Assay Kit, following the manufacturer’s instructions. 
CRITICAL STEP Make sure to obtain at least 2 µg RNA-free and protein-free pure DNA. If necessary, 
perform the re-purification on the remaining genomic DNA sample to obtain the required amount 
of pure DNA (see BOX2).
CRITICAL STEP It is recommended to use a sample of water instead of genomic DNA as a nega-
tive control alongside the whole library preparation process. This sample only serves as a control 
for possible contamination of reagents used in library preparation process (steps 2-33) and is not 
included in the preparing of library pool, size selection and enrichment and sequencing procedure. 

?TROUBLESHOOTING
2.	 If necessary, concentrate the genomic DNA in a speedvac at 30-40°C to 50-100 ng/μl.

Shear genomic DNA to 100-150 bp fragments with a median size of 125 bp
TIMING 0.25 h per sample, 0.15 h hands-on
3.	 Dilute 2 µg purified genomic DNA sample in nuclease-free water to 100 μl in a 1.5-ml centrifuge 

tube.
4.	 Transfer 100 μl diluted genomic DNA in a 6 × 16 mm AFA fiber tube. Spin down briefly.
5.	 Shear genomic DNA using the CovarisTM S2 System. See EQUIPMENT SETUP for shearing settings. 

If desired, reserve 1 μl DNA sample to check the size distribution of the sheared fragments on the 
Agilent Bioanalyzer 2100 using the Agilent High Sensitivity DNA Kit before the purification step to 
allow for comparison with the unsheared sample and the sample after purification with the Agen-
court AMPure XP system 
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CRITICAL STEP Check the water level in the tank. Shearing with the water level lower than required 
can negatively affect the resulting fragment size.

6.	 Transfer the DNA sample to a new 1.5-ml centrifuge tube.

Purify the sample with the Agencourt AMPure XP system
TIMING 0.5 h per sample, 0.25 h hands-on
7.	 Add 2 volumes of the Agencourt AMPure XP Reagent to the sample. Mix by vortexing and incubate 

for 10 min at room temperature on a rock and roller or shaker with little agitation (600-650 rpm). 
8.	 Spin down briefly. Place tube into magnetic rack and wait 2-3 min until supernatant becomes clear. 

Discard the supernatant. Spin down briefly once more and discard the remaining supernatant.
9.	 Add 500 μl freshly prepared 70% ethanol to the bead suspension. Spin down briefly. Place tube into 

magnetic rack. Wash beads in ethanol by turning the tube 180° horizontally in the rack and wait 
until beads move back to the magnet. Repeat horizontal turning of tube twice.
CRITICAL STEP For optimal results on Agencourt AMPure XP system, prepare fresh 70% ethanol 
solution weekly.

10.	Discard the supernatant. Spin down briefly and put back into magnetic rack to discard the remaining 
supernatant.

11.	Add another 500 μl of freshly prepared 70% ethanol to the bead suspension. Spin down briefly. 
Place each tube into magnetic rack. Wash beads in ethanol by turning the tube 180° horizontally in 
the rack and wait until beads move back to the magnet. Repeat horizontal turning of tube twice.

12.	Discard the supernatant. Spin down briefly and put again back into magnetic rack to discard the 
remaining supernatant.
CRITICAL STEP Make sure all ethanol has been removed as residual ethanol may negatively affect 
elution efficiency and/or subsequent reactions. 

13.	Air dry pellet in a heat block at 42°C for 5-7 min.
CRITICAL STEP Take care not to over-dry the beads (beads appear cracked), as this may decrease 
elution efficiency. Make sure all ethanol has evaporated.

14.	Elute DNA from beads by resuspending the pellet in 40 μl EB buffer and vortexing. Incubate the 
beads for 2-3 min at room temperature. Spin down briefly.

15.	Place tube into magnetic rack and collect supernatant in a new 1.5-ml centrifuge tube. Discard the 
old tube containing beads.
If necessary, place the new tube with the eluate back into the magnetic rack and collect the super-
natant in a new clean 1.5-ml centrifuge tube. 
At this point, 2 μl DNA sample can be reserved for concentration measurements using the Qubit™ 
Quantification Platform and the dsDNA HS Assay Kit, following the manufacturer’s instructions. 1 μl 
DNA sample can be reserved to check the size distribution of the library fragments on the Agilent 
Bioanalyzer 2100 using the Agilent High Sensitivity DNA Kit.
PAUSE POINT If necessary, sample can be stored at -20°C up to one month.

End-repair and phosphorylate the 5’ ends of the DNA fragments
TIMING 1.75 h per sample, 0.5 h hands-on
16.	Prepare the following master mix in a tube of suitable volume. Mix carefully by pipetting up and 

down or flicking the tube, and spin down. 

Component Amount per sample (μl) Final

End-Repair Buffer (10×) 7.5 μl 1x

dNTP Solution (2.5 mM each) 7.5 μl 250 µM

ATP (10 mM)	 7.5 μl 1 mM

End-Repair Enzyme Mix	 1.0 μl 1.0 µl

Nuclease free water 11.5 μl

CRITICAL STEP All reagents are stored at -20°C. Thaw reagents on ice in advance. Prepare the master 
mix on ice.

17.	Add 35 μl master mix to fragmented DNA sample in a total reaction volume of 75 μl. Mix and spin 
down. Incubate for 1 h at room temperature.
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18.	Follow the sample purification described in Steps 7-15, including the concentration and size distri-
bution checks. 
PAUSE POINT Store samples at -20°C for up to 1 month.

Ligate Adaptor 1 and 2 to end-repaired and 5’end-phosphorylated library 
fragments
TIMING 1.25 h per sample, 0.5 h hands-on
19.	Prepare the following master mix in a tube of suitable volume. Mix carefully by pipetting up and 

down or flicking the tube, and spin down. 

Component Amount per sample (μl) Final

Adaptor 1 (50 μM)	 4 μl 2 µM

Adaptor 2 (50 μM) 4 μl 2 µM

Quick Ligation Buffer (2×) 50 μl 1 x

Quick Ligase	 2 μl 2 µl

CRITICAL STEP All reagents are stored at -20°C. Thaw reagents on ice in advance. Do not heat during 
thawing, as heating can cause denaturation of double stranded adaptors. Prepare master mix on ice.

20.	Add 60 μl master mix to each fragmented DNA sample in a total reaction volume of 100 μl. Mix and 
spin down. Incubate for 30 min at room temperature.

21.	Follow the sample purification described in Steps 7-15, including the concentration and size distri-
bution checks. 
PAUSE POINT Store sample at -20°C for up to 1 month.

Nick-translate the non-phosphorylated and non-ligated 3'-ends and add barcodes to each 
library by PCR
TIMING 1.5 h per sample, 0.5 h hands-on
22.	Prepare the following master mix in a tube of suitable volume. Mix carefully by pipetting up and 

down or flicking the tube, and spin down.

Component Amount per sample (μl) Final

Primer 1 (50 μM)	 3 μl 0.33 µM

Primer 2 (50 μM) 3 μl 0.33 µM

Platinum® PCR 
SuperMix	

400 μl

Pfu DNA Polymerase	 1 μl 1 µl
			 

CRITICAL STEP All reagents are stored at -20°C. Thaw reagents on ice in advance. Prepare the master 
mix on ice.

23.	Add 407 μl master mix to 40 μl of sample. Mix and spin down. Divide 55 μl of resulting mixture into 
each tube in a PCR strip (8 tubes in total). Keep on ice.

24.	Amplify using the following PCR conditions:

Cycle number Nick translate Denature Anneal Extend On hold

1 72°C, 20 min

2 95°C, 5 min

3-7 (5 cycles) 95°C, 15 s 54°C, 15 s 70°C, 1 min

8 70°C, 4 min

9 4°C

25.	Add 1 μl Lonza Loading Dye to a 4 μl aliquot of each PCR reaction and transfer into one well of 
FlashGel DNA Cassette 2.2%. Add 2 μl Lonza Marker to the right and left border wells. It is not 
necessary to leave one well between the marker and library. 
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26.	Run the FlashGel at 285 V for 3 min.
27.	Check the FlashGel under Safe Imager. If a smear around 175-225 bp is visible, continue directly with 

Step 30. Otherwise, continue with Step 28. 
28.	Put the sample back into the cycler and run the following program:

Cycle number Denature Anneal Extend On hold

1-3 (3 cycles) 95°C, 15 s 54°C, 15 s 70°C, 1 min

6 70°C, 4 min

7 4°C

29.	Repeat Steps 25-27. If you see a smear around 175-225 bp, continue directly with Step 30.
?TROUBLESHOOTING

30.	Pool all eight PCR aliquots together in a new 1.5-ml centrifuge tube.
31.	Follow the sample purification described in Steps 7-15. 

PAUSE POINT Store samples at -20°C for up to 1 month.

Measure the concentration of amplified libraries
TIMING 0.75 h per sample, 0.25 h hands-on 
32.	Use 2 μl of each sample for concentration measurement using the Qubit™ Quantification Platform 

and the dsDNA HS Assay Kit, following the manufacturer’s instructions. As accurate quantification is 
very important at this step to allow for subsequent equimolar pooling, each concentration measure-
ment could optionally be done in duplicate..

33.	Reserve 1 μl of each DNA sample to check the library size on the Bioanalyzer 2100 using the Agilent 
High Sensitivity DNA Kit.
CRITICAL STEP Make sure that the library size is similar for all libraries in a pool.
?TROUBLESHOOTING

Pool barcoded samples 
TIMING 0.5 h per sample, 0.25 h hands-on	
34.	Calculate the amount of DNA per sample needed for pooling. This step can be performed using 

option A or option B depending on the type of enrichment used.
CRITICAL STEP The total amount of DNA required is 2 µg for microarray-based enrichment and 500 
ng for solution-based enrichment. Since a size selection step involving DNA loss is required before 
the enrichment step itself, increase the amount of DNA prior to pooling.
A	 Microarray-based enrichment

i	 Divide 3× the total amount of DNA required per enrichment (2 µg) by the number of 
samples (e.g., if 2 µg are required prior to enrichment for a pool of 96 samples, use the 
equation (3 × 2000 ng)/96 = 62.5 ng per library).

B	 Solution-based enrichment
i	 Divide 3× the total amount of DNA required per enrichment (500 ng) by the number of 

samples (e.g., if 500 ng is required before enrichment for a pool of 5 samples, use the 
equation (3 × 500 ng)/5 = 300 ng per library).

?TROUBLESHOOTING
35.	Pool all samples together into a new 1.5-ml centrifuge tube by pipetting the amount of DNA per 

library, according to results of the calculations in Step 34.
CRITICAL STEP Carefully check for lack of volume in pipette tip. Double-check the expected total 
volume.
PAUSE POINT Store samples at -20°C for up to 1 month or continue with the next step.

Size select the pool of barcoded libraries 
TIMING 1 h per pool, 0.5 h hands on
36.	Prepare a 2% agarose gel using 1× TBE buffer (see REAGENT SETUP). Agarose gels may be prepared 

earlier the same day to save time.
CRITICAL STEP If the volume of the pool is too large, speedvac at 30-40°C to obtain a more suit-
able volume.
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37.	Add 1/10 volume of 10× OrangeG Loading Buffer to the sample pool and mix well by pipetting. Load 
20 μl of FlashGel DNA Marker 50-1.5 kb to right and left border wells. Load the entire volume of 
pooled samples with loading dye into the large middle well, leaving at least one empty well between 
the ladder and the sample.
CRITICAL STEP It is important to leave a well between the ladder and the sample to prevent 
cross-contamination. 

38.	Run the gel at 90-100 V for 30-40 min (or until the OrangeG is approximately 5 cm away from the 
starting point). View the gel on Safe Imager or UV transilluminator.

39.	Excise a gel slice at the desired size for enrichment. This step can be performed using option A or 
option B depending on the type of enrichment used. 
A	 Microarray-based enrichment

i	 Using a clean scalpel, excise a gel slice between 150-225 bp and transfer to a 15- or 50-ml 
tube, depending on the size of the gel slice.

B	 Solution-based enrichment
i	 Using a clean scalpel, excise a gel slice between 175-250 bp and transfer to a 15-or 50-ml 

tube, depending on the size of the gel slice.
CRITICAL STEP Directly proceed to gel purification. Store the gel slice at 4°C overnight in QG buffer 
only if necessary (QIAquick Gel Extraction Kit).

Purify the gel slice after size selection
TIMING 0.75 h per sample, 0.5 h hands-on
40.	Use the QIAquick Gel Extraction Kit to purify the DNA from the agarose slice following the manufac-

turer’s instructions (QIAquick® Spin Handbook, March 2008) with the following critical exception:
Incubate at room temperature until the gel slice has completely dissolved instead of incubating at 
50°C for 10 min. Heating can impair column purification, because short DNA library molecules will 
become partially single stranded. Cut the gel slice into smaller pieces. To help dissolve the gel, mix 
on a rock and roller or shaker with little agitation (600-650 rpm) at room temperature.  
CRITICAL STEP Up to 400 mg agarose can be processed per spin column with a maximum volume 
of 700 μl per spin cycle. Since the gel slice from pooled sample size-selection is large, spin down 
the entire gel slice solution using several spin cycles on several columns, considering the agarose gel 
weight and spin column volume limitations. 
PAUSE POINT Store samples at -20°C for up to 1 month.

Measure the concentration of size selected library pool
TIMING 0.25 h per sample, 0.2 h hands on
41.	Take 2 μl of each DNA sample to determine the concentration with the Qubit™ Quantification Plat-

form using dsDNA HS Assay Kit following the manufacturer’s instructions. 
If desired, take 1 μl of each DNA sample to check the size distribution of the size-selected fragments 
on bioanalyzer using the Agilent High Sensitivity DNA Kit.
CRITICAL STEP In not enough DNA was obtained after the size selection step, perform an extra PCR 
amplification step as described in BOX3.

Enrich the multiplexed library pool for regions of interest
42.	Perform the enrichment of the multiplexed barcoded library pool for the regions of interest. This step 

can be performed using option A or option B depending on the type of enrichment used. 
CRITICAL STEP Perform the steps in rapid succession. There should be no pause points during the 
enrichment procedure.
A	 Microarray-based enrichment
TIMING 3 days per sample, 3 h hands-on

i	 Set the NimbleGen Hybridization System to 42°C. With the cover closed, allow at least 3 h 
for the temperature to stabilize. Be aware that the temperature of the NimbleGen Hybridi-
zation System may fluctuate.

ii	 Mix the DNA library with 5× weight excess of repetitive sequence fraction of DNA and 0.5 
μl Barcode Block 1 and 0.5 μl Barcode Block 2.

iii	 CRITICAL STEP Use repetitive sequence fraction of DNA suited only for the species of 
interest [see Reagents section; e.g., for human samples use Human Cot-1 DNA from 
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Invitrogen (concentration 1 μg/μl)]. For 2 μg DNA library mix, use 10 μl of Human Cot-1 
DNA.

iv	 Speedvac at 30-40°C to pellet the library pool mixed with repetitive sequence fraction of 
DNA.

v	 Resuspend the pellet in 12.3 μl MQ. Vortex and spin down.
vi	 Set a standard heat block (Thermomixer) to 95°C.
vii	 Prepare the following hybridization master mix in a new 1.5-ml centrifuge tube using the 

NimbleGen Hybridization Kit. Vortex to mix and spin down.

Component Amount per array (42.5 μl total)

2× Hybridization Buffer 29.5 μl

Hybridization Component A 11.8 μl

Nuclease free water 1.2 μl 

viii	 Add 31.7 μl hybridization master mix to 12.3 μl DNA library. Vortex well (15 s) and spin 
down.

ix	 Place the 1.5-ml centrifuge tube with the remaining 10.8 μl hybridization master mix in the 
NimbleGen Hybridization System. Do not discard the hybridization master mix at this step.
CRITICAL STEP Remaining hybridization master mix warmed to 42°C can be useful later 
while loading the slide (Step 42 A (xvi)). 

x	 Incubate the tube with DNA library pool mixed with repetitive sequence DNA and hybridi-
zation master mix at 95°C in a heat block for 5 min with closed lid.

xi	 Move the tube immediately from the heat block to the NimbleGen Hybridization System 
pre-heated to 42°C for at least 5 min or until ready for loading.

xii	 Take the enrichment slide out of the storage box from the dessicator cabinet. Wear gloves 
and touch only the edges to prevent scratching away the probe print. For best results, blow 
compressed air across the slide to remove any dust or debris. 

xiii	 Open a chamber in the NimbleGen Hybridization System and place the slide in with the 
remaining numbered barcode sticker oriented at the right bottom side. 

xiv	 Open the AO mixer and remove the thin adhesive gasket from the surface with a forceps 
or a pipette tip. Place the mixer precisely on the Agilent slide starting at  0.5-1 mm from 
the left side of the slide (already placed in the chamber), with the adhesive part facing the 
slide. 
CRITICAL STEP Loading of samples should be performed within 30 min of opening the 
vacuum packaged AO mixer.

xv	 Take the slide sticking to the AO mixer out of the chamber and tightly glue the edges by 
applying moderate pressure with a piece of plastic. Place the slide with the AO mixer back 
into the chamber.
CRITICAL STEP Make sure the edges are glued well enough to prevent evaporation and 
formation of bubbles during loading and hybridization.

xvi	 Take a pipette with a Filter Tip, 100/200 μl from Greiner Bio-One set to aspirate 50 μl. 
Aspirate the sample and inspect the pipette tip for air bubbles. Dispense and reload the 
pipette if bubbles exist. 

xvii	 Load the sample on the enrichment slide. While loading, keep the pipette tip perpendicular 
to the slide to avoid possible leakage at the fill port. Apply gentle pressure of the tip into 
the port to ensure a tight seal while loading the sample. Wait until the fluid reaches the 
right end of the slide. 
CRITICAL STEP The volume of AO mixers is approximately 44±4 μl (every mixer is different), 
so be prepared to quickly add some additional hybridization solution of the remaining 
master mix from Step 42 A (viii) to ensure the whole surface of the slide is covered as 
dry parts and larger air bubbles will impair mixing and hybridization efficiency. Be careful 
not to insert air bubbles during this process, although a single small air bubble should 
not impair the quality of enrichment because the mixer is moving the fluids during the 
hybridization. 
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xviii	 Gently dry any overflow from the fill port with tissue and close both holes on the mixer 
with two plastic bay clamp stickers. Place over the holes without pressing, and then press 
both with fingers simultaneously to close well. 

xix	 Close the lid and turn on the Mixing Panel on the Hybridization System and press the mix 
button to start mixing. Ensure the mix mode is set to B and the system recognizes each 
slide, as indicated by the green light. Hybridize the samples for 64-72 h.

xx	 After 64-72 h, prepare NimbleGen washing buffers in four wash tanks with suitable 
volume, according to the following scheme:

Wash tank Wash Buffer
Nuclease-free 
water 

Buffer Stock 
(10×)

Total washing 
volume (1×) Washing temperature

1st Wash Buffer 1 180 ml 20 ml 200 ml 42°C

2nd Wash Buffer 1 270 ml 30 ml 300 ml room temperature

3rd Wash Buffer 2 270 ml 30 ml 300 ml room temperature

4th Wash Buffer 3 270 ml 30 ml 300 ml room temperature

xxi	 Preheat 200 μl 1× Wash Buffer 1 to 42°C for usage in stap xxii. 
xxii	 Double-glove both hands. Double-gloving facilitates easy removal of the outer gloves 

between removal of mixer and washes.
xxiii	 Take the enrichment slide from the chamber of the NimbleGen Hybridization System and 

place it directly into the wash tank with Wash Buffer 1 heated to 42°C. Gently but firmly 
remove the AO mixer from the enrichment slide inside the washing solution with fingers.

xxiv	 Move the slide immediately from the 1st tank into the slide rack in the 2nd tank (Wash 
Buffer 1 at room temperature) without touching the slide holder, remove outer gloves, and 
then actively wash the slide for 2 min (washing solution should become foamy).

xxv	 Move the slide rack with enrichment slide from the 2nd tank into the 3rd tank (Wash 
Buffer 2 at room temperature) and actively wash the slide for 1 min.

xxvi	 Replace gloves with a new pair. Move the slide rack with enrichment slide from the 3rd 
tank into the 4th tank (Wash Buffer 3 at room temperature) and actively wash the slide for 
15 s. Slowly remove the array from the washing buffer and place for a few minutes on a 
dry space with the barcode facing down (probes facing up).

xxvii	 Place a gasket slide in the Agilent Hybridization Chamber device (rubber on the upper 
side) and pipette 800 μl nuclease-free water onto the gasket slide. Place the enrichment 
slide carefully on the gasket slide (barcode facing up) and lock the Agilent Hybridization 
Chamber device.

xxviii	 Incubate the Agilent Hybridization Chamber device with the slide for 30 min at 95°C in 
hot air incubator. 

xxix	 Quickly dismantle the Agilent Hybridization Chamber device to release the enrichment 
slide and gasket slide and place them on clean aluminum foil with gasket slide placed at 
the bottom. Put the edge of a surgical blade between the gasket slide and enrichment 
slide and carefully dislodge them by turning the blade. Quickly pipette the fluid into a new 
1.5-ml centrifuge tube with a pre-prepared pipette (collect approximately 400-600 μl).  

xxx	 CRITICAL STEP Be careful not to spill out the elution fluid, since this contains the eluted 
enriched library fragments.  

xxxi	 CAUTION! To avoid burns, be careful not to touch the hot metal bracket with bare hands.
xxxii	 Speedvac the eluted enriched library pool to 30-40 μl at 30-40°C
xxxiii	 PAUSE POINT Store samples at -20°C for up to 1 month.

B	 Solution-based enrichment
TIMING 2 days per sample, 3 h hands-on
i	 Add 0.5 μl Barcode Block 1 and 0.5 μl Barcode Block 2 to the size-selected library pool.
ii	 Speedvac at 30-40°C to precipitate the library pool and Barcode Block mix. 
iii	 Resuspend the pellet in 3.4 μl nuclease free water. The input DNA can now be used directly 

for enrichment.
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iv	 Follow steps 3-12 of the manufacturer’s protocol for enrichment: pages 38-46 of SureSe-
lect Target Enrichment System for SOLiD Fragment and Paired-End Sequencing Protocol, 
Version 1.2, September 2010.
PAUSE POINT Store samples at -20°C for up to 1 month.

Amplify enriched library fragments by PCR
TIMING 1.5 h per sample, 0.5 h hands-on
43.	Prepare the following master mix in a tube of suitable volume. Mix carefully by pipetting up and 

down or flicking the tube, and then spin down.

Component Amount per sample (μl) Final

Primer 3 (50 μM)	 1.5 μl 0.33 µM

Primer 4 (50 μM) 1.5 μl 0.33 µM

Platinum® PCR SuperMix 200 μl

PfuTurbo® DNA Polymerase 0.5 μl 0.5 µl

44.	Add 203.5 μl master mix to each sample. Mix and spin down. Divide approximately 50 μl aliquots 
into each of four tubes in a PCR strip. Prepare on ice.

45.	Amplify using the following PCR conditions:

Cycle number Denature Anneal Extend On hold

1 95°C, 5 min

2-11 (10 cycles) 95°C, 15 s 54°C, 15 s 70°C, 1 min

12 70°C, 4 min

13 4°C

CRITICAL STEP The number of cycles for amplifying the library pool depends on the size of the 
enrichment design. For small designs (up to 0.5 Mb) we recommend using up to 13 cycles, while for 
whole exome samples (50 Mb), 10 cycles should be sufficient.

46.	Add 1 μl Lonza Loading Dye to 4 μl aliquot of each PCR reaction and transfer to a well of a FlashGel 
DNA Cassette 2.2%. Add 2 μl Lonza Marker in the right and left border wells. It is not necessary to 
leave one well between the marker and library. 

47.	Run the FlashGel at 285 V for 3 min.
48.	Check the FlashGel under Safe Imager. If a smear corresponding to the size of selected library band 

is visible, continue directly with Step 49. 
?TROUBLESHOOTING

49.	Pool all PCR samples together into a new 1.5-ml centrifuge tube.
50.	Follow the sample purification described in Steps 7-15.

PAUSE POINT Store samples at -20°C for up to 1 month or continue with the next step.

Measure the concentration of library pool prior to SOLiD run preparation
TIMING 0.75 h per sample, 0.25 h hands-on
51.	Use 2 μl of each DNA sample to measure the concentration using the Qubit™ Quantification Plat-

form and dsDNA HS Assay Kit, following the manufacturer’s instructions. 
52.	Use 1 μl of each DNA sample to check the size distribution of the enriched fragments on a bioana-

lyzer using the Agilent High Sensitivity DNA Kit. The enriched library pool is now ready for SOLiD 
sequencing.
?TROUBLESHOOTING
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BOX1: AUTOMATION OF THE PROCEDURE

Additional list of equipment required for 96-well format library preparation
»» DNeasy 96 Blood & Tissue Kit (Qiagen, cat. no. 69581)
»» CovarisTM E220 System (Covaris, E-series)
»» Multichannel pipette or liquid handling robot
»» Deep 96-well plate
»» Agencourt SPRI plate Super Magnet Plate (Backman Coulter Genomics, cat. no. A32782)
»» Steps in this protocol that can be scaled or automated in 96-well format:
»» Step 3-6: Shearing (CovarisTM E220 or LE220 System)
»» Step 7-15, 18, 21, 31, 50, BOX3 (9): Purification (deep 96-well plate, Agencourt SPRIPlate 

Super Magnet Plate, follow the manufacturers’ protocol)
»» Step 16-17: End repair and phosphorylation (deep 96-well plate)
»» Step 19-20: Ligation (deep 96-well plate)
»» Step 21-30, 43-49, BOX3 (1-8): PCR reactions (deep 96-well plate)

BOX 2: RE-PURIFICATION OF ISOLATED GENOMIC DNA OF UNKNOWN QUALITY OR ISO-
LATION PROCESS 
TIMING 0.75 h per sample, 0.5 h hands-on

1.	 Dissolve genomic DNA in 10 mM Tris Buffer working solution to a final volume of 200 μl in a 
1.5-ml centrifuge tube. Spin down briefly.

2.	 Add 20 μl Proteinase K stock and 200 μl Buffer AL (without added ethanol) to the genomic 
DNA sample and immediately mix thoroughly by vortexing. Spin down briefly. Incubate at 56°C 
for 5 min.

3.	 Add 4 μl RNase A (100 mg/ml) to genomic DNA sample, mix by vortexing, spin down briefly, 
and incubate at 56°C for an additional 5 min.

4.	 Add 200 μl Ethanol (96-100%) to genomic DNA sample and mix thoroughly by vortexing. Spin 
down briefly

5.	 Pipet mixture into DNeasy Mini spin column placed in a 2 ml collection tube. Centrifuge at 
≥6,000 × g (8,000 rpm) for 1 min. Discard flow-through and collection tube.

6.	 Place DNeasy Mini spin column in a new 2 ml collection tube, add 500 μl Buffer AW1 and 
centrifuge at ≥6,000 × g (8,000 rpm) for 1 min. Discard flow-through and collection tube.

7.	 Place DNeasy Mini spin column in a new 2 ml collection tube, add 500 μl Buffer AW2, and 
centrifuge at ≥20,000 × g (14,000 rpm) for 3 min to dry the DNeasy membrane. Discard flow-
through and collection tube.

8.	 Place DNeasy Mini spin column in a new 1.5-ml centrifuge tube and pipet 200 μl Buffer AE 
onto the DNeasy membrane. Incubate at room temperature for 1 min, and then centrifuge for 
1 min at ≥6,000 × g (8,000 rpm) to elute. For maximum DNA yield, elute the membrane once 
more into a new 1.5-ml centrifuge tube with 100 μl Buffer AE. After pooling of both eluates, 
the final volume is 300 μl.
PAUSE POINT Store sample at -20°C for up to 1 month.
CRITICAL STEP Measure DNA concentration after thawing stored samples prior to library 
preparation.
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BOX 3: OPTIONAL PCR AMPLIFICATION TO INCREASE INPUT MATERIAL PRIOR TO 
ENRICHMENT
TIMING 1.5 h per sample, 0.5 h hands-on
CRITICAL Perform an additional PCR amplification only if the amount of size-selected library pool 
is lower than required for enrichment (2 mg for micro-array, 500 ng for Sureselect in-solution 
enrichment).
 
1.	 Concentrate re-purified genomic DNA in a speedvac at 30-40°C to a final volume of ≤50 μl.
2.	 Prepare the following master mix in a tube with suitable volume. Mix carefully by pipetting up 

and down or flicking the tube, and spin down.

Component Amount per sample (μl) final

Primer 1 (50 μM) 1.5 μl 0.33 µM

Primer 3 (50 μM) 1.5 μl 0.33 µM

Platinum® PCR SuperMix 200 μl

PfuTurbo® DNA Polymerase 0.5 μl 0.5 µl

CRITICAL STEP All reagents are stored at -20°C. Thaw reagents on ice in advance. Prepare the 
master mix on ice.

3.	 Add 203,5 μl master mix to each sample. Mix and spin down. Divide 50 μl of each mix into 
each of 4 tubes in a PCR strip. Keep on ice.

4.	 Amplify using the following PCR conditions:

Cycle number Denature Anneal Extend On hold

1 95°C, 5 min

2-6 (5 cycles) 95°C, 15 s 54°C, 15 s 70°C, 1 min

7 70°C, 4 min

8 4°C

5.	 Add 1 μl Lonza Loading Dye to a 4 μl aliquot of each PCR reaction and transfer into one well 
of a FlashGel DNA Cassette 2.2%. Add 2 μl Lonza Marker to the right and left border wells. It 
is not necessary to leave one well between the marker and library. 

6.	 Run the FlashGel at 285 V for 3 min.
7.	 Check the FlashGel under the Safe Imager. If a smear corresponding to the size of the selected 

library band is visible, continue directly with Step 8. 
?TROUBLESHOOTING

8.	 Pool all PCR aliquots together into a new 1.5-ml tube.
9.	 Follow the sample purification described in Steps 7-15 of the main procedure protocol. 

PAUSE POINT Store samples at -20°C for up to 1 month.

Measure the concentration of amplified size selected library pool
10.	TIMING 0.25 h per sample, 0,2 h hands on
11.	Use 2 μl of each DNA sample to measure the concentration using the Qubit™ Quantification 

Platform and the dsDNA HS Assay Kit, following the manufacturer’s instructions. 
12.	If desired, use 1 μl of each DNA sample to check the size distribution of the library fragments 

on a bioanalyzer using the Agilent High Sensitivity DNA Kit.

Timing
The timing of each step is calculated for a single sample; however, when processing multiple samples, 
the time per sample will decrease since enrichment can be performed on a pool of libraries. It is conven-
ient to simultaneously prepare batches of 10-20 libraries and pool them when they are all ready.
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Microarray-based enrichment (5-6 d)
Preparation and pooling of libraries (Step 1-35) 1-2 d
Size-selection of libraries, preparation of enrichment procedure (Step 35 - 42 A (xvii)) 1 d
Hybridization (Step 42 A (xviii)) 2 d
Washing and elution, PCR amplification, and elongation of adaptors (Step 42 A (xix)-52) 1 d
Solution-based enrichment (3-4 d)
Preparation and pooling of libraries (Step 1-35) 1-2 d
Size-selection of libraries, preparation of enrichment procedure, and hybridization (Step 35-42 B) 1 d
Washing and elution, PCR amplification, and elongation of adaptors (Step 42B-52) 1 d

TROUBLESHOOTING
See Table 1 for Troubleshooting advice

Table 1: Troubleshooting table.

Step Problem Possible reason Solution

Step 1 Low amount of RNA-free and 
protein-free genomic DNA.

Genomic DNA is 
of poor quality.

1) Re-purify original DNA samples 
(BOX2). 
2) Consider collecting new DNA samples
3) In case solution 1 or 2 have been 
excluded as possibilities, proceed with 
library preparation anyway.

Step 29 No visible band on Flash Gel 
after 7 PCR cycles.

More PCR cycles 
necessary or 
possible loss 
during Step 3-27.

1) Perform more PCR cycles anyway 
However; be aware of increased clonality 
and decreased complexity of library.
2) Repeat Step 3-27 including all the 
optional DNA concentration measure-
ments to indentify the loss of DNA 
(possibly poor ligation efficiency).                   

Step 33 Low amount of DNA after 
purification of the PCR 
product though optimal 
amount of PCR cycles used.

Possible loss 
during purifica-
tion steps.

1) Make sure all ethanol evaporated.                                                             
2) Make sure the ethanol solution is 
freshly prepared.

Step 34 Low amount of DNA prior to
pooling according to the 
calculation.

Number of PCR 
cycles too low.

1) If fewer than 8 PCR cycles were 
performed, add additional 2-3 PCR 
cycles.

ANTICIPATED RESULTS
Here, we show the typical results that can 
be obtained by different multiplex experi-
ment setups. The experimental setups are 
chosen such that the targeting foot print in 
combination with the number of samples 
matches the capacity of  a single SOLiD v4 
sequencing run (Figs. 2-5). Relevant param-
eters for judging the success of an experi-
ment include: 1) Accuracy of equimolar 
sample pooling. This can be determined by 

calculating the distribution of total reads or 
from reads mapped to the reference genome 
per barcode (Figs. 2a, 3a, 4a, and 5a). Typi-
cally, most samples are within a 2-fold 
range from the median, although individual 
outliers may occur and are most likely due 
to suboptimal source DNA quality. 2) Enrich-
ment efficiency: This is calculated per indi-
vidual sample by dividing the number of 
reads that overlapped with the design 
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Figure 2: Mapping and enrichment statistics for a multiplexed microarray-based enrichment 
experiment with 20 rat samples and design size of 1.4 Mb. The figure shows an overview of the 
distribution of mapped reads assigned to barcodes (A), percentage of enrichment efficiency (B), design 
coverage by ≥1 read and ≥20 reads (C), and mean and median of sequencing coverage (D).

Figure 3: Mapping and enrichment statistics for a multiplexed microarray-based enrichment 
experiment with 96 human samples and design size of 0.4 Mb. The figure shows an overview of 
the distribution of mapped reads assigned to barcodes (A), percentage of enrichment efficiency (B), 
design coverage by ≥1 read and ≥20 reads (C), and mean and median of sequencing coverage (D).
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Figure 4: Mapping and enrichment statistics for a multiplexed solution-based enrichment 
experiment with 23 human samples and design size of 3 Mb (human exome on chromosome X). 
The figure shows an overview of the distribution of mapped reads assigned to barcodes (A), percentage 
of enrichment efficiency (B), design coverage by ≥1 read and ≥20 reads (C), and mean and median of 
sequencing coverage (D).

Figure 5: Mapping and enrichment statistics for a multiplexed solution-based enrichment 
experiment with four human samples and design size of 50 Mb (human whole exome). The 
figure shows an overview of the distribution of mapped reads assigned to barcodes (A), percentage 
of enrichment efficiency (B), design coverage by ≥1 read and ≥20 reads (C), and mean and median of 
sequencing coverage (D).
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footprint with the total number of mapped 
reads (Figs. 2b, 3b, 4b, and 5b). For designs 
smaller than 5 Mb, the enrichment efficiency 
can be expected to be between 40 and 
60%, while for design sizes up to 50Mb this 
increases to 65-75%. We have previously 
shown that the use of barcode blocking 
oligonucleotides during multiplexed enrich-
ment significantly increases the enrichment 
efficiency compared to non-blocked experi-
ments (9) coverage per target base position. 
The portion of the whole design covered by 
at least 1 read or at least 20 reads provides 
a good measure for completeness of the 
screen and ability to reliably identify heter-
ozygous variants. Although these statis-
tics do of course depend on the depth of 
sequencing, we typically aim for 50- to 
100- fold average bp coverage per samples. 
While under those conditions similar values 
can be expect for the 1x coverage statis-
tics (90-95% for in solution and >99% for 
array-based), values for >20x coverage can 
be more variable (Figs. 2c, 3c, 4c, and 5c). 
There are two reasons for this: first, equi-
molar titration of individual samples within 
a 2- to 3-fold range is possible but chal-
lenging. Therefore, certain samples could be 
covered 25×, while others are covered 125×, 
automatically resulting in less bases that are 
covered >20x in the first case. Second, the 
enrichment procedures introduce additional 
biases on top of sequence biases due to 
sequence-context specific effects on capture 
efficiency. Higher coverage sequencing 
could address this issue and may be required 
to efficiently identify heterozygous variants 
throughout the target region. 4) Average 
target coverage per sample: This is an aggre-
gate of the statistics as indicated above at 
item 1) and 3). For a good experiment these 
statistics should mirror those of 1) and typi-
cally show a 2- to 3-fold differences between 
the sample with the lowest and the highest 
average coverage (Figs. 2d, 3d, 4d, and 5d). 

One can also track the performance of 
individual barcodes in different experiments 

to detect potential sequence-specific effects, 
but we have never observed a systematic 
bias related to specific barcodes. We assume 
that most of the variation between the 
sequencing coverage is caused by differ-
ences in shearing efficiency and resultant 
insert size distribution differences and emul-
sion PCR efficiency, as well as measurement 
and pipetting errors. Part of this could be 
addressed by measuring the concentra-
tion of the specific size range fraction 
required for size selection rather than the 
total sample concentration before pooling. 
This could be done using for example an 
Agilent Bioanalyzer or 96-channel Caliper 
GX instrument. Low quality of genomic 
DNA from paraffin-embedded tissue, “old” 
samples or degraded DNA may also have a 
strong negative effect on the distribution of 
mapped reads, enrichment efficiency, target 
coverage or mean and median coverage. 
These mapping and enrichment statistics 
may become extremely uneven between 
indexed libraries within a pool, with up to 
10-fold differences between the lower and 
higher value. These effects are most promi-
nent when samples with different origin and 
quality are mixed in a single multiplexed 
experiment. Indeed, performance of a library 
in a pool (percentage of reads) was found to 
correlate with the origin and quality of the 
starting material. Therefore, we do recom-
mend to only pool samples obtained from a 
common source. 

Confirmation of the detected variants 
is dependent on SNP detection thresholds 
used. In the experiments shown here, we can 
typically reconfirm up to 90% of all novel 
variants and  >90% of all known variants 
(dbSNP) (9) and unpublished data (M.H., 
I.J.N., E.C.). As there could theoretically 
be a competitive advantage of reference 
alleles to be captured above non-reference 
alleles, one could check the potential 
effect of allele frequency in the pool on the 
observed non-reference allele frequency 
per individual sample. Based on the 96-plex 
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enrichment experiment, we find that hetero-
zygous calls that occur at low frequency in 
the total pool, do not exhibit a significant 
decrease in average non-reference allele % 
(NRA%) (R2=0.066) or decrease in coverage 
(R2<0.001) compared to heterozygous 
calls that occur at high frequency (Fig. 6). 
Similarly, homozygous calls that occur at 
a low frequency in a pool do not exhibit 

a significant decrease in average NRA% 
(R2<0.001), although average coverage of 
low frequency homozygous calls shows a 
mild non-significant (R2=0.353) decreasing 
trend (Figure 6). However, this effect is too 
small to affect the ability to reliably call the 
SNV, indicating that rare variants in the 
multiplexed pool can be detected equally 
reliable as more frequent variants.

Figure 6: Effect of multiplexing level of up to 96 barcoded samples on allelic competition. The 
figure shows the correlation between the frequency of an allele in a pool of 96 indexed samples (192 
alleles) and non-reference allele percentage (NRA%) of a heterozygous call (A) and frequency of an allele 
in a pool of 96 indexed samples (192 alleles) and coverage of a homozygous call (B). A heterozygous call 
is defined as a call with 20-75% NRA and homozygous call is defined as a call with 75-100% NRA. Shift 
of the peak of heterozygous calls from expected 50% NRA was already observed also in non-multiplexed 
enrichment experiments as shown by Mokry et al (21).
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SUPPLEMENTARY INFORMATION: 

Supplementary Figure 1: Graphical example of a manual for the level of multiplexing based on 
the size of design. According to our observations the enrichment efficiency differs between the design 
sizes smaller than 5Mb (A) and designs with sizes 5-50Mb (B). Triangles indicate our already performed 
multiplexing experiments and based on these results we calculated the maximal possible levels of multi-
plexing if the average of required coverage is 50x or 100x, which are the most common used levels of 
sequencing coverage. Arrow indicates an experiment where we exceeded advised level of multiplexing 
and needed to create one additional sequencing run to obtain enough coverage.
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Chapter 5

Abstract
Background: Phenotype-driven forward genetic experiments are powerful approaches 
for linking phenotypes to genomic elements but they still involve a laborious positional 
cloning process. Although sequencing of complete genomes now becomes available, 
discriminating causal mutations from the enormous amounts of background variation 
remains a major challenge.

Method: To improve this, we developed a universal two step approach, named ‘fast 
forward genetics’, which combines traditional bulk segregant techniques with targeted 
genomic enrichment and next-generation sequencing technology 

Results: As a proof of principle we successfully applied this approach to two Arabi-
dopsis mutants and identified a novel factor required for stem cell activity.

Conclusion: We demonstrated that the ‘fast forward genetics’ procedure efficiently 
identifies a small number of testable candidate mutations. As the approach is inde-
pendent of genome size, it can be applied to any model system of interest. Further-
more, we show that experiments can be multiplexed and easily scaled for the identifica-
tion of multiple individual mutants in a single sequencing run. 
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Background
Since the groundbreaking work of William 
Bateson and Thomas H. Morgan at the 
beginning of last century describing the 
key concepts of genetic linkage and linearly 
ordered genes on chromosomes, pheno-
type-driven forward genetics has developed 
into one of the most powerful approaches 
for assigning genomic elements to biological 
function. Many novel biological concepts 
have been discovered using this approach, 
including human disease genes like Duch-
enne Muscular Dystrophy (1), Huntington’s 
(2) and Cystic Fibrosis (3) but also completely 
novel classes of biomolecules like microRNAs 
were identified this way (4,5). While many 
studies depended on naturally occurring 
mutations, the use of radiation and chemical 
mutagens dramatically boosted the genera-
tion of phenotypic mutants and eventually 
led to the first saturation screens allowing 
for the systematic identification of genes 
involved in specific processes (6). 

Despite these successes, the process of 
positional cloning, i.e. the identification 
of the gene and variant(s) that causes the 
phenotype has remained a challenging and 
laborious process. Although it took until the 
1980’s before the gene underlying one of 
the most studied mutants, the Drosophila 
white-eye phenotype that was studied by 
Morgan in the 1910’s, was identified (7), 
versatile techniques have since been devel-
oped to facilitate the cloning process. While 
tag-based mutagenesis approaches using 
e.g. transposons (8,9) or viruses (10) facili-
tated the cloning process, chemical-based 
methods using e.g. EMS or ENU (11-13) 
have remained most popular because 
of their highly random distribution and 
high efficiency. With the advent of next-
generation sequencing technologies (14), 
it now has become possible to sequence 
complete genomes of individual mutants, 

thereby providing comprehensive invento-
ries of genetic variation. However, it has also 
become clear that this information alone 
is not sufficient for unequivocally linking a 
phenotype to a specific genotype or single 
mutation. In genetically heterogeneous 
populations, large amounts of background 
variation is present, including hundreds 
of apparently deleterious mutations like 
premature stop codons in protein-coding 
genes (15,16). Similar problems arise in 
model organisms; since chemical muta-
genesis typically results in many thousands 
of induced mutations per genome. Hence, 
discriminating background variation from 
causal mutations remains a major chal-
lenge. Indeed, a recent study in C. elegans 
demonstrated that even with the power of 
next-generation sequencing technologies 
and relatively small genome size, additional 
linkage information is required for muta-
tion cloning (17). Although such data can 
be obtained by classical genetic mapping 
experiments or, alternatively, background 
variation could be eliminated by extensive 
backcrossing, these are relatively laborious 
processes. To address this, we developed 
a two-step protocol, named ‘fast forward 
genetics’, that combines a traditional bulk-
segregant analysis approach (18) with 
state-of-the-art next-generation sequencing 
techniques (19). The fast forward genetics 
approach is highly efficient compared to 
traditional approaches and while we provide 
proof-of-principle using Arabidopsis thal-
iana it can in principle be applied to any 
sequenced species of interest and is largely 
independent of the genome size. Further-
more, we show that multiple samples can 
be processed simultaneously using multi-
plexed barcoded/indexed samples in a single 
sequencing run.
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Results
Fast forward genetics principle
First, bulk-segregant mutant and wild-type 
pools are generated by outcrossing the 
mutant ecotype to a polymorphic mapping 
ecotype, followed by selfing of the F1 
progeny to establish the F2 generation in 
which the recessive phenotype segregates in 
a Mendelian fashion (Figure 1). From these, 
pools of mutant as well as wild type segre-
gants were generated. While in the first pool, 
the causal mutation will be homozygous, 
the wild-type pool contains both hetero-
zygous mutant as well as homozygous wild 
type individuals. Polymorphic alleles intro-
duced by the mapping ecotype background, 
however, function as genetic markers and 
will be randomly distributed in both pools 
and appear at a frequency of ~50%, unless 
the marker is linked to the causal mutation. 
In such cases, the non-reference mapping 
allele will decrease gradually towards 0 % 
in the mutant pool upon getting closer to 
the causal variant, while increasing to 67% 
in the wild-type pool (Figure 1). Traditionally, 
hundreds of genetic markers (e.g. RFLPs, 
AFLPs, SNPs (20-22)) that are evenly distrib-
uted over the genome are tested in simple 
or multiplexed assays to roughly map the 
mutation to a chromosome or chromosomal 
segment. This step is normally followed by 
a fine-mapping step in non-pooled F2 indi-
viduals and requires additional markers in 
the region of interest. Finally, candidate 
genes are sequenced to identify the causal 
mutation. 

Figure 1: Schematic representation of the two step fast forward genetics approach. The mutant 
ecotype is crossed to a mapping ecotype background. The resulting F1 progeny are subsequently selfed 
to generate a F2 population in which the mutant phenotype segregates according to Mendelian rules 
(25% mutant, 75 % wild type). Equal numbers of 50 to 200 mutant and wild type individuals are pooled 
(bulk segregant pools) and used in the procedure. First, ‘light sequencing (1 to 10 x genome coverage) 
is used to map the mutation to a genomic region, which is revealed by a strong decrease of mapping 
ecotype alleles in the mutant pool and a mild increase in the wild type pool. Next, a capture array is 
designed to capture DNA from the linked region in the mutant pool, followed by deep sequencing. This 
results in the identification of low frequency SNP alleles from the mapping ecotype, which allow for 
fine-mapping as well as abundant (homozygotic) novel non-reference alleles (red dot). These variants 
are prime candidates for the mutation causing the phenotype since it is the only common variant in all 
the individuals in the mutant pool.
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In the fast forward genetics approach, 
all these steps are combined in a two-step 
experimental approach (Figure 1). When 
large sets of known SNPs are available (e.g. 
when complete genome sequences are 
available), the mutant pool can be ‘lightly’ 
sequenced using short read next-generation 
sequencing to obtain linkage informa-
tion (Figure 1). Although high nucleotide 
coverage (>20x) is typically required for 
reliable genotyping by next-generation 
sequencing, the availability of high-density 
SNP panels for most commonly used model 
organism systems, makes it possible to 
use low sequence coverage (1 - 2 x) to 
generate medium resolution linkage infor-
mation using bins of markers. Per bin of for 
example 100 known SNP positions, all reads 
covering a known polymorphic position are 
collected and the ratio between raw reads 
representing reference alleles and mapping 
alleles is calculated. Interestingly, this step 
makes the approach largely independent 
of the genome size. The size of the bin can 
be adapted to the depth of sequencing, the 
number of markers available and the size 
of the genome. While, as a consequence, 
the mapping resolution might be variable, 
it should be noted that mapping resolution 
depends on the number of meiotic crosso-
vers and is thus largely determined by the 
size of the bulk-segregant pools. 

Alternatively, when no high-density SNP 
data is available, the wild type pool can be 
sequenced at low coverage in addition to 
the mutant pool. The combined data can 
first be used to reveal variable positions 
between the ecotypes used. Next, these 
positions are typed for both pools separately 
and again ratios between reference and 
mapping alleles are calculated (Figure 1). 
In the study described here we applied the 
de-novo identification and typing of variants 
in the population for mapping.

After the initial mapping step, which 
typically results in linkage to a 5 to 10 centi-
Morgan region, a capture array is designed 

(custom 1M or 244k Agilent SurePrint) to 
enrich for DNA fragments of the linked 
genomic region (typically 1 to 10 Mbp). In 
the second step the mutant bulk-segregant 
pool is enriched and deep-sequenced to 
about 5 to 10 x per allele in the pool (~1,000 
x in total). This allows for simultaneous fine-
mapping (step-wise decrease of mapping 
allele frequency due to individual cross-over 
events) and candidate mutation identifica-
tion (fully homozygous non-reference alleles) 
(Figure 1). 

Bulk-segregant analysis by ‘light 
sequencing’
For a proof-of-principle, we selected two 
novel recessive Arabidopsis mutants. The 
picup1 and twirt1 (twr-1) mutants display 
altered root meristem function resulting 
in short roots, with twr-1 mutants also 
affecting the shoot meristem. The mutants 
were generated by chemical EMS-mutagen-
esis of transgenic marker lines. By crossing 
to the Ler-1 ecotype a mapping popula-
tion was generated from which the mutant 
as well as the wild type / heterozygous 
pools 200 plants each, were generated. 
Subsequently, DNA of the corresponding 
pools was converted into standard frag-
ment libraries and sequenced in multiplex 
setup using barcodes that were introduced 
during library preparation. Next-generation 
sequencing was performed using AB/SOLiD 
technology and because of the relatively 
small size of the Arabidopsis genome (~120 
Mbp) even the use of only about 10% of the 
current capacity of a single slide run results 
in on average 10 x genome coverage (Table 
1). Sequence reads were mapped to the TAIR 
8 reference genome and variable positions 
common to the mutant and wild-type pool 
are used for mapping. The mutant/mapping 
allele (Col/Ler) ratio was calculated for bins 
of 25 mapping SNPs. Simulations using part 
of the sequencing data showed that the 
linkage results are similar for even lower 
depth sequencing down to ~1 x coverage 
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(Additional file 1, Figure S1A). Below this 
coverage, SNP discovery becomes too 
unreliable and a known SNP set should be 
used. The number of SNPs per bin can also 
be varied (Additional file 1, Figure S1B). A 
higher number results in a smoother curve, 
but this is only possible when sufficient 
SNPs are available or discovered. When this 
number is limited, the effect of single SNPs 
becomes more pronounced and can cause 
large fluctuations in the frequency for a bin. 

A single linkage region was identified on 
chromosome 1 around 21.6Mb for picup-1 
and on chromosome 5 around 22.5 Mb 
(Figure 2A) for twr-1 mutant. Analysis of the 
wild-type pool supported these locations 
as the percentage of non-reference alleles 
increases at the same locations. In addition, 
the mutants were analyzed in a traditional 
mapping approach using a panel of PCR-
based markers (not shown). The results of 
that experiment were fully consistent with 
the fast forward genetics analysis as the 
picup-1 mutation on chromosome 1 between 
21.6 and 21.9 Mb spanning 285 kb and the 
twirt mutation was mapped between 22.4 
and 22.6 Mb on chromosome 5 spanning a 
212 kb region (data not shown).

Genomic enrichment and 
‘deep-sequencing’
Recently, various techniques have been 
developed for the enrichment of specific 
genomic DNA fragments for down-stream 
next-generation sequencing (23-26). 

Although in principle many different plat-
forms could be used for this step, we have 
chosen to use custom-designed Agilent 
microarrays to enrich the bulk segregant 
libraries, as this platform is highly flexible in 
terms of design and ordering. Furthermore, 
in combination with short-insert fragment 
libraries and AB/SOLiD sequencing, these 
arrays provide high target-enrichment rates 
with relatively even coverage, which was 
found to be instrumental for reliable hetero-
zygous mutation discovery with high sensi-
tivity and specificity (27,28).  

A single microarray with a dense tiling 
set of probes targeting 1Mb of the (repeat-
masked) region identified in the mapping 
was designed and used for the enrich-
ment of the mutant pool. The enriched 
sample was sequenced using AB/SOLiD, in 
barcoded/multiplex way using ~ 10-15 % of 
the capacity of a single slide run. The enrich-
ment was highly efficient with 87-88 % of 
the reads mapping to the target region of 
interest, resulting in 1,777 x coverage for 
the picup1 mutant and 1,644 x coverage for 
the twr-1 mutant (~ 4.1-4.4 x per allele in 
the pool) (Table 1). 

To identify potential causal variants, we 
calculated the percentage of non-reference 
alleles for every informative position in 
the regions of interest. This percentage 
is expected to decrease for polymorphic 
mapping ecotype alleles when closing in 
to the causal variant and potential causal 
variants are expected to show up as 100% 

Table 1: Sequencing statistics for Arabidopsis mutants using fast forward genetics

Mutant pool raw reads
mapped 
reads

on target reads 
(%)

Avg coverage 
(genome / target)

picup1 mutant 33,153,386 24,617,730 10.3x

wild type 19,696,216 14,776,790 6.2x

mutant enriched 51,643,460 40,185,359 35,541,544 (88%) 1,777x

twr-1 mutant 29,766,024 23,150,679   9.6x

wild type 20,687,086 16,308,193   6.8x

mutant enriched 46,068,250 37,584,650 32,882,209 (87%) 1,644x
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Figure 2: Results of the fast forward genetics approach: A) First step of the fast forward 
genetics approach. Single linkage to genomic region was identified for both mutants. The region with 
low frequency non-reference alleles in the mutant population indicates a common genomic fragment 
to the mutant pool. Verification in the wild type pool (blue graph) supports this region by showing 
an overrepresentation of non-reference alleles to balance the Hardy-Weinberg equilibrium. B) Second 
step of the fast forward genetics approach. Non-reference alleles detected in the genomic enrichment 
sequencing data are plotted by their location and frequency for mutants (black: non-coding, red: coding, 
blue: UTR). The black boxes indicate regions where no capture probes could be designed due to repeats 
and /or other non-unique sequences.
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non-reference.  To account for noise (error 
rates in sequencing as well as mapability 
issues) in the raw sequencing data as well 
as potential missorting of individuals in the 
mutant pool, relatively loose criteria (>70% 
non-reference alleles) were applied for 
candidate mutations. 

Using these settings, for the picup1 
mutant, four variants were found in targeted 
region, two in non-coding regions, one 
silent and one candidate identified in the 
3’-UTR of At1g58602. Although these vari-
ants could be causal mutations, the mapped 
region also contains a sub-region with highly 
repetitive sequences that was omitted from 
the capture design (Figure 2B). Furthermore, 
in this mutant 95.15% of targeted sequence 
was covered at more than 20x, leaving 
13,391 coding bases non-inspected. A large 
proportion of these were in the two obvious 
gaps (Figure 2B) which were excluded from 
the array design criteria due to known repeat 
content or sequences present multiple times 
in the genome (duplications). The first gap 
around 21.3 Mb contains a large cluster 
of non-coding RNA genes and does not 
contain CDS regions, but the second gap 
around 21.8 Mb contains large transpos-
able elements and coding sequences with 
high similarity matches elsewhere in the 
genome (some of them to mitochondrial 
and chloroplast). Because of their annota-
tion as repeats (TAIR8 built) these sequences 
were automatically omitted from the design 
of the enrichment array since they would 
either decrease capture efficiency or intro-
duce difficulties in mapping the sequences 
back to the genome. 

For twr-1 only a very limited number of 
candidate mutations were identified (Figure 
2B, Table 2). As expected, the majority (5 out 
of 6) variants are G/C to A/T mutations, which 
is in line with the EMS-induced mutation 
spectrum in Arabidopsis (29). We predicted 
the effect of the candidates (Table2), and 
we found a candidate causing a premature 
stop codon in the gene At5g55580 (Figure 

3A) making this a very likely cause for the 
phenotype. When we consider the addi-
tional PCR-based mapping information, it is 
the only candidate in the region.

On the other hand, it cannot completely 
be excluded that the causal mutations were 
missed by sequencing and are still presented 
in targeted regions. However, sequencing 
the target region for mutant showed that 
99.86% of all coding bases were covered 
over 20x, which is sufficient for our strict 
SNP calling pipeline, and only 471 coding 
bases were not efficiently surveyed.

Mutant phenotypes and complementa-
tion test
The picup1 mutant displays mis-localiza-
tion of the normally polar localized PIN2 
auxin efflux facilitator, which results in a 
shorter root (Figure 3E). To confirm that 
the causal mutation in the picup1 mutant 
is residing within the identified repetitive 
region we ordered JatY clones (http://www.
jicgenomelab.co.uk) spanning this region 
and used these to transform two different 
picup1 alleles that came from the same 
mutant screen and checked for comple-
mentation in the F2 generation. Four of the 
JatY clones were able to complement both 
mutant alleles (Additional file 1, Figure S2). 
While these results confirm the mapping 
data, identification and confirmation of the 
causal variant will require additional experi-
ments, which are complicated by the repet-
itive nature of this region and potential 
incompleteness of this region in the refer-
ence genome.

The twr-1 mutant shows a reduced root 
growth and delayed shoot meristem acti-
vation resulting in belated outgrowth of 
leaves. The shoot defect was traced back 
to the embryo development with mature 
mutant embryos displaying a largely reduced 
shoot apical meristem compared to the 
dome shaped meristem in the WT (Figure 
3B,C). Upon transition to flowering the plant 
produces fewer stems and enhanced floral 
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termination resulting in reduced seed set 
(Figure 3D).

To confirm that the causal mutation in 
the twr-1 mutant maps to the At5g55580 
gene encoding a mitochondrial transcription 
termination factor (mTERF) family protein, 
we obtained a second allele harboring a 

T-DNA insertion in the fourth intron. This 
allele displayed phenotypes very similar to 
twr-1 and subsequent complementation 
analysis revealed they are allelic (Figure 3D). 
Accordingly we renamed this mutant allele 
twr-2.

Table 2: Detected candidate mutants and their predicted effect on the genes (green: silent, yellow: 
synonymous, red: stop).

mutant Chr
Position
(TAIR8) ref allele

Detected
allele gene Predicted effect

picup-1 chr1 21,160,008 C T AT1G56490 pseudogene

chr1 21,401,749 G A AT1G57770 S558S

chr1 21,768,825 G A AT1G58602 3’UTR

chr1 22,003,621 T C

twr-1 chr5 22,113,982 T A

chr5 22,252,705 C T AT5G54730 A345T

chr5 22,385,804 C T

chr5 22,534,542 C T AT5G55580 Q467X

chr5 22,779,060 C T AT5G56240 M405I

chr5 22,968,138 C T

Figure 3: Identification and characterization of the mutants. A) Complementation of the picup1 
mutant by one of the JatY clones. B) Schematic representation of the TWR gene. Boxes indicate coding 
sequence. The conserved mTERF domain (pfam PF02536) in red, UTRs in light blue. twr-1: point mutation 
C>T causing premature stop-codon at the end of the mTERF domain.  twr-2: T-DNA insertion in intron 4. 
C,D) Aniline blue staining of mature embryos showing a dome shaped group of cells in wt representing 
the shoot apical meristem (C), which appears absent in the twr-1 mutant embryo (D). E) Complemen-
tation analysis of the cross between twr-1 and twr-2 shows identical above ground phenotypes to the 
single mutants. A backcross of twr-1 to wt phenotypically resembles the wt.
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Discussion
We show that with the current sequencing 
technologies and DNA capture approaches 
unknown mutations can be mapped 
robustly to a single genomic region. Further-
more, a testable number of causal candidate 
mutations can routinely be obtained in a 
very fast and scalable two-step approach. In 
addition, multiple mutants can be analyzed 
simultaneously using a multiplexed setup 
with individually barcoded samples in single 
sequencing run. While the current capacity 
of next-generation sequencing equipment 
would already allow for the analysis of 10 to 
20 Arabidopsis mutants in a single run, it is 
clear that the generation of mutants, bulk-
segregant pools and mainly down-stream 
validation experiments will soon become the 
limiting step in forward genetics. While vali-
dation can be very laborious, the increased 
efficiency of the mapping and cloning steps 
opens up opportunities to pursue the iden-
tification of multiple independent alleles for 
the same locus. 

The key feature of the fast forward 
genetics approach is the use of an old genetic 
trick, the use of cumulative information 
from bulk segregant pools. Theoretically, a 
pool of 100 individuals contains the infor-
mation required for mapping to a resolution 
of about 1 cM. Translation into physical size 
depends on the species and chromosomal 
region. In general, however, a 1 cM region 
will typically not be larger than 1-5 Mb. 
While increasing pool sizes above 100 might 
increase mapping resolution, this would 
also require more sequencing depth. More 
importantly, however, sequencing error 
rates need to be significantly lower than the 
single allele frequency to be able to detect 
single cross-over events. When 500 indi-
viduals are pooled, a sequencing accuracy of 
99,9 % (as currently claimed by most plat-
forms) would mean that single allele signals 
equal background signal and would not be 
distinguishable.

Based on the known EMS-induced muta-
tion frequency of about 1 in 100 kb (29), 
the regions resulting from the mapping 
step are expected to contain ~10 candi-
date mutations. We find only slightly lower 
numbers (four to six), which is probably due 
to a less efficient EMS treatment in these 
experiments and/or the fact that we did not 
efficiently cover repetitive regions. Never-
theless, fine-mapping nucleotide resolution 
deep-sequencing as well as bioinformatic 
analysis resulted in a very limited number 
of candidate mutations that are testable in 
functional assays like rescue by large-insert 
genomic clones or analysis of independent 
insertion lines from public resources (e.g. 
http://signal.salk.edu). 

While one could in principle perform 
the low-resolution mapping step using 
traditional methods, followed by enrich-
ment and sequencing of the non-pooled 
mutant ecotype genome for the linkage 
region, with decreasing costs of consuma-
bles, the possibility of multiplexing and 
increasing throughput of next genera-
tion sequencing platforms, the costs of 
low resolution mapping step using deep 
sequencing became comparable or superior 
to traditional methods. In any case, only a 
single next-generation sequencing fragment 
library has to be prepared and sequenced for 
the whole two-step procedure. 

Although not strictly required for the 
fast forward genetics approach, the wild-
type pool can be included in experiments 
can have advantages. First, they function as 
controls for the identification of real linkage 
locations in the mutant pools as an increase 
of mapping ecotype allele frequencies are 
expected at the same chromosomal location 
in the wild-type pools. Secondly, combining 
mutant and wild-type sequencing data 
allows for de novo calling of SNPs, which 
might be useful when no or incomplete SNP 
inventories are available for the ecotype 

90



Fast forward genetics

combination used. SNP discovery criteria can 
be set fairly stringent, as only several thou-
sand markers genome-wide are required 
for the mapping step. Thirdly, sequencing 
data from the wild-type pool allows for 
the filtering of apparent candidate muta-
tions in the second step that are actually 
due to genetic differences between the 
ecotype used for genome sequencing and 
the ecotype used for the mutagenesis and/
or mapping.

Although every mutant requires the 
design of a custom microarray for enrich-
ment, which could be both costly and take a 
long turnaround time, we found that micro-
arrays can be stripped and reused several 
times. Therefore, depending on the size of 
the genome of interest only a limited set of 
partially overlapping enrichment arrays could 
be designed and generated for immediate 
of-the-shelf usage. For Arabidopsis a set of 
10 to 15 microarrays, each targeting about 
10 Mb of sequence would probably be suffi-
cient. For larger genomes or regions, it could 
be considered to first design gene-centric 
capture arrays, although this strategy poten-
tially ignores part of the underlying biology 

as certain causal mutations may be missed 
(e.g. in regulatory regions). Another limita-
tion of enrichment technologies comes with 
challenges for probe design for capturing in 
repetitive regions, which as shown in case of 
the picup1 mutant can potentially harbour 
causative mutation.

Although a successful study has been 
described identifying a mutation in a bulk 
segregant population by sequencing and 
mapping without using prior SNP informa-
tion in a single experiment, a fairly high and 
complete genome coverage was necessary 
(30,31), making the technique challenging, 
especially for organisms with large genomes. 

Finally, the fast forward genetics approach 
can be applied to any commonly used 
model system for which complete genome 
sequences are available. Sequencing require-
ments do not depend much on the size of a 
genome as mapping results in the first step 
largely depend on pool sizes. Candidate 
loci less than 10 to 20 Mb can typically be 
expected for any species of interest, which 
is compatible with the methods described 
here.

Conclusions
Taken together, we developed straightfor-
ward two - step approach - ‘fast forward 
genetics’ combining bulk segregant tech-
niques with targeted genomic enrichment 

and next-generation sequencing technology. 
Method results in small number of candidate 
mutations which can be validated by tradi-
tional techniques. 

Materials and Methods
Plant materials, growth conditions, muta-
genesis and microscopy
The twr-1 allele was generated by EMS mutagen-
esis as described in (32). Similarly, the picup1 EMS 
mutant was generated by screening for auxin efflux 
facilitator polarity defects. Seedlings and embryos 
were sterilized, plated and grown as described in 
(33,34). The Wisconsin insertion mutant WiscD-
sLox474E07/twr-2 (N857510) was obtained from 
Nottingham Arabidopsis stock center (NASC). 
Primers for genotyping twr-2: p745-LB (Ds-Lox 

Wisc); AACGTCCGCAATGTGTTATTAAGTTGTC, 
MTERF-N857510-LP#12; CAAAACCTGGAAAA-
GATTGAGG, MTERF-N857510-RP#12; GGTCTT-
GGCATTCCTAATTCC. Aniline blue staining of 
mature embryos was performed as described in 
(35).

PCR-based mapping and generation of bulk 
segregant pools
Homozygous picup1 or twr-1 plants in Columbia-0 
(Col-0) background were crossed to Landsberg 
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erecta (Ler-1) ecotype to create the mapping 
populations. For traditional mapping, twr-1 and 
picup1 mutants were selected in the F2 genera-
tion and DNA was isolated by using a CTAB-based 
method (36). Primers for mapping were designed 
using information from the CEREON collection 
(http://www.Arabidopsis.org/) and Primer 3 soft-
ware (http://frodo.wi.mit.edu/). 

A pool of 200 seedlings, each with a clear 
mutant phenotype (homozygous for causative 
mutation) and a pool of 200 seedlings showing 
wild-type phenotype (heterozygous for the causa-
tive mutation and wild type) were prepared and 
genomic DNA was isolated with the DNeasy Plant 
Mini Kit from QIAGEN according to manufac-
turer’s protocol.

Preparation of SOLiD libraries
Genomic DNA (1µg) form the BSA pools was frag-
mented to ~ 100 nt double-stranded DNA frag-
ments by sonication (Covaris S2, 6 x 16 mm AFA 
fiber Tube, duty cycle: 20%, intensity: 5, cycles/
burst: 200, frequency sweeping, 6 minutes). After 
fragmentation, fragments were blunt-ended 
and phosophorylated at 5’-prime end using 
End-it Kit (Epicentre) according to the manufac-
turer's instructions. Ligation of double stranded 
adapters (adapter 1: pre-annealed duplex of 
5’-CTA TGG GCA GTC GGT GAT-3’ and 5’-ATC 
ACC GAC TGC CCA TAG TTT-3’ and adapter 2:  
pre-annealed duplex of 5’-CGC CTT GGC CGT 
ACA GCA G-3’ and 5’-GCT GTA CGG CCA AGG 
CG-3’; all oligonucleotides were acquired through 
Integrated DNA Technologies (Coralville, IA) and 
pre-annealing was done by mixing complemen-
tary oligonucleotides at 500 µM concentration 
and running on thermocycler with the following 
program: 95˚C for 3 min, 80˚C for 3 min, 70˚C 
for 3 min, 60˚C for 3 min, 50˚C for 3 min, 40˚C 
for 3 min and 4˚C hold), compatible with SOLiD 
sequencing was performed using Quick ligation 
kit (New England Biolabs) with 750 mM adaptor 
1 and adaptor 2, 150 µl of 2x Quick ligation 
buffer, 5 µl Quick Ligase in a total volume of 300 
µl. Samples were purified using Ampure beads 
(Agencourt) and amplified in 400 µl of Platinum 
PCR Supermix with 750 mM of both amplification 
PCR primers, 2.5 U of Pfu DNA polymerase (Strat-
agene) and 5 U Taq DNA polymerase (Bioline) 
(nick translation 72˚C for 5 minutes, activation 
95˚C for 5 min, 8 cycles: 95˚C for 15s, 54˚C for 
15 s and 70˚C for 45s). After 8 cycles of ampli-
fication, library DNA was purified on Ampure 
beads and size selected on 4% agarose gel for 
125-150bp fraction. 

Array hybridization and elution
Prior to hybridization 100ng of stock library was 
amplified (95ºC for 5 min, 10 cycles: 95ºC for 
15s, 54ºC for 15 s and 70ºC for 45s) in 1000 µl 
of Platinum PCR Supermix with 750 mM of both 
amplification PCR primers and 6.25 U of Pfu DNA 
polymerase (Stratagene) to produce amount of 
DNA necessary for enrichment (3μg) and purified 
using MinElute Reaction Cleanup Kit (Qiagen). 
Amplified DNA was concentrated by speedvac 
together with 20x weight excess of salmon sperm 
DNA and resuspended in 12.3 μl of water. DNA 
was mixed with 31.7 μl of Nimblegen aCGH 
hybridization solution and denatured at 95ºC for 5 
minutes. After denaturing the sample was hybrid-
ized for 72 hours at 42ºC on MAUI hybridization 
station. After hybridization, the array was washed 
using Nimblegen Wash Buffer Kit according the 
user’s guide for aCGH hybridization. Elution was 
performed using 800 μl of elution buffer (10 mM 
Tris pH 8.0) in an Agilent Microarray Hybridiza-
tion Chamber at 95ºC for 30 minutes. After 30 
minutes the chamber was quickly dissembled and 
elution buffer was collected. Eluted library DNA 
was concentrated by speedvac to a volume of 50 
μl mixed with 400 µl of Platinum PCR Supermix 
with 750 mM of both full length amplification 
PCR primers and 2.5 U of Pfu DNA polymerase 
(Stratagene) and amplified (activation 95ºC for 5 
min, 13 cycles: 95ºC for 15s, 54ºC for 15 s and 
70ºC for 45s).

SOLiD Sequencing
We performed deep sequencing of enriched 
barcoded samples on an AB/SOLiD sequencer 
(Applied Biosystems) with V3 chemistry according 
to the manufacturer instructions to produce 50 bp 
long sequencing reads.

Design of enrichment arrays
Capture probes were designed on the repeat-
masked sequence of the Arabidopsis reference 
genome (TAIR8) with a custom PERL script which 
selects the best 60-mer probe in a local sliding 
window based on criteria such as melting temper-
ature, mono-nucleotide stretches, GC content. 
This design window was moved along the 
sequence with a 2 bp interval, resulting in a dense 
tiling design of probes. For the reverse strand, 
a completely independent design was made by 
offsetting the start point of the first design window. 
The resulting probe sequences are blasted against 
the reference genome, and probes with more than 
2 hits, with more than 60% match are discarded 
from the design. The designs were uploaded 
through Agilent’s design website E-Array (https://
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earray.chem.agilent.com/earray) and produced on 
a 1M CGH array. The coordinates for the enriched 
region are: chr1:21,133,794_22,133,794 
(mutant picup1, design window slide 2bp, 
347,654 forward, 347,670 reverse probes) and 
chr5:22,000,600_23,000,600 (mutant twr-1, 
design window slide 2 bp, 426,762 forward, 
426,731 reverse probes).

Analysis of SOLiD sequence data
Mapping sequences to the full reference genome
SOLiD sequence tags were mapped to the full 
genome with the  MAQ package (37) (V0.7.1, 
options: -c, n3, e180, C10)  on the Arabidopsis 
thaliana reference genome (build TAIR8).  

SNP calling
A custom PERL script was developed to parse the 
MAQ pileup output and extract SNP genotypes 

with strict criteria: a minimal coverage of 20, more 
than 3 unique start sites of reads per allele, variant 
calls should have a quality higher than 10 and all 
variant alleles should be called from both strands. 
A maximum number of identical reads calling the 
same allele is set to the twice the number of indi-
viduals in the pools to suppress clonality effects. 
Data from both the homozygous and wild type 
pools is combined in the mapping phase, (creating 
a virtual F1), mapped and variable positions are 
determined. These positions are genotyped in the 
separate pools by either the SNP calling script or a 
script that checks whether a position is fully refer-
ence. Non-reference allele frequencies are calcu-
lated in windows of 25 SNPs and plotted.

Raw sequencing data are deposited on GEO 
archive with accession number: GSE24511.  All 
custom scripts used in this study are available 
from the authors upon request.
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Fast forward genetics

Supplementary Figure 1: A) Simulation of the effect of reducing sequencing coverage depth 
on mapping results. B) Simulation of the effect of the number of SNPs per bin on mapping results.
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Supplementary Figure 2: Complementation of picup-1 mutant with YatY clones. Causal variant 
of picup-1 mutant is most likely located in large repetitive region as shown by vertical lines which repre-
sent overlapping part of the JatY clones positive in complementation experiments (blue horizontal lines 
depict 4 clones that did no complement; red horizontal lines depict 4 clones positive in complementation 
experiments). Non-reference alleles detected in the genomic enrichment sequencing data are plotted by 
their location and frequency for mutants (black: non-coding, red: coding, blue: UTR). The black boxes 
indicate repetitive regions.
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Chapter 6

ABSTRACT 
Immunoprecipitated crosslinked protein-DNA fragments typically range in size from 
several hundred to several thousand base pairs, with a significant part of chromatin 
being much longer than the optimal length for next-generation sequencing (NGS) 
procedures. Because these larger fragments may be non-random and represent rele-
vant biology that may otherwise be missed, but also because they represent a signifi-
cant fraction of the immunoprecipitated material, we designed a double-fragmentation 
ChIP-seq procedure. After conventional crosslinking and immunoprecipitation, chro-
matin is de-crosslinked and sheared a second time to concentrate fragments in the 
optimal size range for NGS. Besides the benefits of increased chromatin yields, the 
procedure also eliminates a laborious size-selection step. We show that the double-
fragmentation ChIP-seq approach allows for the generation of biologically relevant 
genome-wide protein-DNA binding profiles from sub-nanogram amounts of TCF7L2/
TCF4, TBP and H3K4me3 immunoprecipitated material. Although optimized for the AB/
SOLiD platform, the same approach may be applied to other platforms.
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INTRODUCTION
ChIP-seq has become the method of choice 
for studying functional DNA-protein interac-
tions on a genome-wide scale. The method 
is based on the co-immunoprecipitation 
of DNA binding proteins with formalde-
hyde cross-linked DNA, followed by deep-
sequencing of the immunoprecipitated 
chromatin fragments. This allows for the 
genome-wide identification of binding sites 
with high accuracy (1-5). Typical immuno-
precipitated DNA fragments range in size 
from several hundred to several thousand 
base pairs. As a result, a significant part 
of the chromatin is not in the optimal size 
range for direct application to next-genera-
tion sequencing (Fig 1A). In current ChIP-seq 
approaches immunoprecipitated DNA frag-
ments within the optimal sequencing range 
(100-200 base pairs for AB/SOLiD or 300 - 
500 for Solexa/Illumina) are typically size-
selected by gel-excision and converted into 
sequencing libraries followed by next-gener-
ation sequencing. However, this approach 
discards large amounts of specifically immu-
noprecipitated material in the larger size 
range, thereby increasing the demands on 
the amount of starting material. Further-
more, it could be possible that the observed 
size distribution is not random and reflects 
specific biology (6).

To address these limitations we applied 
a strategy with a first gentle shearing 
step before immunoprecipitation and a 
second more intensive shearing of purified 
de-crosslinked DNA after immunoprecipita-
tion to additionally fragment all material 
into small fragments suitable for next-gener-
ation sequencing. We have optimized our 
protocols for sequencing on the SOLiD/AB 
platform, with an optimal fragment size of 
100 - 200 bp, but this size range can be 
adapted at will. Furthermore, we show that 
the size range after the second fragmenta-
tion step is so narrow that it is possible to 
skip a laborious size selection in the library 
preparation procedure. 

To demonstrate general utility, we 
performed ChIP-seq according to this 
protocol for well-characterized factors such 
as TBP, H3K4me3, and TCF7L2/TCF4, one 
of the members of the Tcf/Lef family of 
Wnt pathway effectors (7-9). Consensus 
TCF4 binding sites have been biochemically 
determined (9) and genome-wide binding 
profiles for TCF4 in colon cancer cells have 
been determined previously by ChIP-on-
chip experiments (10). The results obtained 
here are in strong concordance with these 
previous results.

RESULTS AND DISCUSSION
Double fragmentation ChIP method
When shearing cross-linked DNA, a signifi-
cant part of cross-linked chromatin remains 
too long for direct processing for next-
generation sequencing, irrespectively of 
the fragmentation procedure (Fig 1A). As a 
consequence, a major part of the immuno-
precipitated chromatin would be discarded 
after size selection and increases the required 
amount of starting material. Therefore, we 
introduced a double-fragmentation method 
for processing ChIP–seq samples with a 

second intensive shearing of decrosslinked 
immunoprecipitated chromatin into frag-
ment lengths that are optimal for next-gener-
ation sequencing platforms (Fig 1B). This 
approach provides the possibility to use less 
starting material compared to conventional 
methods, as virtually all DNA is concentrated 
in the desired optimal size range for down-
stream processing. Although the size range 
of the second shearing step can be adjusted 
to any size range between 100 and 500 bp, 
we have focused on optimization for the 
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AB/SOLiD platform. To demonstrate this, we 
split one of the TCF4-immunoprecipitated 
samples into 2 equal parts and prepared 2 
independent libraries that were size-selected 
for fragments that are optimal for SOLiD 
emulsion PCR and sequencing, one with 
and one without second fragmentation. 
The library produced with the double-frag-
mentation method resulted in much more 
unique reads (1.93M unique reads from 

3.4M mapped reads) as compared to the 
sample processed without secondary frag-
mentation (0.89M unique reads from 3.4M 
mapped reads), for this purpose when two or 
more reads have the same starting position 
on the same strand they were counted as 
single unique read. Although in both cases it 
was possible to prepare a sequencing library, 
the library prepared by the double shearing 
method is much richer in unique fragments 

Fig 1: Double fragmentation ChIP-seq approach. A) Comparison of different shearing methods on 
crosslinked, de-crosslinked and native chromatin. Samples 1-3 represent crosslinked chromatin sheared 
at the same power intensity with increasing shearing times in 60mm tubes, sample 4 is crosslinked 
chromatin sheared using AFA tubes (Covaris), sample 5 is crosslinked chromatin sheared using 60 mm 
tubes and subsequently sheared in AFA tubes, sample 6 is crosslinked chromatin sheared in 60mm 
tubes, de-crosslinked and subsequently sheared in AFA tubes, samples 7 and 8 are samples of native 
chromatin sheared using 60mm tubes and AFA tubes, respectively. Extensive shearing of crosslinked 
chromatin (e.g. sample 5) still leaves a significant proportion of chromatin fragments outside the optimal 
range for next-generation sequencing. However, this fraction can be sheared to smaller fragments after 
de-crosslinking (sample 6), but not without de-crosslinking (sample 5). B) Schematic overview of the 
double fragmentation ChIP-seq procedure. After normal immunoprecipitation, DNA is de-crosslinked, 
purified and additionally sheared to concentrate all fragments in the size range that is optimal for short 
tag sequencers like AB/SOLiD (100 - 300 nt) or Illumina/Solexa (400 - 600 nt). C) Overlap between TCF4 
ChIP-chip and ChIP-seq data. Peak sets from libraries prepared with the double shearing approach show 
a larger overlap with the ChIP-chip peak data.
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compared to the library prepared without 
second shearing, indicating that amounts 
of chromatin (700pg) were limiting factor in 
the later case. In the double-fragmentation 
experiments presented here, we success-
fully used amounts as low as 0.7 ng of 
immunoprecipitated DNA for sample prepa-
ration, which is much less than the 10 ng 
that is recommended as the lowest amount 
in standard ChIP-seq protocols (11). These 
results indicate that the double-fragmenta-
tion ChIP-seq protocol may be well suited for 
challenging experiments, for example with 
lower affinity antibodies or in cases where 
only limited amounts of source material is 
available. Furthermore, the larger chromatin 
fragments may be non-random and due 
to specific biology (6), e.g. packed in large 
DNA-protein complexes. In support of this, 
a second rigorous shearing of crosslinked 
DNA could not fragment all chromatin in 
small fragments (Fig 1A, sample 5), whereas 
the same treatment on de-crosslinked DNA 
results in subfractionation of almost all chro-
matin in the desired size range (Fig 1A, 
sample 6).

Comparison of double fragmentation 
ChIP-seq with ChIP-chip data
Three independent TCF4 ChIP samples 
obtained from the human colon cancer cell 
line Ls174T were prepared at different time 
points as described previously (10). These 
samples were converted into sequencing 
libraries using the double fragmenta-
tion approach and analyzed by AB/SOLiD 
sequencing (Table I) (raw sequencing files, 
alignment files and called peaks have been 
submitted into GEO database with accession 
number: GSE18481). In addition, sample 1 
was sequenced twice at variable depth. In 
the case of sample 3, DNaseI was used for 
second fragmentation. We identified 948 
to 10,435 binding regions with the number 
of identified peaks strongly depending on 
sequencing depth and false discovery rate 
settings (Table I). 

The results from all libraries showed a 
strong overlap with each other and with a 
previously published set of peaks that were 
obtained by ChIP-on-chip (10) (Fig 1C). Since 
virtually all of the large peaks identified from 
libraries prepared by the double fragmenta-
tion method do overlap nicely with the 
ChIP-chip dataset, we can conclude that no 
major artifacts are introduced by the double 
fragmentation procedure. Even from the first 
test sequencing run of Sample 1, where only 
1.2 millions of uniquely mapped sequencing 
reads were generated, 1,127 binding regions 
were called, out of which 829 (73.5%) 
mapped to a previously published set of 
6,868 high-confidence peaks as determined 
by ChIP-on-chip (10). However, data from 
the other experiments illustrate that deter-
mination of the complete genome-wide set 
of TCF4 binding sites is complex and that 
the number of peaks strongly depends on 
sequencing depth and enrichment efficiency 
of the ChIP. Our results also suggest that 
many weaker TCF4 binding sites exist, which 
are likely missed by ChIP-on-chip or lower-
depth ChIP-seq (12). However, it remains to 
be demonstrated if these ‘weaker’ peaks are 
of biologic relevance.

Versatility and simplification of the 
procedure
To demonstrate general utility of the 
described method we processed chromatin 
immunoprecipitation samples of TATA-
binding protein (TBP) and H3 lysine 4 tri-
methylation histone mark (H3K4me3) in the 
same way (Table 1). Since virtually all chro-
matin fragments after the second fragmen-
tation were in the range that is suitable for 
SOLiD/AB sequencer, the size selection step 
during library preparation was omitted for 
these samples. Peaks called from TBP (n = 
8,734) and H3K4me3 (n = 15,671) ChIP 
libraries were predominantly found within 
5kb from transcription start sites of protein 
coding genes (65,0 % in case of TBP and 
79,7% in case of H3K4me3) with only a 
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smaller subset of peaks mapping elsewhere 
(mostly close to non-coding RNAs and/or 
possibly non-annotated transcripts), which 
is in line with published results (13,14). 

Analysis of peak substructure
The double fragmentation ChIP-seq 
approach was found to provide a very high 
resolution with clear substructures in the 
larger peaks (Fig 2B).  As the second frag-
mentation step using sonication could 
potentially introduce a shearing bias, we 
used a different method, employing partial 
DNase I digestion to exclude an artificial 
origin of the observed substructure. A near 
identical peak substructure was identified 
excluding fragmentation bias as the origin 
of the observed patterns and indicating that 
the observed substructure has a biolog-
ical rather than technical origin (Fig 2B), 
however effects of PCR amplification and/or 
variation in context-dependent sequencing 
efficiency cannot be excluded as factors that 
contribute to the observed patterns. 

Indeed, we found that the substructure 
pattern readily allows for the identification 
of TCF4 binding positions (Fig 2). Individual 
binding events of TCF4 as determined by 
the presence of the canonical binding motif 
(Fig 2A) were found in the tops of the peaks 

without the need for any computational 
deconvolution. In line with this and in 
contrast to existing protocols (4,5) virtually 
the same peak pattern is obtained when 
calling peaks separately from the negative 
and positive strands (Fig 2B). In addition, the 
distribution of sequencing reads around the 
TCF4 binding motifs of peaks with only one 
binding motif shows that the motif is present 
in the center of the peak with only a small 
shift of about 10 bp between the tops of 
the positive and negative strand peaks (Fig 
2C). In contrast, for most commonly used 
approaches, only the ends of immunopre-
cipitation products are sequenced, resulting 
in sequencing coverage peaks flanking the 
real binding site. Typically, the tops of the + 
and - strand peaks are separated by up to 
200 nt (5). 

Biological relevance of binding sites 
found by double fragmentation method
Cisgenome (15) was used to identify overrep-
resented consensus motifs within the immu-
noprecipitated regions. The most common 
motif discovered (Fig 2A) was nearly iden-
tical to the consensus TCF4 binding motif 
that has been described previously (9,10).  
From 10,435 binding sites, 55.5% contain 
at least one TCF4 binding motif. Larger 

Table I: TCF4 ChIP libraries overview

Sample Fragmenta-
tion method

Uniquely 
mapped 
reads 
(millions)

Number 
of peaks
(0.1 FDR)

Number of 
peaks
(0.01 FDR)

Peaks (0.1 FDR) 
overlapping with 
6,868 high confi-
dence ChIP-chip 
peaks (10)

Peaks (0.1FDR) 
overlapping with 
11,912 ChIP-chip 
peaks (10)

TCF4 #1
(1strun)

sonication 1.2 1,127 948 829 851

TCF4 #1 
(2ndrun)

sonication 16.9 10,435 6,638 4,466 5,302

TCF4 #2 sonication 4.5 1,998 1,493 1,388 1,417

TCF4 #3 DNaseI 7.4 6,041 4,135 2,935 3,217

TBP sonication 26.0 8,734 7,303 NA NA

H3K4me3 sonication 9.2 15,671 15,411 NA NA

NA – not applicable
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peaks, as defined by the number of reads 
in the peak, more often have TCF4 binding 
motifs compared to weaker ones (Fig 3A). In 
addition, 2,369 (22.7%) peaks contain two 
or more TCF4 binding motifs. This observa-
tion is in concordance with accepted models 
where the presence of several binding motifs 
close to each other increases the probability 
that the transcription factor spends more 
time bound to a particular region (16). In 
addition, by analyzing binding motifs found 
in TCF4 binding regions we were able to 
identify known and potentially novel tran-
scription factors that interact with TCF4 
(Figure S1 and Figure S2).

To explore the evolutionary conserva-
tion of the observed TCF4 binding sites we 
used the phastCons (17) scores for each 

position in the binding regions. Both 200-nt 
long neighboring flanking sequences and 
12-nt long TCF4 binding motifs were more 
conserved compared to random genomic 
locations, where the conservation score 
of the TCF4 binding motif was on average 
higher than neighboring flanking regions 
(Fig 3B), indicating selective pressure on 
these motifs and pointing to functional 
relevance.

In contrast to ChIP-chip, ChIP-seq has 
a very high dynamic range and allows for 
semi-quantitative estimation of DNA-protein 
interaction strength (as a function of the 
number of sequencing reads which mapped 
to the binding region) (5). We divided peaks 
in bins according to the interaction strength 
and studied their characteristics. Interestingly, 

Fig 2:  Substructure of binding regions. A) Consensus binding motif sequence logo as identified by 
Cisgenome from the ChIP-seq data. B) Comparison of Tcf4 binding regions reconstructed from the reads 
mapped to both strands (blue), the negative strand (green), the positive strand (red), all sub-fragmented 
using sonication, and reads derived from a library sub-fragmented with DNaseI (brown). The shape and 
structure of the binding region is highly similar for both strands and does not depend on the fragmen-
tation method used. C) Distribution of sequencing tags from positive and negative strands around the 
consensus TCF4 binding motif. In contrast to existing protocols without additional fragmentation the 
maxima of the peaks called separately from the positive and the negative strand overlap with only minor 
shifting.
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weaker peaks were found enriched towards 
transcription start sites (TSS). As these 
peaks were also found to more often lack 
a consensus TCF4 site, it is likely that these 
regions represent co-immunoprecipitated 
chromatin that interacts indirectly via DNA-
looping with TCF4-containing protein-DNA 
complexes, similarly as described previously 
(18) (Figure S3 and Figure S4).

Correlation of sites found by double 
fragmentation method with differential 
gene expression
The genome-wide distribution of TCF4 
binding sites with respect to TSS of the 
nearest gene shows a similar distribu-
tion as previously reported (10)  (Fig 4). 
A substantial proportion of the peaks is 
located more than 10 kb from the closest 
TSS, supporting the model of long range 

Fig 3: Characterization of TCF4 binding peaks. A) Number of peaks with at least one TCF4 binding 
motif in relation to the protein-DNA interaction strength. Peaks containing more reads (lower bin 
numbers) more often harbor a TCF4 binding motif compared to weaker ones. B) Conservation profile 
of experimentally identified TCF4 binding regions as well as all genomic regions containing the TCF4 
consensus binding motif as compared to random regions. Experimentally identified binding regions were 
found to be more conserved than computationally predicted sites.
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regulation of gene expression by TCF4. 
This pattern is also in line with the distribu-
tion of other sequence-specific transcrip-
tion factors such as estrogen receptor (19), 
STAT1 (2), Foxa2 (3) and p53 (20). To unravel 
functional TCF4 regulatory gene expression 
modules connected to Wnt signaling, we 
used microarray-based gene expression data 
from modified Ls174T colorectal cancer cell 
lines (Supplementary Table 1) (microarray 
data have been submitted to GEO database 
with accession number: GSE18560). Induc-
ible overexpression of a dominant negative 
form of TCF4 or siRNA against β-catenin, 
as described previously (21,22) was used 
to conditionally turn Wnt signaling off.  
Genes were ranked according to induced 

expression changes after abrogation of Wnt 
signaling and analyzed for the presence of 
TCF4 immunoprecipitated binding regions. 
Genes with decreased expression after abla-
tion of the Wnt pathway and thus posi-
tively regulated by Wnt and TCF4 had more 
peak-forming sequencing tags within 100kb 
from their transcription start site compared 
to genes with less prominent changes in 
expression or down-regulated genes (Fig 
5A). Although sequencing reads were found 
to be enriched over the TSS of all 3 groups of 
genes – up-regulated, down-regulated and 
non-differentially regulated - enrichment 
was most prominent for actively up-regu-
lated genes and comparable for negatively 
and non-regulated genes (Fig 5B). 

Fig 4: Distribution of TCF4 binding peaks. The distribution of the TCF4 ChIP-seq peaks was analyzed 
with respect to the closest gene and compared to the distribution of random regions. Genome-wide 
distribution of ChIP-seq peaks is similar to those identified previously by ChIP-chip with peaks predomi-
nantly located far from annotated transcription start sites. This is in line with the established role of 
TCF4 as a transcriptional enhancer. Error bars for random regions represent standard deviation of 100 
randomized datasets.

Concluding remarks
Starting from sub-nanogram amounts of 
immunoprecipitated chromatin we show 
that the double-fragmentation ChIP-seq 
protocol allows for the accurate determi-
nation of genome-wide binding patterns at 
high resolution. We show that the method 

is highly reproducible and versatile and can 
serve as an alternative for current ChIP-seq 
protocols especially when limited amounts 
of immunoprecipitated material are avail-
able. Although optimized for the AB/
SOLiD platform, shearing settings could be 
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adjusted for the optimal size range for other 
platforms (e.g. Illumina/Solexa) as well.  
Most importantly, the biological relevance 

of the resulting datasets was firmly demon-
strated by in-depth analysis of TCF4 binding 
regions.

MATERIALS AND METHODS
Cells  
Ls174T human colon cancer cells carrying an 
activating point mutation in beta-catenin were 
used throughout this study. Ls174T-L8 cells carry 
a doxycyclin-inducible dominant-negative TCF4 
transgene; Ls174T-pTER-β-catenin cells carry a 
doxycyclin-inducible shRNA against β-catenin; 
they allow for complete and specific blocking of 
the constitutively active Wnt pathway (21,22). 

ChIP
Chromatin immunoprecipitation was performed 
as described previously (10). In brief, Ls174T cells 
were cross-linked with 1% formaldehyde for 
20 min at room temperature. The reaction was 
quenched with glycine at a final concentration 
of 125 mM. The cells were successively washed 
with phosphate-buffered saline, buffer B (0.25% 
Triton-X 100, 10 mM EDTA, 0.5 mM EGTA, 20 
mM HEPES [pH 7.6]) and buffer C (0.15 M NaCl, 1 
mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 7.6]) 
at 4°C for 10 min each. The cells were then resus-
pended in ChIP incubation buffer (0.3% sodium 
dodecyl sulfate [SDS], 1% Triton-X 100, 0.15 M 

NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 mM HEPES 
[pH 7.6]) and sheared using a Bioruptor soni-
cator (Cosmo Bio Co., Ltd.) with six pulses of 30 
s each at the maximum setting (Library 1 and 2) 
or using a Covaris S2 (Covaris) for 8 minutes with 
the following settings: duty cycle: max, intensity: 
max, cycles/burst: max (Library 3, TBP, H3K4me3). 
Both approaches produced similar DNA fragment 
size range distributions. The sonicated chromatin 
was incubated for 12 h at 4°C with the appro-
priate antibody (polyclonal anti-TCF4 antibody, 
sc-8631; Santa Cruz Biotechnology, Inc.;  poly-
clonal Anti-trimethyl-Histone H3 (Lys4) , 07-473, 
Millipore; TATA binding protein TBP antibody 
[1TB18]  - ChIP Grade, ab12089, Abcam) at 1 µg 
of antibody per 106 cells with 150 µl of  protein 
G beads (Upstate). The beads were successively 
washed 2 times with buffer 1 (0.1% SDS, 0.1% 
deoxycholate, 1% Triton-X 100, 0.15 M NaCl, 1 
mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 7.6]), 
one time with buffer 2 (0.1% SDS, 0.1% sodium 
deoxycholate, 1% Triton-X 100, 0.5 M NaCl, 
1 mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 
7.6]), one time with buffer 3 (0.25 M LiCl, 0.5% 

Fig 5: Distribution of binding regions with respect to Wnt regulated genes. A) Gene expression 
rank analysis. Genes positively regulated by Wnt contain more peak forming sequencing tags within 
100kb from their transcription start sites B) Enrichment pattern of sequencing reads around TSS of 
up-, down-, and non-regulated genes. The observed pattern with additional maxima downstream and 
upstream of TSS could potentially be explained partially by the presence of alternative or non-annotated 
TSS, which is actually supported by the presence of CAGE tags in those regions.
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sodium deoxycholate, 0.5% NP-40, 1 mM EDTA, 
0.5 mM EGTA, 20 mM HEPES [pH 7.6]), and two 
times with buffer 4 (1 mM EDTA, 0.5 mM EGTA, 
20 mM HEPES [pH 7.6]) for 5 min each at 4°C. 
The precipitated chromatin was eluted by incuba-
tion of the beads with elution buffer (1% SDS, 
0.1 M NaHCO3) at room temperature for 20 min, 
the eluted fraction was reconstituted to 0.3% 
SDS with ChIP incubation buffer and the immu-
noprecipitation repeated with half the amount of 
antibody. After washing and elution, the immu-
noprecipitated chromatin was de-cross-linked by 
incubation at 65°C for 5 h in the presence of 200 
mM NaCl, extracted with phenol-chloroform, and 
ethanol precipitated. Measurement of chromatin 
concentration was done by high-sensitivity Qubit 
quantitation (Invitrogen).

Sequencing library preparation
Immunoprecipitated chromatin was dissolved in 
100 µl of 10 mM Tris pH 8.0 buffer and sheared 
for a second time for 6 minutes using the Covaris 
sonicator (6 x 16 mm AFA fiber Tube, duty cycle: 
20%, intensity: 5, cycles/burst: 200, frequency 
sweeping) to obtain suitable shorter frag-
ments (75-125 bp). To exclude a shearing bias 
as a possible source of the observe binding site 
substructure, half of TCF4 Sample 3 was processed 
with partial digestion using DNaseI as an alterna-
tive to shorten the fragments for one control ChIP-
seq library and one input library. The second half 
of the sample was processed without second frag-
mentation. For DNaseI treatment, chromatin was 
resuspended in 45 µl of freshly prepared reaction 
buffer (10mM MnCl2, 0.1mM CaCl2, 10mM Tris, 
pH 7.5) and digested with 0.5mU of DNaseI for 5 
minutes at room temperature. The reaction was 
stopped by adding EDTA to a final concentration 
of 50mM. Chromatin was immediately extracted 
using phenol/chloroform and precipitated. After 
fragmentation, the fragments were blunt-ended 
and phosophorylated at the 5’ end using the 
End-it Kit (Epicentre) according to the manufac-
turer’s instructions. Ligation of double stranded 
adapters compatible with SOLiD sequencing was 
performed using Quick ligation kit (New England 
Biolabs) with 750 nM P1 and P2 double-stranded 
adaptors (Applied Biosystems), 11.7 µl of 2x Quick 
ligation buffer, 1 µl Quick Ligase in a total volume 
of 23.4 µl. Samples were purified using Ampure 
beads (Agencourt) and separated on a native 6% 
polyacrylamide gel. Fragments ranging from 140 
to 190 bp were excised; the gel piece containing 
the selected DNA fragments was shredded and 
dispersed into 400 µl of Platinum PCR Supermix 
with 750 nM of each P1 and P2 PCR primer, 2.5 U 

of Pfu (Stratagene) and 5 U Taq (Bioline). In case 
of TBP and H3K4me3 samples, the acrylamide 
gel-based size selection step was skipped and the 
adapter-ligated library was directly further proc-
essed by PCR. Prior to ligation-mediated PCR the 
sample was incubated at 72˚C for 20 minutes in 
PCR mix to let the DNA diffuse out of the gel and 
to perform nick translation on non ligated 3’-ends 
of DNA fragments. After 17 cycles of amplification 
the library was purified using Ampure beads and 
was quality checked on 2100 Bioanalyzer (Agilent) 
for the absence of possible adapter dimers and 
heterodimers. Concentration of double-stranded 
DNA in the final sample was determined by Qubit 
fluorometer (Invitrogen). 

SOLiD sequencing
To achieve clonal amplification of library frag-
ments on the surface of sequencing beads, emul-
sion PCR (ePCR) was performed according to the 
manufacturer’s instructions (Applied Biosystems). 
600 pg of double stranded library DNA was added 
to 5.6 ml of PCR mix containing 1x PCR Gold 
Buffer (Applied Biosystems), 3000 U AmpliTaq 
Gold, 20nM ePCR primer 1, 3 µM of ePCR primer 
2, 3.5 mM of each deoxynucleotide, 25mM MgCl2 
and 1.6 billion SOLiD sequencing beads (Applied 
Biosystems). PCR mix was added to SOLiD ePCR 
Tube containing 9 ml of oil phase and emulsi-
fied using ULTRA-TURRAX Tube Drive (IKA). Emul-
sion was dispensed into 96-well plate and cycled 
for 60 cycles. After amplification emulsion was 
broken with butanol, beads were enriched for 
template positive beads, 3’-end extended and 
covalently attached onto sequencing slides. Four 
physically separated samples were deposited 
on one sequencing slide and sequenced using 
standard settings on the SOLiD system version 
2 to produce 35 nucleotide long reads. TBP and 
H3K4me3 libraries were sequenced using AB/Solid 
version 3 to produce 50bp long reads.

Mapping of sequencing data
Sequencing reads were quality trimmed by clipping 
at 3 consecutive nucleotides with quality score 
less than 10. Reads shorter than 18 nucleotides 
were discarded and the remaining reads were 
mapped against the human reference genome 
(hg18 assembly, NCBI build 36) using SHRiMP 
package (23)  with default settings, which allows 
mapping in SOLiD color space corresponding to 
dinucleotide encoding of the sequenced DNA. 
For analysis we used only uniquely mapped reads, 
which were defined as reads having at least two 
additional mismatches in the second best hit 
compared to the best hit. TBP and H3K4me3 
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libraries were mapped against the reference 
genome (hg18 assembly, NCBI build 36) using 
the Maq package (24), which allows mapping in 
SOLiD color space corresponding to dinucleotide 
encoding of the sequenced DNA with following 
settings: -n 3, -e 150. Reads with mapping quality 
zero were discarded.

Peak identification
The Cisgenome software package (15) was used 
for the identification of binding peaks from the 
ChIP-seq data. Two-sample analysis mode was 
used to compare samples with control input data. 
The parameters for peak discovery were set as 
follows: window size 100, step size 25, maximum 
gap 200, active single strand filtering, minimum 
peak with 225 and minimum reads per window 
was set to obtain < 0.1 or 0.01 false positive rate 
(FDR). Peaks called with 0.1 FDR from the second 
sequencing round of TCF4 Library 1 (n=10,435) 
were used as a final set for subsequent genome-
wide analyses.

Characterization of TCF4 binding regions
The analysis of sequencing reads and TCF4 
binding regions with respect to gene structure 
and distance to closest TSS, de novo binding motif 
discovery, evolutionary conservation analysis and 
known motif mapping was performed using Cisg-
enome software packages (15) and custom built 
Perl scripts. For rank analysis, peaks from the 
final dataset were sorted by peak rank (calcu-
lated by Cisgenome package and dependent on 
read count as a measure of interaction strength) 
and divided into 10 bins. Bin 1 contains the 10% 
largest peaks bin 2 contains the range between 
10 and 20%, etc as determined by the number of 
reads per peak.

Microarray expression analysis of LS174T-L8 
and Ls174T-pTER-β-catenin cells
Approximately 106 Ls174T-L8 or Ls174T-pTER-
β-catenin cells were grown in the presence or 
absence of doxycycline for 24 hours for Ls174T-L8 
or 72 hours for Ls174T-pTER-β-catenin cells. Total 
RNA was extracted using TRIzol reagent (Invit-
rogen) according to the manufacturer’s instruc-
tions. RNA concentration was determined using 
the NanoDrop ND-1000 and quality was deter-
mined using the RNA 6000 Nano assay on the 
Agilent 2100 Bioanalyzer (Agilent Technologies). 
For Affymetrix Microarray analysis, fragmentation 
of RNA, labeling, hybridization to HG-U133 Plus 
2.0 microarrays, and scanning were carried out 
according to the manufacturer’s protocol (Affyme-
trix Inc.). The expression data were normalized 
with the MAS5.0 algorithm within the GCOS 
program of Affymetrix. Target intensity was set to 
100 (α1 = 0.04 and α2 = 0.06). Changes in the 
expression (logfolds and significance of change) 
for each of the comparisons were determined 
using the ‘Comparison Analysis’ from the GCOS 
program. All data were summarized using custom 
build Perl scripts. Genes were divided into three 
categories according to microarray expression 
data. Wnt upregulated genes - genes significantly 
down-regulated after suppressing Wnt dependent 
transcription by both ways in LS174T cells, in all 
3 biological replicates (n = 647), ii) Wnt down-
regulated genes - genes significantly up-regulated 
after suppressing Wnt dependent transcription by 
two ways in all 3 biological replicates (n = 576) 
and iii) non-Wnt-regulated genes - genes consis-
tently without significant expression change after 
suppressing Wnt-dependent transcription (n = 
3936) (Supplementary Table 1).
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Fig S1: Fifteen most overrepresented motifs 
found in Tcf4 binding regions. Tcf4 binding motif 
shows highest enrichment in binding sites compared 
to the other motifs. 
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Figure S2: Examples of de novo called motifs enriched in peaks.  Clustering of known protein 
binding motifs, such as AP-1 and GATA, close to the consensus Tcf4 binding motif supports the existence 
of possible functional interactions of these proteins with Tcf4. The middle motif is not associated with 
any known transcription factor and may represent the consensus binding site of a novel Tcf4-interacting 
partner. To identify DNA-binding proteins that could interact with Tcf4, we performed de novo identifica-
tion of enriched sequence motifs in the immunoprecipitated regions and focused on the 15 most over-
represented motifs. The majority of the de novo called motifs showed clear enrichment close to known 
Tcf4 binding motifs in Tcf4 binding regions, often within 10 bp, suggesting a potential direct interaction 
with Tcf4 as a heterodimer. Alternatively, since Tcf4 harbors a HMG-box domain, which can increase 
flexibility of DNA (25,26) Tcf4 binding may primarily function to facilitate binding of other transcription 
factors in its neighborhood. By comparing weighted matrices of de novo called motifs with binding 
motifs from the TRANSFAC database using the TOMTOM (27) web-based motif comparison tool, we 
identified binding motifs for several of the known Tcf4 interacting partners including SP1 (28), AP1 (29) 
and PPARγ (30). In addition, we discovered novel binding motifs of proteins that were not associated with 
Tcf4 before and could thus represent binding sites for yet unidentified or uncharacterized Tcf4 interacting 
partners.
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Figure S3: Indirect immunoprecipitation of interacting regions. A) The average number of 
sequencing reads mapped to the binding region with respect to protein-DNA interaction strength. 
Approximately 50% of the sequencing reads that map to binding regions map to 10% of the strongest 
ones (determined by the number of reads mapping to the binding region). B) Distribution of binding 
regions in relation to the closest protein-coding gene with respect to protein-DNA interaction strength. 
Weaker binding regions tend to overlap more often with transcription start sites (TSS). C) Percentage 
of binding regions mapped to TSS with respect to the presence of the Tcf4 consensus binding motif. D) 
Enrichment pattern of sequencing tags around TSS compared to the pattern of control sequencing tags 
from input DNA. In contrast to ChIP-chip, ChIP-seq has a very high dynamic range and allows for semi-
quantitative estimation of DNA-protein interaction strength (as a function of the number of sequencing 
reads which mapped to the binding region) (5). Furthermore, lowly represented weak binding regions 
are more easily detected as the ChIP-seq output has a ‘digital’ nature (read counts) without the need 
for complicated background corrections. Extensive characterization of the distribution of Tcf4 binding 
regions revealed an unequal size distribution among peaks. The top 10 % of the strongest binding 
regions (as determined by the number of reads contributing to the peak) contain about ~50 % of all 
reads that map to peaks, suggesting that the majority of Tcf4 is bound to only a limited number of 
binding sites. The biological relevance of the remaining weaker binding peaks is difficult to interpret as i) 
the interaction itself could be weaker, potentially resulting from stabilized binding to random or subop-
timal sites, ii) the interaction may only be present in a limited number of cells from the whole popula-
tion, iii) Tcf4 can be less accessible by antibody on those regions or iv) they could represent biologically 
irrelevant noise. However, these weak binding sites could also be biologically relevant as they may repre-
sent other types of interactions, such as co-immunoprecipitated chromatin that interacts indirectly via 
DNA-looping with Tcf4-containing protein-DNA (19). To address this, we sorted the peaks according to 
the number of mapped sequencing reads and divided them into 10 bins. Sites covered by fewer reads 
(in the higher number bins) tend to occur more often close to transcription start site (TSS) positions than 
sites with more reads. As Tcf4 is considered to be primarily an enhancer-binding factor, the strong peaks 
are likely to reflect the real Tcf4 binding sites. Since indirect immunoprecipitation is expected to be less 
efficient, the frequency of reads representing such interactions can be expected to be relatively low. 
The observed increased number of weaker peaks overlapping with TSS supports the hypothesis that a 
substantial part of the identified Tcf4 binding regions actually originate from indirect immunoprecipita-
tion of proteins interacting with Tcf4, similar to what was shown previously for the estrogen receptor 
(19). In support of this, a large proportion of weak binding regions (44.5%) was found to be devoid of 
consensus Tcf4 binding motifs. In general, Tcf4 motif-negative regions do overlap more often with TSS 
regions, compared to peaks with a clear Tcf4 binding motif. Other evidence that supports indirect immu-
noprecipitation of promoters of genes that are regulated by Tcf4 comes from the typical asymmetric 
overall substructure of these peaks. Interestingly, this pattern is remarkably similar to patterns observed 
for RNA polymerase II ChIP-seq in promoter regions of active genes (31,32), strongly suggesting func-
tional physical interactions between Tcf4 enhancer complexes and the transcription machinery.
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Figure S4: Example of peaks called from Tcf4, TBP and H3K4me3 dataset. Small but significant TBP 
peak is present on position of Tcf4 peak located upstream of expected transcription start site of EPHB3 
gene. Additionally, small Tcf4 peak is present directly at transcription start site of EPHB3 gene on position 
where main TBP peak is present. This could suggest that these small peaks originate in indirect immuno-
precipitation of TBP bound region interacting with Tcf4 and vice versa.
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ABSTRACT
Routine methods for assaying steady-state mRNA levels like RNA-seq and micro-arrays 
are commonly used as readouts to study the role of transcription factors (TFs) in gene 
expression regulation. However, cellular RNA levels do not solely depend on activity of 
transcription factors and subsequent transcription by RNA polymerase II (Pol II), but are 
also affected by RNA turnover rate. Here we demonstrate that integrated analysis of 
genome-wide TF occupancy, Pol II binding and steady state RNA levels provides impor-
tant insights in gene regulatory mechanisms. Pol II occupancy, as detected by Pol II ChIP-
seq, was found to correlate better with TF occupancy compared to steady state RNA 
levels and is thus a more precise readout for the primary transcriptional mechanisms 
that are triggered by signal transduction. Furthermore, analysis of differential Pol II 
occupancy and RNA-seq levels identified genes with high Pol II occupancy and relatively 
low RNA levels and vice-versa. These categories were found to be strongly enriched for 
genes from different functional classes. Our results demonstrate a complementary value 
in Pol II chip-seq and RNA-seq approaches for better understanding of gene expression 
regulation.
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INTRODUCTION
Extrapolation of transcriptional changes in 
response to signal transduction to molec-
ular mechanisms and regulatory networks 
remains a major challenge. Over the past 
years, the increase in microarray densities 
and quality and the development of massively 
parallel sequencing of transcriptomes (RNA-
seq) allowed affordable genome-wide 
readout of gene expression over multiple 
samples with high accuracy and reproduc-
ibility. These techniques have proven to be 
very useful for studying and understanding 
regulatory networks controlled by different 
transcriptional programs. However, the 
above mentioned techniques measure accu-
mulated levels of RNA that do not necessarily 
fully reflect transcriptional status of a gene 
under the given conditions, because steady-
state RNA levels are the result of a tightly 
regulated balance between RNA synthesis 
and degradation rate (1) with certain classes 
of genes having different rates of mRNA 
degradation (2-4).

Other more direct alternatives for meas-
uring transcription are based on “nuclear 
run-on” (5), dynamic transcriptome analysis 
(6) or sequencing of nascent transcripts 
from immunoprecipitated RNA polymerase 
II (7). However, these techniques require 
a relatively laborious experimental setup 
(e.g. metabolic RNA labeling with 4-thiou-
ridine in living cells) or rely on expression 
of tagged versions of proteins, making it 

difficult to use in organism-based studies. 
Other methods like GRO-seq (8) require the 
isolation of viable nuclei, which may affect 
the transcriptional programs in response to 
stimuli that would normally not occur in 
intact cells. In addition, these techniques are 
not compatible with frozen or formalin fixed 
paraffin embedded (FFPE) archived material. 

To address these issues and to obtain a 
more direct readout of gene expression in a 
simple and unbiased way, we applied RNA 
Polymerase II (Pol II) ChIP-seq (9) as a versa-
tile complementary approach to RNA-seq 
and microarrays. We demonstrate that this 
approach, which is based on commonly used 
ChIP-seq and RNA-seq protocols, provides 
detailed insight in transcriptional processes. 
While we demonstrated utility in cultured 
cells, ChIP-seq and RNA-seq have been 
shown to work on frozen or FFPE archived 
material as well as on very small numbers of 
cells (10-14), providing unique opportunities 
for studying transcriptional processes where 
other methods that more directly measure 
transcriptional rates have limitations or are 
even impossible. 

Applied to the colon cancer model 
system used here, we were able to identify 
subclasses of genes that appear regulated 
by different mechanisms upon WNT-induced 
signal transduction. These findings illus-
trate the complementarity of techniques in 
further dissecting gene regulatory networks.

MATERIALS AND METHODS
Cells
We used Ls174T human colon cancer cells carrying 
an activating point mutation in beta-catenin and 
Ls174T-pTER-β-catenin cell line carrying a doxycy-
clin-inducible shRNA against β-catenin (15). Cells 
were grown in the presence or absence of doxycy-
cline (1µg/ml) for 72 hours.

Microarray analyses
We used publicly available data of doxycyclin 
treated and untreated Ls174T-pTER-β-catenin 

performed on HG-U133 Plus 2.0 microarrays 
(Affymetrix) (9). CEL files (GEO accession number: 
GSE18560) were processed by RMA method 
(16) using rma() function from Bioconductor 
affy library with standard settings. Gene expres-
sion is defined as direct value from RMA analysis. 
Expressed gene is gene with expression higher 
than 16. Differentially transcribed genes were set 
as genes with at least 2-fold intensity change in 
all 3 biological replicates with normalized intensity 
higher than 16 in all 6 samples.
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RNA-seq
Total RNA was extracted using TRIzol reagent 
(Invitrogen) according to the manufacturer’s 
instructions. To deplete for non-informative ribos-
omal RNA 5µg of total RNA were purified using 
Ribominus kit (Invitrogen) according to manufac-
turer’s instructions. Ribosome depleted RNA was 
resuspended in 50µl of DEPC treated water and 
fragmented for 60s using the Covaris sonicator (6 
x 16 mm AFA fiber Tube, duty cycle: 10%, inten-
sity: 5, cycles/burst: 200, frequency sweeping). 
Sheared RNA fragments were phosphorylated 
using 30U of Polynucleotide Kinase (Promega) 
with 0.5mM ATP for 30 minutes at 37ºC. Phos-
phorylated RNA was purified using TRIzol 
according manufacturer’s instruction and resus-
pended in 1.5µl of DEPC treated water with 1µl 
of Adaptor mix A and 1.5µl of Hybridization solu-
tion from SOLiD Small RNA Expression Kit (SREK) 
(Ambion). The mixture was incubated at 65ºC in 
a thermocycler for 5 minutes and quickly cooled 
on ice. RNA with hybridized adaptors was mixed 
with 5µl of SREK ligation buffer and 1 µl of SREK 
ligation enzyme and incubated at room tempera-
ture for 4 hours. Ligated sample was mixed with 
10 µl of denaturing buffer (90% formamide, 
bromphenol blue, crysol red) and size selected on 
10% denaturing urea gel for the appropriate size 
fraction (150-300bp). The piece of gel containing 
selected fragments was shredded and RNA was 
eluted in 300 µl 300mM NaCl with gentle agita-
tion for 4 hours at RT. The eluate was sepa-
rated from gel debris using SPIN-X centrifuge 
tube filters (Costar), the RNA was precipitated 
by isopropanol and resuspended in 5µl of DEPC 
treated water. Size selected RNA was mixed with 
2 µl of reverse transcription (RT) buffer, 1.5 µl of 
dNTPs (10mMeach), 0.5 µl of barcode RT primer 
(10µM), incubated in a thermocycler at 72ºC for 
4 minutes, 62ºC for 2 minutes and then put on 
ice. The sample with hybridized barcode RT primer 
was mixed with MMLV- RT enzyme (Promega) and 
incubated at 37ºC for 30 minutes. The library was 
amplified by ligation mediated PCR (LM-PCR) by 
adding 2 µl of RT mix from the previous reaction 
into 100 µl of PCR mix from the SREK kit (Ambion) 
with P1 and P2 primer compatible with SOLiD/AB 
sequencing and cycled in a thermocycler with the 
following program: 95ºC for 2min; 15 cycles of 
95ºC for 30s, 62ºC for 30s, 72ºC for 30s; 72ºC 
for 7min. The library was size selected on a 2% 
agarose gel for 150-400 bp long fragments and 
sequenced on SOLiD/AB sequencer in a multi-
plexed way to produce 50bp long reads.

Sequencing reads were mapped against the 
reference genome (hg18 assembly, NCBI build 36) 

with Maq package (17), with following settings: 
-c -n 3, -e 170. Reads with mapping quality zero 
were discarded. To set gene expression from 
RNA-seq data we counted the number of the 
sequencing tags aligned to exons and UTRs with 
the same strand orientation as the annotated 
transcripts. To avoid transcripts with zero mapped 
tags to interfere with logarithmic transformation 
of read counts, one read per every 10 millions 
sequencing tags was added to each transcript. 
Raw read counts were normalized to the length 
of mature transcript RNA and sequencing depth. 
All six samples (three biological replicates of two 
experimental conditions) were quantile normal-
ized using normalizeQuantiles() function (17) 
from limma (18) and are presented as normalized 
read counts per transcript per 10kb of tran-
script per million sequencing tags (NRP10KM). 
Expressed gene is gene with expression higher 
than 4 NRP10KM. Differentially transcribed genes 
were set as genes with at least 2-fold NRP10KM 
change in all 3 biological replicates with absolute 
NRP10KM higher than 4 in all 6 samples.

Pol II ChIP-seq
Approximately 30 x.106 Ls174T-pTER-β-catenin 
cells grown 72 hours in the presence or absence 
of doxycycline (1µg/ml) were used for ChIP-seq 
procedure. Chromatin immunoprecipitation (9) 
(9,19). In brief: cells were crosslinked with 1% 
formaldehyde for 20 min at room temperature. 
The reaction was quenched with glycine and the 
cells were successively washed with phosphate-
buffered saline, buffer B (0.25% Triton-X 100, 
10 mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 
7.6]) and buffer C (0.15 M NaCl, 1 mM EDTA, 
0.5 mM EGTA, 20 mM HEPES [pH 7.6]). The cells 
were then resuspended in ChIP incubation buffer 
(0.3% sodium dodecyl sulfate [SDS], 1% Triton-X 
100, 0.15 M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 
mM HEPES [pH 7.6]) and sheared using Covaris 
S2 (Covaris) for 8 minutes with the following 
settings: duty cycle: max, intensity: max, cycles/
burst: max, mode: Power Tracking. The soni-
cated chromatin was diluted to 0.15 SDS, incu-
bated for 12 h at 4°C with 10 µl of the anti RBP1 
(PB-7G5) antibody (Euromedex) per IP with 100 
µl of protein G beads (Upstate). The beads were 
successively washed 2 times with buffer 1 (0.1% 
SDS, 0.1% deoxycholate, 1% Triton-X 100, 0.15 
M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 mM 
HEPES [pH 7.6]), one time with buffer 2 (0.1% 
SDS, 0.1% sodium deoxycholate, 1% Triton-X 
100, 0.5 M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 
mM HEPES [pH 7.6]), one time with buffer 3 (0.25 
M LiCl, 0.5% sodium deoxycholate, 0.5% NP-40, 
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1 mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 
7.6]), and two times with buffer 4 (1 mM EDTA, 
0.5 mM EGTA, 20 mM HEPES [pH 7.6]) for 5 min 
each at 4°C. Chromatin was eluted by incubation 
of the beads with elution buffer (1% SDS, 0.1 M 
NaHCO3), the eluted fraction was reconstituted to 
0.15% SDS with ChIP incubation buffer and the 
immunoprecipitation repeated for second time 
with half the amount of antibody. After washing 
and elution, the immunoprecipitated chromatin 
was de-cross-linked by incubation at 65°C for 
5 h in the presence of 200 mM NaCl, extracted 
with phenol-chloroform, and ethanol precipi-
tated. Immunoprecipitated chromatin was addi-
tionally sheared, end-repaired, sequencing adap-
tors were ligated and the library was amplified by 
ligation mediated PCR (LMPCR). After LMPCR, the 
library was purified and checked for the proper 
size range and for the absence of adaptor dimers 
on a 2% agarose gel and sequenced on SOLiD/
AB sequencer to produce 50 basepair long reads. 
Sequencing reads were mapped against the 
reference genome (hg18 assembly, NCBI build 
36) using the Maq package (17), with following 
settings: -c -n 3, -e 170. Reads with mapping 
quality zero were discarded. To set gene expres-
sion from Pol II ChIP-seq data, we counted the 
number of the sequencing tags aligned to anno-
tated transcript coordinates. To avoid transcripts 
with zero mapped tags to interfere with loga-
rithmic transformation of read counts, one read 
per every 10 millions sequencing tags was added 
to each transcript. Raw read counts were normal-
ized to the transcript length (from TSS to TES) and 
sequencing depth. All six samples (three biological 
replicates of two experimental conditions) were 
quantile normalized using normalizeQuantiles() 
function (17) from limma (18) and are presented 
as normalized read counts per transcript per 
100kb of transcript per million sequencing tags 
(NRP100KM). Expressed gene is gene with expres-
sion higher than 16 NRP100KM. Differentially 
transcribed genes were set as genes with at least 
2-fold NRP100KM change in all 3 biological repli-
cates with absolute NRP100KM higher than 16 in 
all 6 samples.

ChIP-seq of transcription factors
We used publically available datasets for TCF4 
and TBP (GEO database accession number: 

GSE18481) produced in our lab (9) in Ls174T 
cells. Chromatin immunoprecipitation, library 
preparation and sequencing of other transcrip-
tion factors (Supplementary Material I) in Ls174T 
cells were performed as for the Pol II ChIP-seq 
with modifications: Approximately 50.106 cells 
were used per IP. For β-catenin ChIP-seq, cells 
were crosslinked for 40 minutes using ethylene 
glycol-bis(succinimidylsuccinate) (Thermo scien-
tific) at 12.5mM final concentration, with addi-
tion of formaldehyde (1% final concentration) 
after 20 minutes of incubation. Cisgenome soft-
ware package (20) was used for the identification 
of binding peaks from the ChIP-seq data.

Data files from ENCODE project
ChIP-seq data of 21 transcription factors and 
Pol II (Supplementary Material II) were produced 
in by the Myers Lab at the HudsonAlpha Insti-
tute for Biotechnology and downloaded from 
http://genome.ucsc.edu/ENCODE/downloads.
html website (21). RNA-seq data (Supplementary 
Material II) were produced by the Wold Group at 
the California Institute of Technology and down-
loaded from http://genome.ucsc.edu/ENCODE/
downloads.html website (21).

Calculation of TTAS 
TTAS represent the relative likelihood of tran-
script j to be regulated by transcription factor i. To 
calculate TTASij we first calculated raw score (tkj) 
which reflects likelihood of transcript j being regu-
lated by transcription factor i via binding site k. 
We adapted published method used previously to 
calculate TF-Gene association score (22) to calcu-
late raw score for each transcript – binding site tkj 
separately. We first calculated the distribution of 
binding sites k of transcription factor i with closest 
transcriptional start sites g and created histograms 
Hist of distances l(k,g) consisting of 18 location 
bins separated by {- 200k bp, -100k bp, -50k bp, 
-20k bp, -10k bp, -5k bp, -2k bp, -1k bp, 0 bp, 1k 
bp, 2k bp, 5k bp, 10k bp, 20k bp, 50k bp, 100k 
bp, 200k bp}. Next, we randomized positions of 
TF binding sites k and calculated distribution of 
random sites with respect to transcriptional start 
sites in the same way as distribution of real sites. 
Let m be the index of bin corresponding to l(k,g) 
the raw score t (Supplementary Fig 1) for binding 
site k and transcript j is calculated by:
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Next, since peak intensity was shown to be 
factor that helps in predicting expression (23) we 
included this principle in our final TTAS. Final TTAS 
of transcript-transcription factor pair is then calcu-
lated as log2 value of the sum of all above zero 
raw scores multiplied by number of tags mapped 
to peak coordinates:

where tk is the raw score of the kth binding site 
of transcription factor i in the vicinity of transcript 
j and nk is number of sequencing tags mapped 
to the kth peak coordinates. By this approach we 
take into an account TF-DNA interaction strength 
(reflected by number of reads in peak), distance 
from TSS, number of individual peaks in vicinity 
of TSS and distribution of binding sites. To extract 
principal components from TTAS we used R 
language princomp() (24) command. 

Classification trees
We used individual principal components as 
inputs to train the classification tree to distin-
guish between expressed and non-expressed 
genes. Training was performed by the CART 
algorithm (25) using the rpart() command from 

R package rpart (26) (http://CRAN.R-project.org/
package=rpart). To avoid over-fitting of the data, 
we prune back the tree to select the tree size with 
complexity parameter that associates with the 
smallest 10-cross validation error.

Calculation of TAS
TAS of represents normalized enrichment of Pol 
II tags mapped within 300 bp from TSS to tags 
mapped to the transcript body (excluding 3’UTR) 
of transcript i:

Where ti represents number of tags mapped 
within 300 bp from TSS of transcript i, bi repre-
sents number of tags mapped to transcript i 
excluding first 300 bp and 3’UTR and li represent 
length of transcript i excluding first 300 bp and 
3’UTR. Transcripts with change in TAS after doxy-
cycline induction are transcripts with at least 0.6 
log2 fold change of TAS in all 3 biological repli-
cates. We assayed only transcripts with at least 
50 aligned reads combined from all 3 replicates 
and with gene expression defined by POL II higher 
than 16 in all 3 replicates. 

RESULTS AND DISCUSSION
Model system
For studying molecular mechanisms down-
stream of a defined signal transduc-
tion pathway, we used the human colon 
cancer cell line Ls174T-pTER-β-catenin (15). 
These cells carry a doxycyclin-inducible 
shRNA targeting β-catenin, which allows 
for complete and specific blocking of the 
- in these cells constitutively active - Wnt 
pathway, causing major changes in the 
expression of many genes; including direct 
Wnt target genes (15). We performed micro-
array expression analysis, RNA-seq and Pol 
II ChIP-seq (Supplementary Table) in tripli-
cate on untreated cells and cells 72 hours 
after doxycyclin induction to determine 
which measurement correlates best with 
the activity of transcription factors that are 
associated with the Wnt signal transduc-
tion pathway or the core transcriptional 
machinery.

Pol II ChIP-seq
We used the well-characterized mono-
clonal antibody 1PB-7G5, raised against the 
heptad repeat CTD-containing peptide of 
the RPB1 subunit, which recognizes both 
hyper- and hypo-phosphorylated forms of 
Pol II with high affinity (27). Although the 
use of antibodies specific for hyper-phos-
phorylated forms of actively transcribing 
polymerase could potentially further improve 
on the specificity of the method, the anti-
body used here has the advantage of a very 
high affinity, which results in high yields of 
chromatin and a very robust and reproduc-
ible procedure for routine operation what 
is crucial especially when source of mate-
rial is limited. To calculate the Pol II DNA 
occupancy based on Pol II ChIP-seq data, 
we counted all sequencing tags aligned 
between the annotated transcription start 
sites and the transcription termination sites. 
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Read counts were normalized for tran-
script gene length and sequencing depth 
and quantile normalization was performed 
across all 6 samples (three biological repli-
cates of two conditions).

Correlation of Pol II ChIP-seq with RNA 
levels
To determine the RNA levels from the 
RNA-seq data we used a comparable 
approach as for Pol II ChIP-seq. However, 
we only counted sequencing tags aligned 
to exons and UTRs with the same strand 
orientation as the annotated transcript and 
normalized the read count to the length of 
mature transcript mRNA. Pol II occupancy 
and RNA levels assayed by RNA-seq and 
microarrays of 21,854 RefSeq genes showed 
good correlation among biological replicates 
within the same method (Fig 1, Supplemen-
tary Fig 2) although a significant and repro-
ducible lower correlation was observed 
between different methods as compared 
to triplicates. These results show that the 
reproducibility of Pol II ChIP-seq is at least 
comparable to other methods for measuring 
gene expression, but does not reveal which 
method best reflects the transcriptional 
processes. Interestingly, the Pol II Chip-seq 
results cluster separately from the microar-
rays and RNA-seq results (Fig 1A). This indi-
cates that Pol II occupancy and RNA-seq 
measurements have a different information 
content that could be exploited to obtain 
mechanistic and biological insights.

Identification of differentially 
expressed genes
Next, to explore the ability of Pol II ChIP-seq 
to identify differentially expressed genes we 
compared changes in Pol II occupancy in 
Wnt-active and non-active cells with differ-
ences of RNA levels assayed by RNA-seq and 
microarrays. Based on Pol II Chip-seq, we 
identified 345 differentially expressed genes 
(157 up and 188 down-regulated) with at 
least 2-fold change in Pol II occupancy in all 

3 replicates. These genes show overlap with 
genes that are differentially expressed (> 
2-fold) as detected by microarrays (110 out of 
505) and RNA-seq (128 out of 816). Overlap 
for down-regulated genes, which represent 
possible Wnt target genes, is better than for 
up-regulated genes (Fig 1B). A total of 77 
genes were identified by all three methods, 
but a set of 152 genes commonly identi-
fied by RNA-seq and microarrays, was not 
detected as differentially expressed by Pol II 
Chip-seq. These discrepancies could reflect 
different mechanisms of RNA level regula-
tion. For example, induced changes in RNA 
stability will results in changed RNA levels as 
measured by RNA-seq or microarrays, but 
with smaller or no differences in Pol II occu-
pancy (Supplementary Figure 3). However, 
these features do allow us to distinguish 
the regulatory mechanisms that act through 
production of RNA from those regulating 
RNA stability. Interestingly, gene ontology 
analysis revealed different gene classes in 
down-regulated genes (Wnt-target genes) 
identified by POL II as compared to methods 
measuring changes in RNA levels, indicating 
different types of regulation for different 
functional gene categories (Fig 1C, Supple-
mentary Material III ).

Correlation of Pol II ChIP-seq with the 
presence of transcriptional regulators 
To determine which method correlates best 
with transcription factor mediated regula-
tory processes, we compared the Pol II DNA 
occupancy and RNA levels with transcrip-
tion factor (TF) presence. We used ChIP-seq 
profiles of TCF4 and TBP (9), and generated 
additional ChIP-seq profiles of 3 other tran-
scription factors (β-catenin, E2A and c-Myc) 
in LS174 cells (Supplementary Material I). 
These transcription factors are part of, or are 
related to the Wnt-pathway (28-30), which 
is constitutively active in LS174 cells, or are 
part of the basic transcriptional machinery. 
To link binding sites to individual genes, we 
determined the likelihood of a gene being 
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regulated by a particular transcription factor 
based on genome-wide TF-gene distribution 
patterns. Without the information about 
long-range chromatin interactions, this score 
only has a probabilistic character, since many 
TFs can regulate genes that are up to several 
hundreds of kilobases away from a binding 
site, while on the other hand neighboring 

genes do not necessarily have to be regulated 
(31,32). We therefore defined a TF-tran-
script association score (TTAS) in which we 
combined previously described scores based 
on TF-DNA interaction strength, distance to 
transcription start site and genome-wide 
binding site distribution with respect to tran-
scription start sites (22,23) (Supplementary 

Figure 1: Comparison of Pol II ChIP-seq, RNA-seq and microarrays. A) Clustering of 3 different 
methods (RNA-seq, gene-expression microarray, Pol-II ChIP-seq) and biological replicates based on corre-
lations of absolute gene-expression levels as measured by Pol II occupancy, RNA-seq, and normalized 
probe intensities from microarrays. B) Overlap between differentially expressed genes as determined 
by POL II occupancy, RNA-seq, and microarrays. C) Gene ontology analysis of down-regulated genes 
(Wnt target genes) identified by the same three methods. Each displayed term was found significantly 
enriched by at least one method. Functional classes in first cluster are found less enriched in genes 
identified by methods based on measuring RNA-levels, compared to genes identified based on POL II 
occupancy.
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Figure 1). Linear regression analysis of indi-
vidual TTAS together with Pol II occupancy 
or RNA levels and principal component 
regression analysis (PCRA) of individual prin-
cipal components extracted from TTAS (Fig 
2A, 2B) shows a better correlation of tran-
scription factor occupancy with Pol II occu-
pancy as compared to RNA-seq and micro-
array-based RNA level measurements.

More than half of the variation in Pol II 
occupancy can be explained by first principal 
component. In this principal component 
all five TFs have positive loadings (Fig 2C), 
indicating their major role in activation of 
gene expression (23). More importantly, 
high degree of co-linearity also explains why 
first principal component does not reflect 
more of the Pol II occupancy variation than 

cMyc alone. The other principal components 
explain only minority of variation in Pol II 
occupancy and RNA levels, however they 
may reveal existence of genes with different 
mechanisms of regulation, for example. in 
subgroup of genes with high third principal 
component values, the presence of TCF4, 
β-catenin and even TBP may lead to tran-
scriptional repression, while second principal 
component suggests existence of mecha-
nisms where TF regulate RNA levels without 
changing Pol II occupancy. Positive loadings 
of cMyc in all five principal components 
support its role as pure transcriptional acti-
vator in cancer cells what supports his role 
in regulation of transcriptional pause release 
(33).

Figure 2: Linear regression analysis of Pol II occupancy, RNA-seq and microarray probe intensi-
ties with A) transcription factor occupancy represented by individual TTAS scores separately 
for each transcription factor and with B) individual principal components extracted from TTAS 
of 5 transcription factors. TTAS scores reflect the likelihood of a gene being regulated by a given tran-
scription factor. C) Loading s of TTAS scores into four major principal components which explain most 
of variability in Pol II occupancy. Individual loadings are multiplied by -1 when correlation of principal 
component with Pol II occupancy is negative.
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ENCODE datasets
To strengthen these findings, we repeated 
the analysis using publically available ChIP-
seq profiles of 21 different TFs performed 
in duplicates, Pol II ChIP-seq and RNA-seq 
datasets from a lymphoblastoid cell line 
(GM12878) that was generated as a part of 
the ENCODE project (21,34) (Supplementary 
Material II). Both linear regression analysis of 
individual TTAS and PCRA showed very similar 
results as for our datasets, with Pol II ChIP-
seq correlating better with TF occupancy than 
cellular RNA levels (Supplementary Figure 4).

Poised polymerase
Since our model for readout of gene expres-
sion expects all DNA bound Pol II to be 
processive, we next evaluated the poten-
tial effects of poised polymerase (35) and 
polymerase that is accumulated at 3’-UTRs 
on the readout and its correlation with TFs. 
We repeated the analysis while excluding the 
information from sequencing tags mapped 
close to 3’-UTRs and close to TSS where the 
majority of the poised polymerase is located. 
However, similar correlations with transcrip-
tion factor occupancy as for total Pol II occu-
pancy were obtained (Supplementary Figure 
5), suggesting that non-processive poised 
polymerase and polymerase accumulated 
at 3’-UTR reflect only a minor fraction of 
DNA-bound Pol II compared to processive 
polymerase and thus does not have a major 
influence on the overall readout of gene 
expression based on Pol II ChIP-seq. 

Nevertheless, quantification of changes 
in poised polymerase levels could be useful 
for dissection of regulatory mechanisms 
of individual genes as regulation of gene 
transcription after recruitment of RNA 
polymerase II to transcription start sites is 
a widely accepted mechanism of regulation 
of mRNA levels (35). In a simplified model, 
lowly expressed genes have a relatively 
high accumulation of poised Pol II around 
their transcription start sites compared to 
actively transcribed genes, where Pol II is 
spread over the complete genomic region. 
Thus, a change in Pol II accumulation close 
to the transcription start site (TSS) compared 
to accumulation in gene body can reflect 
changes in transcription. We therefore 
explored the possibility of using changes in 
TSS accumulation scores (TAS) to determine 
differentially expressed genes. The TAS score 
represents the relative enrichment of POL II 
at the promoter compared to the gene body. 
Indeed, the reduction of Pol II in TSS reflected 
by decreased TAS correlates (r = -0.366) with 
an increase in Pol II occupancy of the gene 
(Fig 3A). Next, we identified 481 genes that 
reproducibly changed TAS after WNT sign-
aling inhibition by doxycyclin treatment in all 
3 replicates. 78 (23%) of the genes that were 
identified by Pol II ChIP-seq as differentially 
expressed based on a change in the number 
of tags aligned to the whole transcript 
overlap with the set of genes with change 
in TAS score. This suggests that even though 
regulation of gene expression is typically 

Figure 3: Poised polymerase and metagene analysis of Pol II occupancy. A) Correlation of total Pol 
II occupancy with TAS score. The TAS score represents the relative enrichment of POL II at the promoter 
compared to the gene body and reflects the fraction of poised polymerase. Genes with lower expression 
have more Pol II deposited on their transcription start site and less processing polymerase in gene body 
compared to genes with higher expression (r = -366). B)C) Pol II coverage over up-regulated gene with B) 
increased density over TSS and gene body and C) increased density in gene body without change in TSS. 
D) Relative enrichment of POL II sequencing tags in Wnt plus (CON) and Wnt minus (DOX) samples with 
respect to gene annotation in D) all annotated genes E) down-regulated and F) up-regulated genes. POL 
II enrichment changes simultaneously in TSS and gene body, suggesting that a substantial proportion of 
transcription regulation is mediated by changes in POL II recruitment. In subclass of genes, with increase 
G) or decrease H) in relative enrichment of POL II at the promoter compared to gene body; difference of 
POL II accumulation in downstream part of genes is not accompanied by change in enrichment on TSS. 
Every individual region is normalized separately against input and average enrichment of CON samples.
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mediated by an increase or decrease in POL 
II recruitment to TSS, which leads to change 
in Pol II occupancy in downstream parts of 
genes (Fig 3D-F), in some genes changed Pol 
II occupation in gene body is not accompa-
nied by changed Pol II occupancy at TSS and 
therefore in these genes major regulation is 
mediated via changed frequency of releasing 
paused polymerase without a need for regu-
lation of POL II recruitment (Fig 3G 3H). This 
mechanism has been previously shown as 
major regulator mechanisms of cMyc (33); 
transcription factor which is also active in our 
model system. In conclusion, additionally to 
the quantitative aspect of Pol II ChIP-seq, the 
spatial distribution information of Pol II can 
be used as additional information to develop 
more reliable models for the identification of 
specific subsets of differentially expressed 
genes that are predominantly regulated by 
releasing paused polymerase (33).

Bimodal distribution of Pol II occupancy
Pol II DNA occupancy and RNA levels meas-
ured by RNA-seq and microarrays show a 
bimodal distribution pattern that is specific 
and reproducible for every method (Fig 4A). 
A similar picture is observed at the genome-
wide level of Pol II occupancy where more 
than half of the genome is occupied by Pol II 
with a domain-like distribution (Supplemen-
tary Figure 6), most likely reflecting open and 
closed chromatin regions. This pattern can 
be used to split genes into expressed and 
non-expressed groups(Fig 4B). Pol II ChIP-
seq was found to classify more genes as 
expressed compared to the other methods. 
Many genes that are defined as expressed by 
Pol II ChIP-seq appear as non-expressed by 
the other two methods (Fig 4C, 4D). This is, 
however, not true in the opposite direction: 
genes defined as expressed by RNA-seq or 
microarray are virtually always categorized 

Figure 4: Bimodal distribution of Pol II occupancy, RNA-seq and microarray probe intensities 
A) All methods reveal a bimodal pattern of gene expression indicative of B) expressed (green) 
and non-expressed (red) genes. C) to F) Rank analysis of Pol II occupancy, RNA-seq and microarray 
probe intensities. Genes are ranked according to Pol II ChIP-seq results C) D), according to RNA-seq E) 
or microarrays F). Many transcripts classified as expressed according the Pol II ChIP-seq, are called as 
not expressed according to the RNA-seq and microarray data. In contrast, only a very limited number of 
transcripts that are called transcribed by RNA-seq and microarrays are called as non-transcribed by Pol 
II ChIP-seq. All expression values represent median centered and log2 transformed NR100KM (Pol II), 
NR10KM (RNA-seq) and normalized microarray probe intensity.
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as transcribed by Pol II ChIP-seq (Fig 4E, 
4F). In line with this, expressed and non-
expressed genes form more distinct clus-
ters in a principle component analysis (Fig 
5) when these classes are defined from Pol 
II ChIP-seq than from RNA levels. Further-
more, expression classes defined from Pol 
II occupancy are more accurately predicted 
by classification and regression tree (CART) 
algorithm (25), when using principle compo-
nents extracted from TTAS scores as input to 
predict expression status of all genes. In our 
dataset, only 11.8% of genes were wrongly 
predicted when Pol II was used to define 
expression status of a gene, with 14.8% and 
17.6% percent of wrongly predicted genes 
when RNA-seq and microarrays were used 
to determine expression status.

Gene ontology analysis
To determine if the observed differences 
in RNA levels and POL II occupancy reflect 
functional gene classes, we performed 
a gene ontology term (GO) enrichment 
analysis (36). We empirically defined 
three classes containing genes that are 
expressed as defined by Pol II ChIP-seq but 
as non-expressed (class I), lowly expressed 
(class II) and very highly expressed (class 
III) by RNA-seq (Supplementary Figure 7). 

Interestingly, a significant enrichment of 
particular GO terms in different gene classes 
is observed (Supplementary Material IV), 
which overlaps with previously described 
gene classes that are characterized by partic-
ular low or high mRNA turnover rates (2-4). 
Genes in class I are enriched in secreted 
proteins and plasma membrane receptors 
and reflect regulated genes for which mRNA 
is synthesized but rapidly degraded. Class II 
genes are enriched in transcriptional regula-
tors, while the third class includes genes that 
are involved in basal translational homeos-
tasis and energy metabolisms, characterized 
by high mRNA levels. These analyses indi-
cate that gene expression of particular gene 
classes with short living mRNA can be under-
estimated by methods measuring solely RNA 
levels while the expression of gene classes 
with more stable transcripts can be system-
atically overestimated.

Concluding remarks
Taken together, we have shown that routine 
Pol II ChIP-seq method provides valuable 
information that is complementary to total 
mRNA level measurements and allows us to 
independently dissect separate mechanisms 
involved in gene expression i.e. allow us to 
separately study changes in production of 

Figure 5: Clustering of expressed (black) and non-expressed (red) genes defined by POL II chip-
seq, RNA-seq and microarrays. Genes are plotted according to principal components extracted from 
TTAS scores, which reflect the likelihood of a gene being regulated by a given transcription factor. Genes 
categorized into expressed and non expressed according bimodal distribution of Pol II results A) form 
more defined clusters compared to genes categorized according to RNA levels B) C).
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RNA and mechanisms responsible for RNA 
stability. In addition, we showed that due to 
highly variable RNA stability, gene expres-
sion levels and dynamics of particular gene 
classes are systematically over- or under-esti-
mated when solely RNA levels are used to 
determine gene expression.

PCRA revealed that Pol II ChIP-seq corre-
lates better with transcriptional regulators 
and also showed that in limited number of 
genes, transcription factors may surprisingly 
regulate RNA levels without affecting Pol 
II occupancy. We were able to recapitulate 
these findings using publicly available data-
sets when different combination of TFs was 
used, supporting universal nature of our 
findings.

In addition to quantitative aspect of Pol 
II ChIP-seq, we showed that spatial distribu-
tion of Pol II and its changes can be used as 
additional information to identify of specific 
subsets of differentially expressed genes that 
are predominantly regulated by releasing 
paused polymerase instead of increasing 
rate of polymerase recruitment.

Altogether Pol II ChIP-seq integrated 
with methods determining RNA levels has 
potential to serve as versatile tool to dissect 
individual mechanisms regulating gene 
expression, applicable in variety of model 
systems.

Figure 6 Examples Pol II and RNA-seq coverage over of genes with low (A) and high (B) RNA 
stability. Vertical axis represents sequencing relative tags coverage per position A) Gene with high 
density of sequencing tags over gene body with very low levels of RNA. Pol II ChIP-seq classifies depicted 
gene as expressed, however both RNA-seq and microarrays classify the gene as non-expressed. (Class I 
gene) B) Genes with high density of Pol II ChIP-seq tags mapping to gene body with high numbers of 
sequencing tags from RNA library mapping to annotated exons.
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Supplementary Table, Sequencing and mapping statistics.

Sample Raw reads
Mapped 
reads

Mapped reads 
(q>0)

Percentage 
mapped

Percentage 
with q>0

RNA 
sequencing

CON1 43,519,947 19,409,978 11,469,611 44.6 59.1

CON2 32,962,479 15,120,183 8,890,432 45.9 58.8

CON3 46,869,848 20,349,215 11,451,852 43.4 56.3

DOX1 31,602,468 13,622,531 7,625,974 43.1 56.0

DOX2 37,447,267 15,428,604 9,565,192 41.2 62.0

DOX3 42,341,072 15,213,191 8,315,499 35.9 54.7

Pol II ChIP 
sequencing

CON1 65,455,910 41,065,573 36,186,881 62.7 88.1

CON2 63,256,626 41,829,937 37,054,927 66.1 88.6

CON3 52,403,736 33,479,940 29,424,271 63.9 87.9

DOX1 69,649,772 35,978,193 31,798,338 51.7 88.4

DOX2 57,203,495 37,304,546 33,257,995 65.2 89.2

DOX3 60,205,429 34,741,976 30,692,140 57.7 88.3
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Supplementary Figure 1: Raw scores used for calculation of TTAS for five transcription factors 
depending on the distance from transcription start site of the associated gene.  TTAS scores 
reflect the likelihood of a gene being regulated by a given transcription factor within set distance from 
gene’s TSS. Some transcription factor binding sites are distributed exclusively close to transcription start 
sites. Others can regulate more distant genes.
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Supplementary Figure 2: Comparison of of Pol II occupancy and RNA levels as measured by 
RNA--seq and microarrays and their reproducibility over 21,854 RefSeq genes. Each method 
shows good reproducibility between all 3 replicates. Correlations between different methods are 
decreased. Red numbers represent pair-wise Pearson’s correlation coefficients. 
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Supplementary figure 3: Examples of Pol II and RNA-seq coverage over differentially expressed 
genes under two experimental conditions. Vertical axis represents sequencing tags coverage per 
position A)B) Upregulated genes shows increase in tag density for both Pol II and RNA-seq. C) Pol II tag 
density over gene body is increased less extensively after doxycycline treatment compared to  RNA levels 
of this gene. Up-regulation of gene comes with increased mRNA stability. Control sample - CON and 
doxycyclin treated sample - DOX.
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Supplementary Figure 4 Correlation of TF 
occupancy with Pol II ChIP-seq and RNA-seq 
data from ENCODE datasets. Results of 
linear regression analysis of Pol II ChIP-seq and 
RNA-seq with a) transcription factor occupancy 
and b) individual principal components extracted 
from TTAS of 21 transcription factors. All tran-
scription factors are presented as two indepen-
dent biological replicates.

Supplementary Figure 5: Effect of poised polymerase and polymerase accumulated on 3’-UTRs 
on correlation of Pol II ChIP-seq with transcription factor occupancy A) Correlation of Pol II 
presence in gene body excluding 3’UTR and first 300 bp (“BODY”), Pol II presence in whole 
gene transcript (“POL II”) and by RNA-seq with transcription factor occupancy B) Correlation of 
Pol II occupancy with individual principal components extracted from TTAS of 5 transcription 
factors. Excluding pol II tags bound close to transcription start sites and 3’-UTRs has only a minor influ-
ence on the correlation of Pol II ChIP-seq data with TF occupancy.
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Supplementary Figure 6 Pol II occupancy on chromosome 1 reveals that major part of chro-
mosome 1 is occupied by Pol II. Pol II occupation is restricted to distinguishable domains. For better 
visualization of domains, chromosome 1 coordinates are represented as continuous space filling curve 
(Hilbert curve). Color log2 scale represents quantile normalized number of Pol II tags mapped to 500bp 
bins. Large area without coverage of POL II sequencing tags is represents centromere. 

Supplementary Figure 7 Rank analysis of Pol II occupancy with empirically defined gene classes 
(I, II, III) used for gene ontology term enrichment analysis. Genes are ranked according to Pol II 
ChIP-seq results. Genes in all classes are expressed as defined by Pol II ChIP-seq and seem to be non-
expressed (class I), lowly expressed (class II) and very highly expressed (class III) by RNA-seq. All expres-
sion values represent median centered and log2 transformed NR100KM (Pol II) and NR10KM (RNA-seq). 
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Abstract
Upon activation of Wnt signaling β-catenin is recruited to enhancer sites by DNA-binding 
T cell factor/lymphoid enhancer factor (TCF/LEF) family members, thereby inducing tran-
scription of Wnt target genes. Over the past years several other factors with the ability 
to recruit β-catenin independent of TFC/LEF were reported, suggesting direct interplays 
between the canonical Wnt pathway and other signaling pathways. To study the extent 
and role of TCF/LEF-independent β-catenin recruitment (TIBR) we used ChIP-seq to iden-
tify genomic elements occupied by β-catenin but not TCF4. We identified thousands 
of putative TIBR sites in two different model systems, although these regions gener-
ally represent only weaker β-catenin binding sites. These sites harbor only a minority 
of DNA-bound β-catenin, they are associated with different histone marks and chro-
matin status and their presence correlates with negatively regulated Wnt-target genes. 
Surprisingly, over-expression of a dominant negative form of TCF4 (dnTCF4) that lacks 
the β-catenin binding domain results in depletion of β-catenin at these sites. Further-
more, dnTCF4 can bind to these sites, suggesting that all DNA-bound β-catenin involves 
recruitment through TCF familiy members.
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INTRODUCTION
In canonical Wnt signaling the Wnt ligand 
binds to the Frizzled (Fz) receptor and forms 
a complex with the LRP protein, which after 
a series of events competes away Axin 
from the cytoplasmic destruction complex 
(CDC) and refrains CDC from phosphor-
ylating β-catenin and subsequent targeting 
for ubiquitination. Cytoplasmic β-catenin 
is therefore stabilized and is translocated 
into the cell nucleus to drive specific tran-
scriptional programs [1]. Alternatively, in 
pathological conditions β-catenin becomes 
constitutively stable when acquired muta-
tions in β-catenin make it resistant to phos-
phorylation and degradation or one of the 
components of CDC is inactivated by muta-
tions. These mechanisms play a major role in 
sporadic colorectal cancer [2].

Once in the nucleus, β-catenin is recruited 
to enhancer regions by TCF/LEF [3-6] where 
it acts as transcriptional activator of various 

target genes after displacing Groucho. At the 
chromatin level, many interacting partners 
were identified in genetic screens suggesting 
complex mechanisms of transcriptional regu-
lation of Wnt target genes [7-11].

Besides TCF/LEF mediated recruitment 
of β-catenin to enhancer sites, numerous 
other transcription factors have been 
identified as capable to recruit β-catenin 
independently to TCF/LEF: nuclear recep-
tors [8, 12], OCT4 [13], and others [2, 6]. 
However, none of these studies provide 
systematic approaches to substantiate the 
significance of the proportion of TCF/LEF-
independent β-catenin recruitment. In this 
study we performed genome-wide system-
atic analyses of potential TIBR sites and 
provide supporting evidence that all nuclear 
β-catenin, also at TIBR sites, is mediated via 
TCF/LEF recruitment.

RESULTS AND DISCUSSION
Identification of β-catenin bound 
regions
To obtain systematic information about the 
genomic loci to which β-catenin is recruited 
we performed β-catenin ChIP-seq on Ls174T-
L8 cells carrying a doxycyclin-inducible 
dominant-negative TCF4 (dnTCF4) trans-
gene [14]. These cells carry an activating 
point mutation in β-catenin, which results in 
constitutively active canonical Wnt pathway, 
unless dnTCF4 is induced. We identified 
2,295 high confidence β-catenin bound 
regions. In these regions, the most overrep-
resented sequence motif found is identical 
to the TCF4 binding motif that was identi-
fied in previous studies [15, 16] (Figure 1A). 
In addition, the presence of peaks corre-
lates with transcriptional changes induced 
by over-expression of dnTCF4 (Figure 1B) 
supporting the biological relevance of the 
identified sites.

Identification of TIBR sites
As a next step, to identify β-catenin sites 
without the presence of TCF/LEF family 
member we preformed TCF4 ChIP-seq in 
parallel on the same chromatin sample as 
used for β-catenin ChIP-seq and explored 
the presence/absence of sequencing tags 
derived from Tcf4 ChIP-seq over β-catenin 
sites. In total, 814 β-catenin bound regions 
without presence of Tcf4 were identified 
(Figure 1C 1D), suggesting the existence 
of other recruiter than TCF4. This can be 
either another member of TCF/LEF family or 
another alternative recruiter.

To explore if these findings are consistent 
for different model systems we performed 
β-catenin ChIP-seq on HEK 293T cells after 
Wnt stimulation. While Ls174T-L8 cells 
represent a system with constitutively active 
Wnt signaling, in HEK cells Wnt signaling is 
not active until stimulation.  We identified 
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5,020 β-catenin bound regions (Supple-
mentary Figure 1) and 1,770 TIBR sites, with 
only 285 and 14 overlapping with regions 
found in LS cells. Small overlap of β-catenin 
bound regions in two different cell lines is in 
line with high dynamics of distant enhancer 
regions [17] with more variable TIBR sites 
compared to TCF4 mediated regions.

Two distinct classes of β-catenin bound 
regions
A high proportion of nuclear β-catenin 
sites was identified as potential TIBR sites 
(814 out of 2295). However, these clearly 
represent weaker (lower ranked) β-catenin 
peaks (Figure 1E), indicating that that the 
majority of β-catenin binding is mediated 
directly by TCF4 (Supplementary Figure 2). 
Both the presence of TIBR sites as well as 
proper β-catenin/TCF4 sites correlate with 

transcriptional changes induced by dnTCF4 
(Figure 1B). However TIBR sites are more 
frequently found close to down-regulated 
genes compared to β-catenin/TCF4 sites, 
which associate with up-regulated genes. 
These findings confirm the established role 
of β-catenin/TCF4 sites as enhancer, but 
suggest a repressor role for TIBR sites. 

Surprisingly, TIBR sites in LS cells have a 
different distribution with respect to tran-
scriptional start sites (TSS). They are more 
often found close to TSS compared to 
β-catenin/TCF4 sites (Figure 2A). TIBR sites 
also are more frequently co-occupied by RNA 
Polymerase II (Pol II) (Figure 2B) compared to 
β-catenin/TCF4 sites. This may suggest that 
part of these sites are not distant enhancers 
but are indirectly co-precipitated proximal 
promoters due to chromatin interactions 
with the enhancer site after β-catenin 

Figure 1: Two distinct classes of beta catenin bound regions in LS174T-L8 cells. A) The most over-
represented sequence motif found in β-catenin peaks is similar to the canonical TCF4 binding motif. 
B) β-catenin peaks are associated with genes that are actively regulated by constitutively active Wnt-
signaling. β-catenin sites without significant presence of TCF4 (TIBR) are more enriched for down-regu-
lated genes compared to shared β-catenin/TCF4 sites, which are enriched in up-regulated genes. Error 
bars represent standard deviation of 10,000 randomized datasets. *p<10-4. C) Heatmap presenting 
results of k-means clustering of β-catenin bound regions according to the presence of TCF4. D) Occupa-
tion of sites bound by either TCF4 or β-catenin by sequencing tags derived from β-catenin or Tcf4 ChIP-
seq. E) Representation of different peak ranks among two β-catenin peak classes.
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recruitment [18]. However, in HEK cells 
distribution of TIBR sites and β-catenin/TCF4 
sites with respect to transcriptional start sites 
appears similar, pointing towards  different 
nature of TIBR sites in system with transient 
Wnt activation compared to system with 
constitutively active of Wnt signaling.

Even though TIBR sites are enriched for 
the canonical TCF4 binding motif compared 
to control regions, this enrichment is weaker 
compared to β-catenin/TCF4 sites (Figure 
3). On the other hand some other binding 
motifs tend to be more enriched on TIBR 
sites (Figure 3), suggesting the possible 
presence of alternative recruiters. However, 
these motifs are also found for β-catenin/
TCF4 sites, suggesting a shared mechanism.

TIBR sites are more frequently associ-
ated with inactive chromatin signature
As a next step we explored the pres-
ence of 8 histone marks and CTCF close 
to β-catenin bound regions (Figure 4). We 
used publicly available genome-wide maps 
from ENCODE project from HEK 293T cells 
[17]. Interestingly, even though association 
of TIBR sites with different histone marks 
are grossly similar as for TCF4 mediated 

β-catenin bound regions, TIBR sites are more 
frequently associated with repressive chro-
matin stage and insulators. In line with this, 
TIBR sites are more likely associated with less 
active enhancers and insulators compared to 
β-catenin/TCF4 sites.

Functional analysis of TIBR sites
We next explored whether identified TIBR 
sites have WNT dependent transcriptional 
regulatory activity. From 8 candidate TIBR 
sites that were cloned in front of a minimal 
promoter, only one was capable to slightly 
enhance luciferase reporter activity with the 
other 7 having no or even repressive activity. 
In comparison, similar experiments for TCF4 
bound regions typically lead to 50% success 
rate [15] suggesting different nature of TIBR 
sites.

dnTCF4 binds to both TIBR and B-cat-
enin/TCF sites
To evaluate the possible role of other TCF/
LEF members than TCF4 and that act in a 
redundant way in recruitment of β-catenin 
in TIBR sites we over-expressed dnTCF4 in 
Ls174T-L8 cells. dnTCF4 lacks the β-catenin 
binding domain but retains the ability to 

Figure 2: Distribution of β-catenin peaks with respect to transcription start sites (TSS). A) 
β-catenin sites without significant TCF4 presence are closer to TSS compared to β-catenin sites with 
TCF4. B) Heatmap showing presence of β-catenin, TCF4 and RNA Polymerase II in β-catenin bound 
regions.
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Figure 3: Enrichment of various sequence motifs in two classes of β-catenin peaks. Six most over-
represented motifs found in β-catenin bound regions with and without presence of TCF4 in Ls174-L8 
cells.

Figure 4 Association of A) histone marks, CTCF and B) different chromatin types from ENCODE 
dataset with TCF4-containing and TCF4-depleted classes of β-catenin bound genomic regions. 
Error-bars represent standard deviation of 1000 randomized datasets. * depicts significantly (p<0.05) 
different association of chromatin features between Tcf4 positive and TCF4 negative β-catenin peaks 
according chi-square test.
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bind DNA enhancer sites. Because the 
consensus binding site is shared among 
TCF family members (reference), dnTCF4 
can compete for binding with any wild-type 
TCF/LEF member would be good to have 
a reference for this part as well! is pretty 
crucial for interpretation. We performed 
ChIP for TCF4, β-catenin and FLAG (dnTCF4) 
in cells with and without over-expressed 
dnTCF4. Surprisingly, after deep sequencing 
of immunoprecipitated DNA fragments we 
found that dnTCF4 was recruited to TIBR 
sites and was capable to repress β-catenin 
binding (Figure 6). This suggests that TIBR 
sites are most likely occupied by a TCF4/
LEF family member that is able to recruit 
β-catenin while the other possible models 
explaining existence of TIBR sites (Figure 7) 
are less likely. However, we cannot exclude 
the possibility that β-catenin is recruited via 
TCF4, while recruitment of other factors 
prevents efficient immunoprecipitation of 
TCF4 by masking it epitopes. Especially, when 
polyclonal antibody we used in this study is 
raised against short N-terminal part of TCF4, 
making full epitope masking more likely. Yet 
another model would be that β-catenin is 

recruited through TCF4 together, potentially 
together with other transcription factors 
and that TCF4 is released from this complex 
after stabilization, leaving b-catenin behind. 
However, it does not explain why we cannot 
detect proportion of TCF4 before it recruits 
β-catenin. Other mechanisms suggests 
co-immunoprecipitation of genomic regions 
which are spatially close to β-catenin bound 
regions due to enhancer looping; however 
one would expect similar co-immunopre-
cipitation for both TCF4 and β-catenin-
mediated pull-downs.

Concluding remarks
Taken together, we observed two distinct 
functional classes of β-catenin peaks. The 
first class of β-catenin peaks is accompa-
nied by the presence of TCF4, correlates 
with positively regulated Wnt-target genes, 
harbors the majority of DNA recruited 
β-catenin and represents classical distant 
enhancers. The second class of β-catenin-
bound regions lacks significant amounts of 
TCF4 as detected by ChIP-seq assays, corre-
lates with negatively regulated Wnt-target 
genes, harbors only a minority of DNA-bound 

Figure 5: Enhancer activity of TIBR sites: TIBR sites were cloned in a firefly luciferase expression 
vector. The reporters were transfected into Ls174T-L8 cells with Renilla luciferase as transfection control. 
Values represent luciferase activity relative to empty pGL4.10 vector.
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Figure 6: K-means clustering results of β-catenin bound regions according to the presence of 
TCF4.  Signal from all individual ChIPs is arranged in the same order as β-catenin bound regions. DOX 
–/+ represents conditions without/with doxycyclin induction of dnTCF4.

Figure 7: Models explaining TIBR sites. A) β-catenin is recruited via TCF/LEF1 member other than 
β-catenin. B) β-catenin is recruited via TCF4, while recruitment of other factors prevents efficient immu-
noprecipitation of TCF4. C) β-catenin is recruited via TCF4 together with other transcription factors. 
After stabilization of the protein complex, TCF4 is released. D) β-catenin is recruited via other recruiter 
than TCF/LEF1. E) β-catenin is recruited via TCF4 and afterwards loops to another genomic location that 
co-immunoprecipitates together with the original binding TCF-mediated site.
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β-catenin, and is more likely associated with 
less active chromatin. However, we provide 
evidence that for both classes β-catenin 
recruitment is mediated through a TCF/LEF 

member, indicating that there are no alter-
native routes of β-catenin recruitement in 
the systems studied here.

MATERIALS AND METHODS
ChIP-seq
Chromatin immunoprecipitation and sequencing 
was performed on Ls174T-L8 cells grown in the 
presence or absence of doxycycline (1µg/ml) 
for 12 hours and HEK 293T cells grown with 
or without presence of Wnt3a for 12 hours 
as described previously [16]. In brief, approxi-
mately 30x106 cells per IP were crosslinked 
with 1% formaldehyde for 20 minutes at room 
temperature. For β-catenin ChIP-seq, cells were 
crosslinked for 40 minutes using ethylene glycol-
bis(succinimidylsuccinate) (Thermo scientific) at 
12.5mM final concentration, with addition of 
formaldehyde (1% final concentration) after 20 
minutes of incubation. The reaction was quenched 
with glycine and the cells were washed with phos-
phate buffered saline, buffer B (0.25% Triton-X 
100, 10 mM EDTA, 0.5 mM EGTA, 20 mM HEPES 
[pH 7.6]) and buffer C (0.15 M NaCl, 1 mM EDTA, 
0.5 mM EGTA, 20 mM HEPES [pH 7.6]). The cells 
were then resuspended in ChIP incubation buffer 
(0.3% sodium dodecyl sulfate [SDS], 1% Triton-X 
100, 0.15 M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 
mM HEPES [pH 7.6]) and sheared using Covaris 
S2 (Covaris) for 8 minutes with the following 
settings: duty cycle: max, intensity: max, cycles/
burst: max, mode: Power Tracking. The sonicated 
chromatin was diluted to 0.15 SDS, incubated 
for 12 h at 4°C with appropriate antibody with 
100 µl of protein G beads (Upstate). The beads 
were successively washed 2 times with buffer 1 
(0.1% SDS, 0.1% deoxycholate, 1% Triton-X 100, 
0.15 M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 mM 
HEPES [pH 7.6]), one time with buffer 2 (0.1% 
SDS, 0.1% sodium deoxycholate, 1% Triton-X 
100, 0.5 M NaCl, 1 mM EDTA, 0.5 mM EGTA, 20 
mM HEPES [pH 7.6]), one time with buffer 3 (0.25 
M LiCl, 0.5% sodium deoxycholate, 0.5% NP-40, 
1 mM EDTA, 0.5 mM EGTA, 20 mM HEPES [pH 
7.6]), and two times with buffer 4 (1 mM EDTA, 
0.5 mM EGTA, 20 mM HEPES [pH 7.6]) for 5 min 
each at 4°C. Chromatin was eluted by incubation 
of the beads with elution buffer (1% SDS, 0.1 M 
NaHCO3), the eluted fraction was reconstituted to 
0.15% SDS with ChIP incubation buffer and the 
immunoprecipitation repeated for second time 
with half the amount of antibody. After washing 

and elution, the immunoprecipitated chromatin 
was de-cross-linked by incubation at 65°C for 
5 h in the presence of 200 mM NaCl, extracted 
with phenol-chloroform, and ethanol precipi-
tated. Immunoprecipitated chromatin was addi-
tionally sheared, end-repaired, sequencing adap-
tors were ligated and the library was amplified by 
ligation mediated PCR (LMPCR). After LMPCR, the 
library was purified and checked for the proper 
size range and for the absence of adaptor dimers 
on a 2.2% agarose gel and sequenced on SOLiD/
AB sequencer to produce 50 basepair long reads. 
Sequencing reads were mapped against the refer-
ence genome (hg18, NCBI built 36 for HEK 293T 
and hg19, NCBI build 37 for Ls174T-L8) using the 
MAQ or BWA package [19, 20]. Reads mapped 
to multiple positions were excluded from further 
analysis. Cisgenome software package [21] was 
used for the identification of binding peaks from 
the ChIP-seq data and identification of most over-
represented sequence motifs in binding peaks. 

Data files from ENCODE project
ChIP-seq data of 9 histone marks, CTCF and coor-
dinates of different chromatin types in HEK 293T 
cells [17] were downloaded from http://genome.
ucsc.edu/ENCODE/downloads.html website [22].

Identification of TIBR sites and meta-gene 
analysis
Regions from -1000 to +1000 base pairs from 
centers of β-catenin peaks were aligned around 
peak center and divided into 50bp bins. Read 
density profiles per bin were normalized for 
sequencing depth and antibody and were clus-
tered using k-means clustering with R kmeans() 
command  (centers=8 settings), according density 
profiles from TCF4 ChIP-seq. Cluster of β-catenin 
peaks with lowest density of TCF4 tags was 
defined as TIBR sites.

Reporter assays
Reporter assays for TIBR sites were performed as 
described previously [15]. In brief, typically 1kb 
long fragments containing candidate TIBR site 
was cloned in front of firefly luciferase gene in 
pGL4.10 in both directions. The reporters were 
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transfected into Ls174T-L8 cells with Renilla luci-
ferase as transfection control and their activity 

was measured using a dual-luciferase reporter 
assay system (Promega).
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Two classes of β-catenin bound regions

Supplementary Figure 1: Two distinct classes of beta catenin bound regions in HRK 293T cells. 
A) One of two most overrepresented sequence motifs found in β-catenin peaks is similar to the canonical 
TCF4 binding motif. B) β-catenin sites without significant presence of TCF4 (TIBR) are more enriched in 
down-regulated genes compared to β-catenin/TCF4 sites, which are enriched in up-regulated genes. 
Error bars represent standard deviation of 10,000 randomized datasets. *p<0.05 C) Heatmap presenting 
results of k-means clustering of β-catenin bound regions according to the presence of TCF4. D) Occupa-
tion of sites bound by either TCF4 or β-catenin as determined by ChIP-seq. E) Representation of different 
peak ranks among two β-catenin peak classes.

Supplementary Figure 2: 
Quantification of bound 
β-catenin. Quantitative distri-
bution of sequencing tags 
forming TCF4 positive and 
negative β-catenin bound 
regions in A) Ls174T-L8 and B) 
HEK 293T cells. Total numbers 
of sequencing tags forming 
TCF4 positive and negative 
β-catenin bound regions in C) 
Ls174T-L8 and D) HEK 293T 
cells.
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Conclusions and perspectives

In this thesis, several new improvements in 
next generation sequencing technologies 
are shown. These improvements opened 
new horizons in targeted resequencing and 
allowed us to relieve biological principles 
behind the transcriptional regulation.

There are only few examples of scientific 
technologies that evolved so dramatically 
in such a short time period as targeted 
resequencing. Nowadays, together with 
information from linkage analysis and 
homozygosity mapping, targeted rese-
quencing represents a standard tool for the 
identification of disease causing variants 
in Mendelian inherited disorders (1-3). The 
past two years have resulted in a rapidly 
growing list of genes linked to particular 
diseases. In addition, large-scale patient 
sequencing projects have provided a novel 
view on some complex pathological states 
like mental retardation (4), where examples 
of de novo monogenic causes were identi-
fied. Apart from research applications, 
targeted resequencing also starts entering 
the field of routine clinical diagnostics and 
most likely will serve as a ground-base of 
personalized medical care before it becomes 
obsolete due to cheaper and more complete 
whole genome sequencing. All of this has 
happened within four years since the first 
(and maybe even preliminary) proof of prin-
ciple in back to back reports in 2007 (5-7). 
To illustrate the revolutionary possibilities of 
targeted NGS resequencing in clinical diag-
nostics, one can compare with the classical 
Sanger-sequencing based tests in which 
single genes are subsequently screened 
for genomic variants at the cost of several 
hundreds of Euros per gene. With NGS 
technology hundreds or even thousands 
of genes can be screened with the same 
sensitivity and price (8,9) as demonstrated in 
chapter 2 and 3 of this thesis. This opens 
great possibilities for screening in inherited 
disease diagnostics in newborns or more 

precise cancer diagnostics with possibility for 
more targeted treatment. In addition, while 
implementing methods like multiplexed 
enrichment as introduced in chapter 3 and 
4 of this thesis (9), together with an expected 
increase in throughput of next generation 
sequencers the same price may be sufficient 
to sequence all genes in the genome in the 
upcoming year. However in the same way 
as knowing an alphabet and a few words 
or phrases does not mean that we under-
stand the whole book, most of our efforts in 
upcoming decade(s) will have to be put into 
understanding the meaning and outcomes 
of millions of genomic variations that are 
present in every individual human genome. 
Only then true personalized medicine will 
become a reality. Comprehensive analysis 
and interpretation of all genomic variation 
will be required to predict disease suscep-
tibility and treatment success.  .Apart from 
medical research and clinical applications, 
targeted resequencing has also great poten-
tial to improve on basic research possibilities 
or efficiencies. Introduction of NGS-based 
techniques for the identification of genomic 
variant in reverse genetics screens in model 
organisms like zebrafish [unpublished data] 
or rat (9) as demonstrated in chapter 3 
or techniques for faster and less laborious 
identification of causative genes in forward 
screens (10) as shown in chapter 5, allow 
researchers to spend more time on studying 
the biology aspect of a particular model 
system rather than performing laborious 
mapping experiments.

During the four years after its introduc-
tion (11), another method, chromatin 
immunoprecipitation and sequencing 
(ChIP-seq), dramatically changed our way 
of studying biology, i.e. mechanisms behind 
the transcriptional regulation. With possi-
bilities to produce genome wide maps of 
various histone marks and transcription 
factors in virtually any model system, the 
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major challenges in upcoming years would 
be in proper understanding or decoding of 
their combinatorial meaning. This might be 
a difficult and complex task due to the many 
known and maybe still several unknown 
histone modifications. Furthermore, the 
number of combinations and outcomes is 
very high with hundreds of different tran-
scription factors that are simultaneously 
active in a single cell and may share or 
compete for the same regulatory regions.  In 
addition, when moving from transcriptional 
regulation to regulation of gene expression 
in general other layers of control take place 
including the nuclear organization, splicing, 
small RNAs, RNA trafficking or regulation of 
RNA stability, making regulatory networks 
even more complex and more difficult to 
model and understand. Within this complex 
framework, single signaling event or acti-
vation of a single transcription factor may 
directly work on several regulatory layers 
that independently target different sets of 
genes (12,13)RNA polymerase II binding and 
steady state RNA levels identifies differen-
tially regulated functional gene classes while 
triggering numerous other indirect events. 
As an example, transcription factors may 
serve as a repressor by directly binding to 
promoters of target genes and at the same 
time increases RNA levels of other set of 
genes by independent mechanisms (12). 

To allow for more proper studying of 
mechanisms and principles behind tran-
scriptional regulations more reliable and 
versatile tools to measure transcription rate 
need to be developed. Nowadays RNA levels 
and their changes measured by microarrays 
or RNA sequencing are often translated as 
a measure for transcription rate. However 
steady-state RNA levels often do not mirror 
rates how these transcripts are produced 
due to large differences in RNA stability. 
Other methods like GRO-seq and nuclear 
run-on require laborious experimental 

setups and do not allow easily for studying 
transcription in intact systems. To fill this 
gap, we introduced RNA Polymerase II (Pol II) 
ChIP-seq in chapter 9 as a method for more 
directly studying transcriptional events as 
compared to steady state RNA sequencing 
or micro-arrays. In the future, this method 
may allow us to more precisely study direct 
transcriptional changes upon signal trans-
duction changes. In addition, together with 
methods assaying RNA levels it will allow 
us to independently investigate separate 
mechanisms involved in maintaining RNA 
levels. For example, a combination of Pol 
II ChIP-seq and steady RNA level measure-
ments from the same system could allow us 
to separately study changes in production of 
RNA and mechanisms responsible for RNA 
stability.

To further increase the repertoire of 
possible tools, we modified the way of 
preparing ChIP-seq libraries to achieve highly 
reproducible protocol especially for samples 
where only limited amounts of immunopre-
cipitated material is available, as described 
in chapter 6. This allowed us to produce 
genome wide binding maps of transcrip-
tion factors which interact with DNA only 
indirectly like β-catenin and allowed us to 
uncover two different classed of β-catenin 
bound regions as described in chapter 8. 

It is very likely that NGS techniques and 
applications will develop further in the near 
future. Systematic and comprehensive meas-
urements of biological systems will thereby 
increasingly become reality providing impor-
tant opportunities for systems biological 
approaches. However, one should often 
realize that every independent cell is a 
system by its own, indicating that single 
cell and single molecule measurements will 
become increasingly important to properly 
understand individual molecular processes 
and their joint contribution to the character-
istics of a cell, a tissue and the individual.
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Appendix

Samenvatting
In dit proefschrift worden meerdere verbeteringen in verschillende toepassingen van de 
volgende generatie sequensen beschreven. Deze verbeteringen maakt het mogelijk om 
gericht te hersequencen en maakte het mogelijk om de biologische principes achter trancrip-
tionale regulatie verder te begrijpen.

In hoofdstuk 2 hebben we laten zien dat door het gebruik maken van kleinere insertie 
sequens banken en langere sequenses de verrijking van specifieke genomische delen kon 
worden vergroot. De belangrijkste verbetering van deze aanpak was niet alleen dat we, 
voor dat moment, de beste verrijking hadden, maar de meer homogene distributie van 
sequenses over de verrijkte regio’s en de positieve en negatieve DNA strengen. Door deze 
gelijke distributie van sequenses over de regio’s van interesse waren wij in staat om varianties 
waar te nemen met een zeer lage vals positieve en een lage vals negatieve ratio.

Hoofdstuk drie beschrijft een nieuwe methode om van meerdere monsters specifieke 
regios van het genoom te hersequensen. Door het hersequensen van 770 genen van 30 
N-ethyl-N-nitrosourea- gemuteerde ratten, lieten we zien dat we meerdere monsters samen 
konden voegen in een experiment voor de genomische verrijking. Voor deze vinding was het 
nodig om elk monster apart te verrijken voor het sequensen. Door het gebruiken van deze 
methode, konden wij de prijs van gericht hersequensen erg drukken, voornamelijk in studies 
waar veel monsters gebruikt worden en de kandidaat genen bekend zijn.

In hoofdstuk 4 presenteren we het reeds gepubliceerde protocol om van meerdere 
monsters tegelijkertijd genomisch te verrijken en te sequensen. Door middel van dit protocol, 
laten wij  de toepasbaarheid van onze methode op een brede reeks toepassing zien, begin-
nend bij de genomische verrijking en hersequensen van 96 patiënten in een enkel experiment  
voor een beperkte hoeveelheid genen tot het volledige humane exome. 

In hoofdstuk 5  introduceren we een “fast forward genetics” aanpak voor het opsporen 
van potentiele variaties in forward genetic experimenten. Deze techniek combineert de 
traditionele bulk segregant techniek met genomische verrijking en de volgende generatie 
sequensen .Wij hebben deze twee stappen methode succesvol toegepast op twee Arabi-
dopsis mutanten en identificeerde op deze manier een nieuwe factor die nodig is voor stam 
cel activiteit.

In hoofdstuk 6 laten we zien dat het verder doen afknappen van ge-mmunoprecipiteerd 
DNA een voordeel oplevert bij Chip-Seq. Door het toepassen van deze methode waren wij in 
staat sequence banken te generen van hoeveelheden die normaal gesproken niet toereikend 
waren door het gebruik maken van DNA fragmenten die normaal gesproken te lang waren 
voor sequencing.

In hoofdstuk 7 introduceren we RNA polymerase II (polII) Chip-Seq als een betrouwbare 
en veelzijdige  manier op gen activiteit te bepalen. Door het integreren van Pol II chip-seq 
data, micro-array en RNA-seq gegevens, stelde ons in staat  om functionele gen groepen te 
definiëren die op verschillende manieren worden gereguleerd.

In hoofdstuk 8, gebruik makend van de in hoofdstuk 6 beschreven techniek, waren we 
in staat om reproduceerbaar chip-seq  van beta-catenin en TCF/LEF familie leden te doen en 
identificeerde we twee klassen van beta-catenin gebonden genomische elementen. 
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