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Abstract In order to regulate different circumstances over an extensive
period of time, norms in institutions are stated in a vague and often am-
biguous manner, thereby abstracting from concrete aspects, which are rel-
evant for the operationalisation of institutions. If agent-based electronic
institutions, which adhere to a set of abstract requirements, are to be built,
how can those requirements be translated into more concrete constraints,
the impact of which can be described directly in the institution? We ad-
dress this issue considering institutions as normative systems based on
articulate ontologies of the agent domain they regulate. Ontologies, we
hold, are used by institutions to relate the abstract concepts in which
their norms are formulated, to their concrete application domain. In this
view, different institutions can implement the same set of norms in dif-
ferent ways as far as they presuppose divergent ontologies of the concepts
in which that set of norms is formulated. In this paper we analyse this
phenomenon introducing a notion of contextual ontology. We will focus
on the formal machinery necessary to characterise it as well.

1 Introduction

Electronic institutions (eInstitutions) are agent environments that can
regulate and direct the interactions between agents, creating a safe and
stable environment for agents to act. This is accomplished by incorpo-
rating a number of norms in the institution which indicate the type of
behaviour to which each agent should adhere within that institution.
Similar to their human counterparts (legal systems are the eminent ex-
ample), norms in eInstitutions should be stated in such a form that allows
them to regulate a wide range of situations over time without need for
modification. To guarantee this stability, the formulation of norms needs
to abstract from a variety of concrete aspects, which are instead rele-
vant for the actual implementation of an eInstitution, see for instance [8]
and [16]; this means that norms are expressed in terms of concepts that
are, on purpose, kept vague and ambiguous, cf. [18]. On the other hand,



whether a concrete situation actually falls under the scope of applica-
tion of a norm is a question that, from the point of view of an effective
operationalisation of the institution, should be answered in a clear and
definite way.
The problem is that concrete situations are generally described in terms
of ontologies which differ from the abstract ontology in which, instead,
norms are specified. This means that, to actually give a concrete op-
erational meaning to the norms, i.e., to implement them, a connection
should be made which can integrate the two ontological levels as sketched
in [8]. We need to determine what the concepts in the situation mean
and somehow check them against the terms used in the norms. In other
words, we have to see whether the concepts used to specify the situation
are classified by (or counts as) the concepts used in the norm formula-
tions; we have to formulate them in an ontology which makes the relation
between the concrete and the abstract specifications explicit.
In previous work we have focused on declarative aspects of norms, see
[10] and [11], formally defining norms by means of some variations of
deontic logic that include conditional and temporal aspects, in [5] and
[9]. We have also explored some of the operational aspects of norms, by
focusing on how norms should be operationally implemented in MAS
from an institutional perspective in [28]. In this paper we extend this
line of research, taking into account the ontological aspects of norm im-
plementation.
This work is organised as follows. In the next section we will elaborate
on how ontologies are used in institutions to determine the meaning of
the concepts used in the norms under different contexts. Then, in section
3, we will present a formal framework in which it is possible to represent
and reason about divergent ontologies (we will also call them contextual
terminologies) based on [17,?]. Using this framework we will formalise
an example in section 4. After this, we will discuss the implementational
aspects of our framework in section 5 and we end the paper with some
discussion, conclusions and future work.
Throughout the paper, we will use the regulations on personal data pro-
tection in several scenarios: the European Union, the Dutch Police, Euro-
pean Hospitals and the Spanish National Transplants Organisation (an
organisation for the allocation of human organs and tissues for trans-
plantation purposes).

2 Institutions, Ontologies and Contexts

In order to properly implement norms in eInstitutions, we should first
analyse how norms are handled in human institutions. It is our thesis
that institutions provide structured interpretations of the concepts in
which norms are stated. In a nutshell, institutions do not only consist of
norms, but are also based on ontologies of the to-be-regulated domain.
For instance, whether something within a given institution counts as
personal data and should be treated as such depends on how that insti-
tution interprets the term personal data. What counts as personal data
in a hospital, might not count as personal data in a police register and



vice versa. Nevertheless, in both hospitals and police registers, if some
piece of information is personal data, it should then be treated in ac-
cordance to the regional, national and/or international privacy policies.
That is to say, hospitals and police registers, although providing poten-
tially inconsistent understanding of what personal data is, do share the
normative consequences (rights, duties, prohibitions, etc.) attached to
the classification of information as personal data.
This perspective on institutions, which emphasises the semantic depen-
dence of norm implementation, goes hand in hand with widely acknowl-
edged positions on the normative nature of social reality. Institutions
can be indeed seen as normative systems of high complexity, which con-
sist of regulative as well as non-regulative components (see [2], [20], [19],
[26] and [4]), that is to say, which do not only regulate existing forms of
behaviour, but they actually specify and create -via classification- new
forms of behaviour. In legal theory, the non-regulative component of the
issuing of norms has been labelled in ways that emphasise a classifi-
catory, as opposed to a normative/regulative, character: determinative
rules ([29]), conceptual rules ([6]), qualification norms ([23]), definitional
norms ([19]). This characteristic of the non-regulative, or classificatory,
components of normative systems is intermingled with a second feature,
namely the constitutive, conventional character of these components that
have therefore been called also constitutive rules or constitutive norms,
cf. [25] and [26]. In this view, statements to the effect that racial data
count as personal data establish that being racial data constitutes, in
the sense of being a sufficient condition, for being personal data. How-
ever, this “constitution” is not absolute. It being conventional, it only
holds within the specific institution in which that relation of constitution
is effective, it is contextual. This feature has been particularly empha-
sised in [26], where constitutive rules are viewed as representable via the
following type of statements: “X counts as Y in context C”.

2.1 Context

Human institutions hardly operate in isolation and therefore frequent
references are made to other regulations and institutions. Institutions
and their environment are interdependendent, and each influences the
other. In human societies the context of an institution includes regula-
tions that are applied to the institution’s internal and/or external behav-
iour. Therefore, when building eInstitutions, special attention should be
given to the environment where the eInstitution will operate, cf. [27], as
the environment may affect its specification (especially in the normative
aspects of the eInstitution) and design; the regulations that apply to the
environment should be considered and included by the designer inside
the designing process of the eInstitution.
In agent-based eInstitutions, the agents should be provided with a model
of the norms that may apply inside the institution and an ontology giving
an interpretation of the terms used. From the point of view of a single
eInstitution, a single norm model and ontology are enough in order to
define the boundaries between acceptable and unacceptable behaviour.
But problems may arise when agents have to operate in more than one



eInstitution, each one having its own norms and norm interpretation, or
when two eInstituions have to inter-operate. The source of these prob-
lems is that, in most real domains, norms are not universally valid but
bounded to a given context. This is the case of norms, for instance, in
Health Care, as they are bounded to transnational, national and regional
regulations, each of them defining a different normative context.
In those scenarios where more than one normative context should be
modelled trying to force a single vocabulary, theory and representation
to model and reason about any situation on any context is not a good
option. The alternative, first proposed by McCarthy in [21,22], is to in-
clude contexts as formal objects in the model. Therefore, most theoreti-
cal approaches have moved towards having an explicit representation of
context. One of the most used approaches is the box metaphor, that is,
considering context as a box (from [14]):

[...] Each box has its own laws and draws a sort of boundary
between what is in and what is out.

With this idea, in [27], context in eInstitutions is defined formally as
a subset of possible worlds where there is a shared vocabulary and a
normative framework to be followed by a certain group of agents. In
this view, an eInstitution is a context defining a) its vocabulary (by
means of an ontology) and b) the norms that apply in that context.
In parallel, the environments where the eInstitution operates are also
(super)contexts, being possibly nested (e.g. to model the nesting in re-
gional/national/transnational environments).

2.2 Contextual Ontologies

Each normative context should therefore define a vocabulary to be shared
by agents in that context. It means that each context is associated with a
domain ontology that defines the meaning of the terms that are present in
the norms, the actions the agent may perform and the terms in the com-
munication with others. However, standard ontologies are not enough.
As we have mentioned, contexts may be nested. Each context (defining
their norms and an ontology) may contain other (sub)contexts inside
(extending and/or modifying the norms and the ontology) or belong
to one or several (super)contexts. Some kind of connection should be
made between ontologies of inter-related contexts. This problem usually
appears in multiagent systems that should operate in a transnational,
multi-lingual environment such as Europe. To illustrate this problem, let
us return to the regulations on personal data protection. In European
Union regulations1 personal data are defined as “[...] those [data] which

1 European Parliament created the 95/46/CE Directive ([12]) with the purpose of
homogenising legal cover on data protection, in order to warrant an appropriate
protection level on each transfer inside the European Union. At the end of year 2000,
the European Parliament extended the personal data regulations initiated by this
norm by means of Regulation (CE) 45/2001 ([24]), which covers all that was already
established by the Directive 95/46/CE, determines the penalty mechanism at the
European level, and creates the figure of the Data Protection European Supervisor
as an independent control authority.



allow the identification of a person, and which reveal racial or ethnic
origins, political opinions, religious or philosophic beliefs, trade union’s
affiliation, as well as data related to health or sexuality”. This abstract
definition of the term personal data has been introduced, in more or less
extent, in the regulations of the EU member states. EU regulations on
personal data protection apply to every data archives structured in a way
which allows the easy extraction of personal information, including elec-
tronic archives on any computer-readable storage device and format. One
important aspect is the rights that EU citizens have over their personal
data:

– individual’s consent : as a general rule, personal data collection and
processing requires the approval of the affected person.

– rights over the collected information: each person has the right to
access, amend, cancel or be opposed to the collection of her personal
data,

– data maintenance: Personal data will only be kept during the period
needed to achieve the aims they were collected for, or the authorised
extensions of those aims. If it is desirable to maintain this infor-
mation long after this period (for historical, statistical or scientific
purposes), it must be done in a way that avoids personal identifica-
tions.

In practice, this means that any institution within the European Union
context should only store a subset of the personal data, the relevant data,
that is needed for the purposes of the data collection. The definition of
relevance is highly contextual, depending on the activity of the institu-
tion and/or the purpose of the archive. Therefore, different institutions
will have different definitions of relevant data: for instance, relevant data
about patients in a hospital clearly should include name, address and any
medical information details that are important for the patient’s treat-
ment, while relevant data that some companies (e.g. shopping centres)
keep about their clients may include name, address and a history of items
the client uses to buy (e.g. to adapt stocks and avoid item shortage), but
not medical information, as it is not relevant for that company. There
are some special cases where data, although being relevant for a given
institution, is not allowed to be stored. For instance, companies would
find useful to have full access to the medical records of their employees,
in order to ensure the productivity of its staff by reducing the risk of
long-period illnesses. Although in this scenario medical information is
relevant, in some European countries that information is not allowed at
all or it is only allowed in some specific situations (e.g. with the explicit
agreement of the person). In order to ensure personal data protection,
all organisations that store and/or process personal data should get a
certificate given by a National data protection agency of each EU mem-
ber state. In such a document there are very specific definitions of which
are the allowed data and the allowed data processing for that particular
organisation. Once the allowed data is defined, all regulations on data
protection reduce to a single rule: organisations can only store a subset
of the relevant data, the allowed data, and can only use such data by
means of the allowed data processing.



Although any EU citizen has the right to access and check the informa-
tion that any institution has about himself, this is highly impractical.
Let us suppose that in the near future any organisation has an agent-
mediated eInstitution to provide information and services to individuals
and that any person can have an automated personal agent that keeps
track of all personal information that organisations have about the per-
son. This agent would enter in each eInstitution checking, for each case,
that only allowed data is stored, and eventually requesting for amend-
ments or deletions of the information. Such an agent should adapt to the
normative and ontological differences between contexts: although the
agent may have an ontology defining what personal data is, it should be
able to adapt its reasoning processes to the regulations and ontologies
applying in a given, specific context. For instance, let us focus on two
bits of personal information that are protected in the context of Euro-
pean regulations: a person’s blood type and the person’s race (Caucasian,
Native American, Mongolian, Ethiopian and so on):

– In the generic, European Union context, both blood type and race are
personal data of a special nature that, in principle, are not allowed
data, unless some specific regulation or a certificate by a National
data protection agency allows the storage and treatment of such
information for some specific, well-defined purposes:

“Member States shall prohibit the processing of personal
data revealing racial or ethnic origin, political opinions, reli-
gious or philosophical beliefs, trade-union membership, and
the processing of data concerning health or sex life.” Article
8.1 in [12].

– In the context of any EU Police Force, there are special allowances
on the use of personal data:

“Processing of data relating to offences, criminal convictions
or security measures may be carried out only under the con-
trol of official authority [...].” Article 8.5 in [12].

That means that, outside the context of an official institution, per-
sonal information about criminal antecedents of an individual (a
criminal record) is completely forbidden, while in the context of,
e.g., the Dutch Police, any relevant information about a criminal or
a suspect of a crime (name, address, a physical description -including
race- or even medical information such as blood type) is allowed data

– In the context of any EU Health Service, there are also special al-
lowances on the use of medical data:

“Article 8.1 shall not apply where processing of the data is
required for the purposes of preventive medicine, medical
diagnosis, the provision of care or treatment or the manage-
ment of health-care services [...]” Article 8.3 in [12].

Therefore, inside the context of a hospital information such as name,
address or blood type are usually relevant, and belongs to the set of
allowed data in medical records. On the other hand, race is rarely
relevant and can only be included in the medical records in those
illnesses that are highly related to race.



– The context of the Spanish National Transplants Organisation2 (ONT)
is an interesting, specific subcontext of EU Health Service. By Span-
ish Law, ONT must ensure an equitative and fair distribution of
organs and tissues by only taking into account clinical and geograph-
ical criteria. Therefore, clinical data such as blood type are allowed.
Physical descriptions of the donor recipient (basically size, age and
weight) are also allowed when they are relevant for the allocation.
But such anthropometric data can never include race, as it is explic-
itly forbidden for ONT to use racial information during the allocation
process.

In this complex, multi-contextual scenario, a personal agent checking the
use of a person’s data on each of those contexts does not need to have a
full model of all the regulations that apply in a given context. Reasoning
on data allowance can be done in an ontological level, that is, the agent
should adapt its reasoning to the ontological definitions of relevant data
and allowed data that holds in each context. Some kind of formal model
for multi-contextual ontologies is needed, though, in order to properly
model the relations between terms in different contexts.

3 Modelling Contextual Ontologies

We will develop our formal framework keeping the following requirements
in mind.

1. The formal framework should enable the possibility of expressing
lexical differences, because institutions yield terminologies defined
on different languages3. In particular, in the institutional normative
domain, we observe that more concrete contexts mean richer ter-
minologies: talking about personal data comes down to talk about
racial data, health data, etc.

2. It should provide a formal semantics (as general as possible) for
contextualising terminological expressions.

Following these essential guidelines, a language and a semantics are intro-
duced in this section. The language will make use of part of description
logic syntax, as regards the concept constructs, and will make use of a set
of operators aimed at capturing the interplay of contexts. In particular,
we will introduce:

– A contextual conjunction operator. Intuitively, it will yield a com-
position of contexts: the contexts “personal data in hospitals” and
“personal data in police registers” can be intersected on a language
talking about data concerning the date of birth and alike generating
a common less general context like “anagraphic data in hospitals and
police registers”.

2 The Organización Nacional de Transplantes is a technical organisation within the
Spanish Department of Health and Consumer Affairs, whose fundamental mission is
the promotion, facilitation and coordination of all types of organs, tissues and bone
marrow.

3 This is a much acknowledged characteristic of contextual reasoning in general, see
[21].



– A contextual disjunction operator. Intuitively, it will yield a union
of contexts: the contexts “personal data in hospitals” and “personal
data in police registers” can be unified on a language talking about
personal data generating a more general context like “personal data
in hospitals or police registers”.

– A contextual negation operator. Intuitively, it will yield the context
obtained via subtraction of the context negated: the negation of the
context “personal data in hospitals” on the language talking about
data in general generates a context like “data which are not personal
data in hospitals”.

– A contextual abstraction operator. Intuitively, it will yield the context
consisting in some information extracted from the context to which
the abstraction is applied: the abstraction of the context “personal
data in hospitals” on the language talking only about anagraphic
data generates a context like “anagraphic data in hospitals”. In other
words, the operator prunes the information contained in the context
“personal data in hospitals” keeping only what is expressible in the
language which talks about anagraphic data and abstracting from
the rest.

Finally, also maximum and minimum contexts will be introduced: these
will represent the most general, and respectively the least general, con-
texts on a language. As it appears from this list of examples, operators
will need to be indexed with the language where the operation they de-
note takes place. The point is that contexts always belong to a language,
and so do operations on them4.
These intuitions about the semantics of context operators will be clarified
and made more rigorous in section 3.2 dedicated to the formal seman-
tics of the framework, and in section 4.1 in which we will formalise an
example.

3.1 Language

In a nutshell, the language we are interested in defining can be seen as
a meta-language for TBoxes defined on AL description logic languages,
which also handle the union of concepts, full existential quantification (we
want to deal with concepts such as “either car or bicycle” and “persons
which drive cars”)5.
The alphabet of the language LCT (language for contextual terminolo-
gies) therefore contains the alphabets of a family of languages {Li}0≤i≤n.
We take this family to be such that {Li}0≤i≤n = P+(L), that is to say,
each language Li is expanded by the “global” language L.
Each Li contains a non-empty finite set Ai of monadic predicates (A),
i.e., atomic concepts, and a (possibly empty) set Ri of dyadic predicates

4 Note that indexes might be avoided considering operators interpreted on operations
taking place on one selected language, like the largest common language of the
languages of the two contexts. However, this would result in a lack of expressivity
that we prefer to avoid for the moment.

5 This type of language is usually referred to as ALUE , or ALC. Within this type of
languages the negation of arbitrary concepts is also enabled, see [3].



(R), i.e., atomic attributes. These languages contain also concept con-
structors: each Li contains the zeroary operators ⊥ (bottom concept)
and > (top concept), the unary operator ¬ (complement), and the bi-
nary operators u and t. Finally, operators ∀. (universal quantification)
and ∃. (existential quantification) apply to attribute-concept pairs.
Besides, the alphabet of LCT contains a finite set of context identi-
fiers c, two families of zeroary operators {⊥i}0≤i≤n (minimum con-
texts) and {>i}0≤i≤n (maximum contexts), two families of unary opera-
tors {absi}0≤i≤n (contextual abstraction operator) and {¬i}0≤i≤n (con-
textual negation operator), two families of binary operators {fi}0≤i≤n

(contexts conjunction operator) and {gi}0≤i≤n (contextual disjunction
operator), one context relation symbol 4 (context c1 “is less general
than” context c2), and finally a contextual subsumption relation sym-
bols “ . : . v .” which is used for both concept contextual subsump-
tion (within context c, concept A1 is a subconcept of concept A2 ) and
attribute contextual subsumption (within context c, attribute R1 is a
subattribute of attribute R2). Lastly, the alphabet of LCT contains also
the sentential connectives ∼ (negation) and ∧ (conjunction)6.
Thus, the set Ξ of context constructs (ξ) is defined through the following
BNF:

ξ ::= c | ⊥i | >i | ¬i(ξ) | absi(ξ) | ξ1 fi ξ2 | ξ1 gi ξ2.

Concept constructs and attribute constructs are defined in the standard
way. The set Γ of concept descriptions (γ) is defined through the follow-
ing BNF:

γ ::= A | ⊥ | > | ¬γ | γ1 u γ2 | γ1 t γ2 | ∀ρ.γ | ∃ρ.γ.

The set P of attributes descriptions (ρ) coincides with the set of all
atomic attributes.
The set A of assertions (α) is then defined through the following BNF:

α ::= ξ : γ1 v γ2 | ξ : ρ1 v ρ2 | ξ1 4 ξ2 | ∼ α

| α1 ∧ α2.

Technically, a contextual terminology in LCT is a set of subsumption re-
lation expressions on concepts, which are contextualised with respect to
the same context. Contextual subsumption relations are the expression
by mean of which we give a rigorous characterisation of searlean state-
ments: “X counts as Y in context C”, [26]. This kind of expressions are,
in a nutshell, what we are interested in formalising.
In the formalisation of the example, the following symbols will be also
used “ . : . @ .” (within context c, concept A1 is a proper subconcept
of concept A2 ), and “ . : . ≡ .” (within context c, concept A1 is
equivalent to concept A2 ). They can be obviously defined as follows:

ξ : γ1 @ γ2 =def ξ : γ1 v γ2 ∧ ∼ ξ : γ2 v γ1

ξ : γ1 ≡ γ2 =def ξ : γ1 v γ2 ∧ ξ : γ2 v γ1.

6 It might be worth remarking that language LCT is, then, an expansion of each Li

language.



3.2 Semantics

In order to provide a semantics for LCT languages, we will proceed as
follows. First we will define a class of structures which can be used to
provide a formal meaning to those languages. We will then characterise
the class of operations on contexts that will constitute the semantic coun-
terpart of the context operators symbols introduced in the language. De-
finitions of the formal meaning of our expressions and of the semantics
of assertions will then follow.
Before pursuing this line, it is necessary to recollect the basic definition
of a model for a language Li, cf. [3].

Definition 1. (Models for Li’s)
A model m for a language Li is defined as follows:

m = 〈∆m, Im〉

where:

– ∆m is the (non empty) domain of the model;
– Im is a function Im : Ai∪Ri −→ P(∆m)∪P(∆m×∆m), such that

to every element of Ai and Ri an element of P(∆m) and, respec-
tively, of P(∆m × ∆m) is associated. This interpretation of atomic
concepts and attributes of Li on ∆m is then inductively extended:

Im(>)=∆m

Im(⊥)=∅
Im(¬γ)=∆m\ Im(γ)

Im(γ1 u γ2)=Im(γ1) ∩ Im(γ2)

Im(γ1 t γ2)=Im(γ1) ∪ Im(γ2)

Im(∀ρ.γ)={a ∈ ∆m | ∀b, < a, b >∈ Im(ρ)

⇒ b ∈ Im(γ)}
Im(∃ρ.γ)={a ∈ ∆m | ∃b, < a, b >∈ Im(ρ)

& b ∈ Im(γ)}.

3.3 Models for LCT

We can now define a notion of contextual terminology model (ct-model)
for languages LCT .

Definition 2. (ct-models)
A ct-model M is a structure:

M = 〈{Mi}0≤i≤n, I〉

where:

– {Mi}0≤i≤n is the family of the sets of models Mi of each language
Li. In other words, ∀m ∈ Mi, m is a basic description logic model
of Li.



– I is a function I : c −→ P(M0) ∪ . . . ∪ P(Mn). In other words, this
function associates to each atomic context in c a subset of the set of
all models in some language Li: I(c) = M with M ⊆ Mi for some
i s.t. 0 ≤ i ≤ n. Notice that I fixes, for each context identifier, the
language on which the context denoted by the identifier is specified.
We could say that it is I itself which fixes a specific index i for each
c.

– ∀m′, m′′ ∈
S

0≤i≤n Mi, ∆m′ = ∆m′′ . That is, the domain of all basic
description logic models m is unique. We establish this constraint
simply because we are interested in modelling different (taxonomical)
conceptualisations of a same set of individuals.

Contexts are therefore formalised as sets of models for the same lan-
guage, i.e., a set of instantiations of a terminology on that language.
This perspective allows for straightforward model theoretical definitions
of operations on contexts.

3.4 Operations on contexts

Before getting to this, let us first recall a notion of domain restriction
(e) of a function f w.r.t. a subset C of the domain of f . Intuitively, a
domain restriction of a function f is nothing but the function Cef having
C as domain and such that for each element of C, f and Cef return the
same image. The exact definition is the following one: Cef(x) = {y | y =
f(x) & x ∈ C}, cf. [7].

Definition 3. (Operations on contexts)
Let M ′ and M ′′ be sets of models:

eiM
′ = {m | m ∈ M ′

& m = 〈∆m,AieIm〉} (1)

M ′ ei M ′′ = eiM
′∩ eiM

′′ (2)

M ′ di M ′′ = eiM
′∪ eiM

′′ (3)

−iM
′ = Mi \ eiM

′′. (4)

Intuitively, the operations have the following meaning: operation 1 al-
lows for abstracting the relevant content of a context with respect to a
specific language; operations 2 and 3 express basic set-theoretical compo-
sition of contexts; finally, operation 4 returns, given a context, the most
general of all the remaining contexts. Let us now provide some techni-
cal observations. First of all notice that operation ei yields the empty
context when it is applied to a context M ′, the language of which is not
an elementary expansion of Li. This is indeed very intuitive: the context
obtained via abstraction of the context “dinosaurs” on the language of,
say, “botanics” should be empty. Empty contexts can be also obtained
through the ei operation. In that case the language is shared, but the
two contexts simply do not have any interpretation in common. This
happens, for example, when the members of two different football teams
talk about their opponents: as a matter of fact, no interpretation of the
concept opponent can be shared without jeopardising the fairness of the
match.



abs0(cONT ) g0 abs0(cPF ) 4 cSUP (5)

cSUP : personal data u relevant data v allowed data (6)

cONT g1 cPF : personal data u ∃refer.blood type @ relevant data (7)

cONT g1 cPF : personal data u ∃refer.anthropometric properties @ relevant data(8)

cONT g1 cPF : personal data u ∃refer.race @ personal data

u ∃refer.anthropometric properties t ¬relevant data (9)

cONT : race v ¬anthropometric properties (10)

cPF : race @ anthropometric properties. (11)

Figure 1. LCT formalisation of the scenario

3.5 Formal meaning of Ξ and A

The semantics of contexts constructs Ξ can be now defined.

Definition 4. (Semantics of contexts constructs)
The semantics of context constructors is defined as follows:

I(c) = M ∈ P(M0) ∪ . . . ∪ P(Mn)

I(⊥i) = ∅
I(>i) = Mi

I(ξ1 fi ξ2) = I(ξ1) ei I(ξ2)

I(ξ1 gi ξ2) = I(ξ1) di I(ξ2)

I(¬i(ξ)) = −iI(ξ)
I(absi(ξ)) = eiI(ξ).

As anticipated, atomic contexts are interpreted as sets of models on some
language Li; the ⊥i context is interpreted as the empty context (the
same on each language); the >i context is interpreted as the greatest,
or most general, context on Li; the binary fi-composition of contexts
is interpreted as the greatest lower bound of the restriction of the in-
terpretations of the two contexts on Li; the binary gi-composition of
contexts is interpreted as the lowest upper bound of the restriction of
the interpretations of the two contexts on Li; context negation is inter-
preted as the complement with respect to the most general context on
that language; finally, the unary absi operator is interpreted just as the
restriction of the interpretation of its argument to language Li.

Semantics for the assertions A and for the contextual concept description
D in LCT is based on the function I. In what follows we denote with δ(I)
the domain of an interpretation function I.



Definition 5. (Semantics of assertions: |=)
The semantics of assertions is defined as follows:

M |= ξ : γ1 v γ2iff∀m ∈ I(ξ) : γ1, γ2 ∈ δ(Im)

and Im(γ1) ⊆ Im(γ2)

M |= ξ : ρ1 v ρ2iff∀m ∈ I(ξ) : ρ1, ρ2 ∈ δ(Im)

and Im(ρ1) ⊆ Im(ρ2)

M |= ξ1 4 ξ2iffI(ξ1) ⊆ I(ξ2)

M |=∼ αiffnot M |= α

M |= α1 ∧ α2iffM |= α1 and M |= α2.

A contextual concept subsumption relation between γ1 and γ2 holds iff
concepts γ1 and γ2 are defined in the models constituting context ξ, i.e.,
they receive a denotation in those models, and all the basic description
logic models constituting that context interpret γ1 as a subconcept of
γ2. Note that this is precisely the clause for the validity of a subsump-
tion relation in standard description logics, but conditioned to the fact
that the concepts involved are actually meaningful in that context. This
further condition in the clause is necessary because our contexts have
different languages. Perfectly analogous observations hold also for the
clause regarding contextual attribute subsumption relations. The 4 re-
lation between context constructs is interpreted as a standard subset
relation: ξ1 4 ξ2 means that the context denoted by ξ1 contains at most
all the models that ξ2 contains, that is to say, ξ1 is at most as gen-
eral as ξ2. Note that this relation, being interpreted on the ⊆ relation,
is reflexive, antisymmetric and transitive. In [16] a generality ordering
with similar properties was imposed on the set of context identifiers, and
analogous properties for a similar relation have been singled out also in
[15]. The interesting thing is that such an ordering is here emergent from
the semantics. Note also that this relation holds only between contexts
specified on the same language. Clauses for boolean connectives are the
obvious ones.

4 Contextual Ontologies at Work

4.1 Formalising an example

We are now able to provide a formalisation of a fragment of the scenario
presented in the first part of the paper, making use of the formal semantic
machinery just exposed.

Example 1. (Personal data in transplant organisations and police
forces) We will formalise how the use of personal data is regulated in
the two different contexts of Dutch police force (PF) and of the Spanish
national transplant organisation (ONT) in accordance with the direc-
tives applying to the superordinate European context. We will see how
the two concrete contexts PF and ONT implement the same European
norm differently: personal data that are allowed to be operated by an



institution are only those which are strictly relevant for the execution of
the purpose of that institution. The two concrete contexts PF and ONT
presuppose a different understanding of what counts as allowed data,
because their understanding of the norm lies in divergent ontologies of
the concepts involved7.
To formalise the scenario a language L is needed, which contains the fol-
lowing atomic concepts: personal data, relevant data, allowed data,
blood type, race, anthropometric properties; and the following atomic
attribute: refer. From this language we obtain 26 − 1 · 2 languages Li

8.
Three atomic contexts are at issue here: the context of the superordinate
European regulation, let us call it cSUP ; the contexts of the municipal
regulations ONT and PF, let us call them cONT , cPF and cM3 respec-
tively. These contexts should be interpreted on two relevant languages
L0, i.e., the language of the context of European regulation, and L1, i.e.,
the language of the two concrete contexts PF and ONT. Languages L0

and L1 are such that:

A0={personal data, relevant data,

allowed data},
R0=∅

and

A1={personal data, relevant data,

allowed data, blood type,

race, anthropometric properties},
R1={refer}.

That is to say, an abstract language concerning only personal, relevant
and allowed data, and a more detailed language concerning, besides per-
sonal, relevant and allowed data, also blood type, race, anthropometric
properties and the refer attribute.
To model the desired situation, our ct-model should then at least satisfy
the LCT formulas listed in figure 1.

Formula (5) plays a key role, stating that the two contexts cONT , cPF

are concrete variants of context cSUP . It tells this by saying that the
context obtained by joining the two concrete contexts on language L0

(the language of cSUP ) is at most as general as context cSUP . As we will
see in the following section, this makes cONT , cPF inherit what holds
in cSUP . Formulas (6)-(11) all express contextual subsumption relations.
It is worth stressing that they can all be seen as formalising counts-as

7 It is instructive to notice, in passing, that no deontics is actually enabled in our
formalism. Indeed, the norm according to which only relevant personal data can
be operated will be treated as a subsumpion statement. This might be regarded as
simplistic, but notice that our attention here does not focus on normative reasoning
problems such as reasoning about violations at the level on individuals (ABox), and
therefore no deontics is strictly required here.

8 See section 3.3 in which the language Lct is presented.



statements which specify the ontologies holding in the contexts at issue.
Formula (6) formalises the abstract rule to the effect that personal data
which are relevant for the accomplishment of the aim of the organisa-
tion are allowed to be recorded and used. Formulas (7) and (8) express
subsumptions holding in both contexts. Formula (9) tells something in-
teresting, namely that data about race, in order to be used, has to be
considered as anthropometric information. Indeed, it might be seen as
a clause avoiding “cheating” classifications such as: “data about race
counts as data about blood type”. Finally, formulas (10) and (11) de-
scribe how precisely the ontologies holding in the two contexts diverge.

4.2 Discussing the formalisation

To discuss in some more depth the proposed formalisation, let us first
list some interesting logical consequences of formulas (5)-(11) in figure 2.
We will focus on subsumptions contextualised to monadic contexts, that
is to say, we will show what the consequences of formulas (5)-(11) are at
the level of the two contexts cONT , cPF . These are indeed the formulas

(5), (6) � cONT : personal data u relevant data v allowed data

(5), (6), (7) � cONT : personal data u ∃refer.blood type @ relevant data

(5), (6), (7) � cONT : personal data u ∃refer.blood type @ allowed data

(5), (6), (8) � cONT : personal data u ∃refer.anthropometric properties @ relevant data

(5), (6), (8) � cONT : personal data u ∃refer.anthropometric properties @ allowed data

(8), (10) � cONT : personal data u ∃refer.race @ personal data

u∃refer.¬anthropometric properties

(5), (6), (9), (10) � cONT : personal data u ∃refer.race @ ¬relevant data

(5), (6) � cPF : personal data u relevant data v allowed data

(5), (6), (7) � cPF : personal data u ∃refer.blood type @ relevant data

(5), (6), (7) � cPF : personal data u ∃refer.blood type @ allowed data

(5), (6), (8) � cPF : personal data u ∃refer.anthropometric properties @ relevant data

(5), (6), (8) � cPF : personal data u ∃refer.anthropometric properties @ allowed data

(8), (11) � cPF : personal data u ∃refer.race @ personal data

u∃refer.anthropometric properties

(5), (6), (9), (11) � cPF : personal data u ∃refer.race @ relevant data

Figure 2. Logical consequences of formulas (5)-(11)

that we would intuitively expect to hold in our scenario. The list dis-
plays two sets of formulas grouped on the basis of the context to which



they pertain. Let us have a closer look at them; the first consequence
of each group results from the generality relation expressed in (5), by
means of which, the content of (6) is shown to hold also in the two con-
crete contexts: in simple words, contexts cONT , cPF inherit the general
rule stating that only relevant personal data can be included and used.
Via this inherited rule, and via (7) and (8), it is shown that, in all con-
texts, data about blood type and anthropometric properties are always
allowed. As to data about blood type and anthropometric properties, all
contexts agree. Differences arise in relation with how the concept of race
is handled. Those differences determine a variation in the interpretation
of the abstract norm expressed in (6).

In context cONT , we have that data about race should not be taken as
relevant, and this conclusion is reached restricting the interpretation of
what counts as anthropometric information (10) and by means of the
“no-cheating” clause (9). In fact, in this context, data about race are not
anthropometric data. Context cPF , instead, expresses a different view.
Since race counts as anthropometric information (11), data about race
are actually relevant data and, as such, can be used.

Before ending the section, we confront this context-based approach with
the more standard ones based instead on the defeasible reasoning par-
adigm. In a non-monotonic reasoning setting, the key point of the ex-
ample (the fact that the two contexts diverge in the classification of the
concept race) would be handled by means of a notion of exception: “nor-
mally, race is an anthropometric property and is then an allowed type
of personal data” and “every exceptional anthropometric property is a
forbidden type of personal data”. We deem these approaches, despite
being effective in capturing the reasoning patterns involved in this type
of scenarios, to be inadequate for analysing problems related with the
meaning of the terms that trigger those reasoning patterns. Those rea-
soning patterns are defeasible because the meaning of the terms involved
is not definite, it is vague, it is -and this is the thesis we hold here-
context dependent9. Our proposal consists instead in analysing these
issues in terms of the notion of context: according to (in the context
of) PF race is an anthropometric property; according to (in the context
of) ONT race does not count as an anthropometric property. Besides
enabling the possibility of representing semantic discrepancies, such an
approach also has the definite advantage of keeping the intra-contextual
reasoning classical, framing non-monotonicity as emergent property at
the level of inter-contextual reasoning. Furthermore, the use of descrip-
tion logic allows for its well known interesting computability properties
to be enabled at the intra-contextual reasoning level, thus making the
framework appealing in this respect as well.

9 The issue of the relationship between contextuality and defeasibility has been raised
also in [1].



5 Specifying Contextual Ontologies for
eInstitutions

In the previous sections we have given an idea of how ontologies and
context are used in institutions in order to determine whether or not
norms apply to a given situation. We have given a formal framework
to formalise the contexts and have shown how this framework can be
used to represent and reason about norms in an eInstitution. Although
an implementation covering all the aspects of the formal machinery pro-
posed in the previous sections would be computationally expensive, an
optimal implementation of the ontological aspects of norms can be far
less complex.
It is important to note here that implementing the contextual ontological
aspects does not mean implementing some sort of model-checker to verify
the formal models of the norms and situations that can be described in
a formal framework such as ours, since one is only going to encounter
a limited number of contexts at a given time. From the institutional
perspective, as we can consider an eInstitution as a single context, all
contextual ontological issues are solved during the design process of the
eInstitution when defining its ontology. From the agents’ perspective, the
contextual ontological problems should be solved on-line; agents that are
joining the eInstitution need to know in which context they are supposed
to work, and need to be informed of the ontology and norms applicable
in the eInstitution.
From the eInstitution’s point of view, the ontological aspects of norms
mainly impact two steps in the eInstitution’s implementation: a) the de-
finition of the eInstitution’s ontology, giving an interpretation of all the
terms in the norms, and b) the implementation of the norm enforcement
mechanisms, following the norm interpretation given by the ontology.10

From the ontological perspective, the most complex step is the definition
of its ontology, as several contextual ontologies should be taken into ac-
count. That is, not only does one need to look at the concepts and norms
necessary for the eInstitution’s context, but one also has to consider the
(super)contexts in which the eInstitution is to operate, which are possibly
nested (e.g., regional/national/transnational/international contexts). In
practice, this means that one needs to create some kind of link from the
ontologies of different supercontexts to the institutional ontology. In our
approach (which is ongoing work), the links between ontologies are ex-
plicitly defined by the designer by means of different kinds of ontology
abstraction and ontology inheritance relations. The simplest scenario is
when an eInstitution has a set of non-conflicting nested supercontexts.
For instance, in the case of an eInstitution for the Spanish National
Transplant Organisation (ONT), in order to define ONT’s ontology we
can inherit terms from its supercontexts: The Spanish National Health
System, the Spanish Law and the European Union Law. It is important
to note that an explicit link for all inherited terms should be kept in the
ontologies’ representation. Then the inherited terms can be extended in

10 More details on the implementation of norm enforcement mechanisms can be found
in [28].



ONT’s ontology with extra terms and/or re-defined, if needed, for the
particular context of the institution. A more complex scenario appears
when an eInstitution has disjoint nested supercontexts with conflicting
definitions of terms. This is the case of transnational institutions such
as Eurotransplant11, where different ontological definitions of terms may
appear in each of the countries where the institution should operate. In
this case, when inheriting different, conflicting definitions of the same
term into the ontology, the designers should solve the conflict by pre-
cisely agreeing on and defining the precise meaning of the term that will
apply inside the context of the eInstitution.
From the individual agents’ perspective, the ontological aspects of norms
and the issue of multi-contextual ontologies influences the on-line reason-
ing cycle of the agent. That is, when an agent tries to enter an eInstitution
it is told which ontologies and norms are used in the eInstitution. How-
ever, the ontology used by the eInstitution need not be the same as that
of the agent, and concepts in the norms used in the eInstitution might
be unclear to the agent. In this case, the eInstitution and agent need to
obtain a common understanding of the concepts such that it provides
the agent with a clear meaning of the norms used in the institution. This
can be done by finding a common supercontext and using the ontology’s
abstraction and inheritance relations to this supercontext.

6 Conclusions and Future Work

The motivating question of our research was how institutions make their
norms operative in the domain they are supposed to regulate, i.e., how
do institutions implement norms. The thesis we held here is that institu-
tions are based on ontologies. Via these ontologies they translate norms,
which are usually formulated in abstract terms (for instance, the concept
of “relevant data”), into concrete constraints which are instead under-
standable in the terms used to describe the situations they regulate (for
example, “data about blood type”). As institutions are supposed to reg-
ulate completely different domains, the ontologies they are based on are
also different. They can be specified on completely different vocabular-
ies, or, if they share a set of terms, they may interpret it in divergent
ways (which is the case of the concept of “relevant data” we discussed
in our example). To get a grip on this phenomenon, we made use of
contexts as means to localise these ontological discrepancies: institutions
are based on ontologies, and these ontologies are contextual. This is also
the analytical setting in which we provided a clear understanding of the
so called counts-as phenomenon; counts-as statements are nothing but
contextual subsumption relations: they are the basic brick by means of
which institutions establish their ontologies.
This analysis has then been framed in a rigorous setting. The formal
framework exposed is based on a specific understanding of the notion of

11 The Eurotransplant International Foundation is responsible for the mediation and
allocation of organ donation procedures in Austria, Belgium, Germany, Luxembourg,
the Netherlands and Slovenia.



context as set of models for particular description logic languages, and
provides a formal characterisation of the notion of contextual ontology.
This framework is also used for formalising an example. At the end of
the paper we also provided some general ideas on how these contextual
ontologies can be concretely used in order to specify and reason about
eInstitutions.

With respect to future work, we firstly intend to develop an extension
of the framework which can enable a full-fletched interaction of context
and ontological features with the more standard normative reasoning is-
sues (eminently, reasoning with violations). This requires to focus also
on aspects concerning reasoning with instances of concepts (what in de-
scription logics is called ABox), and of course on the inclusion of some
deontic logic. Secondly, this extension should be brought into practice
and applied in the development of eInstitutions and Normative Agents.
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