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Process support in learning tasks for acquiring complex
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Abstract

Whole tasks for acquiring complex skills are often too difficult for novices. To solve this problem, process support divides the
problem solving into phases, offers driving questions, and provides feedback. A multimedia program was used to teach sophomore
law students (N¼ 82) to prepare and carry out a plea. In a randomised 2� 2 design with the factors number of phases and avail-
ability of driving questions, students solving a task with fewer phases performed better and more efficiently than students exposed
to more phases. Also, students receiving driving questions performed better, although not more efficiently than students not receiv-
ing such questions. The results indicate that whole tasks should be accompanied by process support, although task characteristics
might restrict the benefits of driving questions in this support.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

A Multimedia Practical is a self-contained electronic learning environment which provides context-relevant prac-
tice to students for acquiring complex skills such as diagnosing a disease, selecting a job applicant, modelling stress
factors that cause mental overload in workers, or preparing a plea to be held in court (Brown, Collins, & Duguid, 1989;
Nadolski, Kirschner, van Merriënboer, & Hummel, 2001; Westera & Sloep, 1998). Such practicals provide an authen-
tic setting for learners to develop the cognitive schemata necessary for acquiring complex skills whose mastery in-
volves coordination and integration of its constituent skills and not simply the mastery of those separate
constituent skills. Traditional Instructional Design models (e.g., Dick & Carey, 1979; Romiszowski, 1981) are not
suitable for designing learning environments for acquiring such skills because they focus too strongly on the acqui-
sition and training of constituent skills instead of the complete cognitive skill. Instructional Design models using
whole-task approaches with Multimedia Practicals could overcome this shortcoming. Many researchers (e.g., Hanna-
fin, Land, & Oliver, 1999; Jonassen, 1999; Mayer, 1999; Merrill, 2002; Stark, Gruber, Renkl, & Mandl, 1998; van
Merriënboer, 1997) agree that transfer-oriented learning can best be achieved by using realistic learning tasks
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consisting of an authentic task description, an environment to carry out the task, and feedback on the quality of task
execution. Such transfer-oriented learning is aimed at the mindful abstraction of knowledge from concrete learning
experiences to be effectively used in a variety of previously unencountered settings.

This seemingly clear recommendation, however, is not easy to follow. Carrying out realistic whole tasks is often too
difficult for the novice learner. A common solution is first to conceptually model reality (i.e., simplify it) and then ped-
agogically model that model (Achtenhagen, 2001). One way to pedagogically model the model, via didactic specification
(Resnick, 1976), is to (a) segment the whole learning task into smaller task assignments, thus dividing the problem-
solving process into phases, and (b) provide driving questions to guide carrying out the phases (Land, 2000). Feedback
is then given at the completion of phases since its provision is inextricably intertwined with learning (Mory, 1996, 2003).
Process support divides the problem solving into phases, offers driving questions, and provides feedback.

Problem solving, as operationalised in this research, involves higher-order thinking skills beyond those required for
answering questions at the knowledge and comprehension level. It is a process where students discover a combination
of previously learned rules and apply them in novel problem situations (Gagné, 1977; Lock, 1990). This process is
augmented by domain-specific process support (see, e.g., Chinnappan & Lawson, 1996), which is tuned to the task
at hand. Thus, process support is not directed at using content-free heuristics such as general problem-solving methods
or content-free questions, for instance, asking if the person checked the spelling, or added an index when writing a re-
port. Different problem characteristics require different problem-solving processes (Sternberg & Frensch, 1991) and
therefore require different educational settings to learn to solve such problems (Jonassen, 1997, 2000). In such cases,
the impact of process support on the learning results can be expected to be domain dependent. The present study is
restricted to the domain of Law, which is characterised by convergent solutions and interdependent phases. Problem
solving in domains with ontologies similar to that of Law such as philosophy and mathematics which are also argu-
mentative and dialogical, probably require similar process support while problem solving in domains with other on-
tologies (e.g., inquiry-based science, or design-based engineering) and other problem characteristics (e.g., divergent
solutions, independent phases) might require different process support.

One approach to segmentation is to present process worksheets (van Merriënboer, 1997), which provide distinct
successive phases to the learners and guide them through the problem-solving process of the whole learning task.
This process worksheet provides a systematic approach to problem solving for the whole learning task that should
enhance problem-solving behaviour (e.g., Mettes, Pilot, & Roossink, 1981). Through tailoring the number of phases
and providing feedback at the end of each phase, complex learning tasks come within reach of learners’ capabilities.
Whole tasks or tasks with too few phases are often too difficult and too mentally demanding for learners, preventing
them from accurately processing the necessary information because they experience cognitive overload or revert to
superficial, non-meaningful learning to keep their cognitive load within the threshold limit (Craik & Lockhart,
1972; Sternberg & Frensch, 1991). Tasks with too many phases may hamper learning because the redundant informa-
tion between phases makes the information non-coherent, and/or the excess of details makes the tasks too mentally
demanding (Mayer & Moreno, 2002). Finally, learners may regard the many phases as being too specific for the learn-
ing task in question, preventing them from constructing the generalisations or more abstract cognitive schemata nec-
essary for learning transfer. In a previous experiment, we found that the number of phases in a whole learning task on
Law affected task performance such that students receiving an intermediate number of phases outperformed students
receiving either a low or a high number of phases (Nadolski, Kirschner, & van Merriënboer, 2005).

Driving questions are open questions given at the start of a phase that guide learners in how to carry out a phase.
They do this, for example, by suggesting relevant procedures and principles, activating relevant prior knowledge, and/
or referring to information resources in a correct and efficient way. Driving questions scaffold the problem-solving
process within the phases of whole learning tasks. The benefits of such questions, combined with feedback, on reflec-
tion, exploration and self-directed learning are well documented (Dochy, 1992; Douglas, Hosokawa, & Lawler, 1988;
Morgan & Saxton, 1991; Naidu & Bernard, 1992; Orlich, Harder, Callahan, Kauchak, & Gibson, 1994; Rowntree,
1992). In the present study, the driving questions primarily guided learners in how and when to use appropriate re-
sources and how to select relevant elements from these resources. In other words, they were process oriented. Driving
questions were provided at the start of the phase and kept available during task execution and could be answered by the
student in an arbitrary order. They are expected to result in higher learner performance because they focus on higher-
order skills essential in problem solving (see, e.g., Smith & Ragan, 1999). However, since tasks in the domain of Law
have a convergent solution (i.e., as one proceeds in solving the problem the solution space decreases), the beneficial
use of driving questions might be restricted to the early phases in problem solving.
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Combined, the process worksheet focuses on the problem-solving process of the whole learning task, the driving
questions on the problem-solving process within the phases, and the feedback at the end of each phase supports the
judgements of the students during problem solving. In whole-task performance, an interaction effect might occur be-
tween the number of phases and the availability of driving questions. For a low number of phases, the problem-
solving process associated with the large phases can be expected to be (too) difficult when driving questions are
not provided. Driving questions may have a positive effect on completing the phases in this situation, and thus on
the performance for the whole task. For a high number of phases, the problem-solving process for each phase will
be simpler, so that the completion of the phases can be expected to be manageable without driving questions. As a
consequence, if the whole task is divided in a low number of phases, providing driving questions is expected to be
beneficial to the problem-solving process for each phase and to whole-task performance. If the whole task is divided
in a high number of phases, giving driving questions might provide too much process support for each phase, to the
eventual detriment of whole-task performance.

Each of the process support mechanisms used can, either separately or in combination, not only affect the effec-
tiveness of the Multimedia Practical as reflected in the quality of the task performance, but also affect the efficiency of
the task performance, defined here as task performance in relation to a combination of the mental effort, time on task,
and motivation necessary to reach this level of task performance. In the remainder of this article task performance
efficiency is abbreviated to task efficiency. Although efficiency can be operationalised in many different ways (see
Admiraal, Wubbels, & Pilot, 1999; Kalyuga, Chandler, & Sweller, 1998; van Merriënboer, Schuurman, de Croock,
& Paas, 2002), higher efficiency always indicates equivalent results with lower investment, higher results with the
same investment, or, ideally, higher results with lower investment. In our study, investment is measured in terms of
task motivation (Bonner, 1994; Maynard & Hakel, 1997), mental effort (Paas & van Merriënboer, 1994), and time
on task (Karweit, 1984). Students are motivated if they find the task interesting to them and are willing to put a lot
of energy into coming up with the best possible solution to the task (Maynard & Hakel). Perceived mental effort is
a good indicator of how mentally demanding a task is (for an overview of studies, see Paas, Tuovinen, Tabbers, &
van Gerven, 2003). If, for example, two students reach the same performance level with the same time on task and
the same motivation, but with differing levels of mental effort, then the student experiencing the least mental effort
is said to be more efficient. In a previous study (Nadolski, Kirschner, & van Merriënboer, 2005), this effect was found
with respect to the number of phases. Students receiving a high number of phases were least efficient. We expect driv-
ing questions to have either positive or neutral effects on motivation and mental effort. They decrease the problem-
solving space and demonstrate the relevance of the expected outcome to the learners. Although this might stimulate
learners to become somewhat more motivated and invest more effort in learning, it is yet expected to decrease overall
perceived mental effort because the process for carrying out the task is greatly facilitated, that is, learners have to in-
vest much less effort in searching the problem space. Furthermore, we expect that the necessary time for answering
driving questions also counterbalances the extra time needed for finding the information when no questions were
given. In other words, driving questions should not result in longer time on task and thus be advantageous to efficiency,
at least in the early phases of problem solving.

In doing such research, a number of potentially confounding variables need to be addressed. The first and pos-
sibly most important is differences between the participants with respect to prior knowledge (see, e.g., Dochy,
1992). One way of dealing with this issue is to make use of a randomised assignment of participants to experimental
conditions. This has been done in the present study. Another way of dealing with this problem is to determine par-
ticipant comparability with respect to prior knowledge before the experiment. In the present study, we are reason-
ably sure that participants will have comparable prior knowledge with respect to the domain of Law as they are all
confronted with virtually identical first year Law curricula, being for all Dutch universities virtually identical with
respect to both courses taken and textbooks used. For the same reason, we expect that participants will not have
relevant prior knowledge with respect to pleading a case since the standardized curricula of Dutch Law Programmes
throughout the country do not contain pleading a case in either their freshman or sophomore year. A second con-
founding variable might be student satisfaction with the instructional materials. If students regard the quality of the
instructional material to be insufficient, they are less inclined to study it, which will also be reflected in their mo-
tivation (Keller, 1983). In the case of the research presented here, the basic material is the standard competency-
based multimedia practical used in the Open University’s Law programme and has been shown to be appealing
(see, Nadolski, Kirschner, & van Merriënboer, 2005). A third issue that could confound the results of the experi-
ment is whether students behave in the learning environment in the expected manner. Students are free to control
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their own learning to a large extent in a Multimedia Practical so that the study and problem-solving behaviour is
inextricably bound up with this shift of learning control (Chin, 1997). In the research presented here, all student
behaviour is logged such that possible differences in behaviour can be noted (see, e.g., Land, 2000). This technique
was also used in earlier studies (Nadolski et al., 2001; Nadolski, Kirschner, & van Merriënboer, 2005). In those
studies, all students acted in an expected and similar manner. Finally, since the learning materials in this study
are completely computer delivered, students’ attitude towards learning with computers as well as computer literacy
can confound the results. To control for this, students answered a number of questions designed to determine
whether such differences existed.

The present study is conducted in an ecologically valid setting and employs a randomised 2� 2 factorial
design to examine the effects of the number of phases (low, high) and driving questions (present, absent) on
the performing of law tasks and on the efficiency of that performance. The low number of phases in this study
is comparable to the intermediate number of phases in the aforementioned study (Nadolski, Kirschner, & van
Merriënboer, 2005) and the high number of phases is the same in both studies. The first hypothesis is that stu-
dents solving a whole learning task with a low number of phases will exhibit higher performance and be more
efficient learners than students exposed to a high number of phases. The second hypothesis is that students re-
ceiving driving questions for each phase will exhibit higher performance and will be more efficient than those
not receiving driving questions. The third hypothesis pertains to a possible interaction between the number of
phases and the availability of driving questions namely that driving questions have little added value if the num-
ber of phases is high, but become more valuable if the number of phases is low.

2. Method

2.1. Participants

Eighty-two sophomore law students from five Dutch universities (49 females, 33 males; mean age¼ 23.5 years,
SD¼ 4.2) took part in the experiment and were at each university randomly assigned to one of four conditions.
The conditions were low number of phases without driving questions (n¼ 21); low number of phases with driving
questions (n¼ 18); high number of phases without driving questions (n¼ 22); high number of phases with driving
questions (n¼ 21). None of the participants had prior plea experience.

2.2. Learning materials

The Multimedia Practical Preparing a Plea (Wöretshofer et al., 2000) was adapted for this experiment. In the
practical, the learner is a trainee in a virtual law firm. The trainee first studies a general introduction to pleading
a case in which supportive information and various support tools are provided. Supportive information is helpful
to the learning and execution of problem-solving aspects of learning tasks. This is often regarded as ‘the theory’
by teachers. The support tools include video examples of lawyers conducting a plea, discussions of ethical issues
in pleading a case, numerous tips on the communicative aspects in pleading a case, and judicial procedural as-
pects of plea preparation. During this general introduction, the trainee receives several assignments to guide the
study of the theory as well as support from a senior (virtual) employee of this firm, the coach. The trainee can
make use of standard office equipment and can visit other places in the firm. The trainee can, for example, study
the legal backgrounds of different cases in a file cabinet, observe and analyse other pleas using a ‘‘plea checker’’,
make electronic notes, attend staff meetings, and consult experts. After this general introduction, the trainee must
prepare pleas for various cases (i.e., whole tasks). The case files are available within a (virtual) office. The coach
provides task assignments with feedback for each segment in the whole task. Finally, the trainee conducts the
prepared pleas outside the Multimedia Practical in an actual simulated courtroom. In adapting this practical
for the experiments, teachers (n¼ 6) were used for the identification of functional and non-trivial phases, so
that all phases identified were considered to be real life and non-artificial (Nadolski et al., 2001).

Four versions of the practical were produced for the different experimental conditions. The complexity of the as-
signments (1¼ very simple, 2¼ simple, 3¼ complex, 4¼ very complex) for all versions of the practical was deter-
mined by 32 experts (20 teachers, 12 graduate Law students). The complexity of the assignments was measured with
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the aid of the task-complexity instrument developed by Nadolski, Kirschner, van Merriënboer, and Wöretshofer
(2005). The mean complexity for the tasks was 2.7 (SD¼ 0.3) for the low number of phases e no driving questions;
2.3 (SD¼ 0.3) for the low number of phases e driving questions; 2.0 (SD¼ 0.4) for the high number of phases e no
driving questions; and 1.9 (SD¼ 0.4) for the high number of phases e driving questions. All versions of the practical
contained the same general introduction to pleading a case with identical supportive information and support tools.
The goal of the practical was to prepare students to carry out a plea in court, a task that was indicated with a mean
complexity of 3.7 (SD¼ 0.7) by the aforementioned 32 participants. Fig. 1 provides an overview of the learning ma-
terials for the four conditions and should be viewed in connection with Table 1.

Participants received a whole-task training using three learning tasks, one of which was compulsory, plus
a task to determine transfer. All versions contained case files and legal documentation (i.e., sections of law co-
des, jurisprudence), which were available to the participants while they were working on the learning tasks and
the transfer task. The material for all learning tasks (thus not the transfer task) also contained process work-
sheets that differed for each condition. Final performance on the whole learning task (i.e., the plea) is consid-
ered proof of skill acquisition. For all learning tasks, each phase of the process worksheet was accompanied by
a task assignment, with or without driving questions and the feedback to each assignment was provided at the
end of each phase. In the case of driving questions, this feedback was also specific to those driving questions.
For all learning tasks, all conditions included condition-specific task assignments with feedback provided at the
end of each phase. As the task assignments do not have univocal answers, the feedback typically represents
expert model(s). The feedback supports the self-judgement by students. One of the phases results in a plea
inventory: these are the selected elements from the case file and legal documentation that might be usable in
a plea (see Table 1). The phase in which a plea inventory had to be constructed was included in all
conditions. In the conditions with a low number of phases it was the first phase; in the conditions with
a high number of phases it was the second phase (see Fig. 1). The material for the transfer task was the
same in all conditions and did not include phases, driving questions, or feedback. In other words, no process
support was given for the transfer task. Final performance on the transfer task (i.e., the plea) is considered proof
of skill transfer.

Fig. 1. Overview of the learning materials in the four conditions.
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2.3. Measurement instruments

2.3.1. Background questionnaire
A background questionnaire was used to gather data on prior plea related experience (i.e., writing skills (six-item,

4-point scale) and oral presentation skills (six-item, 4-point scale), debating club membership (dichotomously)), com-
puter literacy (six-item, 4-point scale), attitude towards learning with computers (six-item, 4-point scale), age, and
gender.

2.3.2. Performance instrument for whole learning task
The quality of the plea in the compulsory learning task was based upon an evaluation of the videotaped partici-

pants’ pleas (on a 7-point scale). This final rating was based on inclusion of relevant content (39 items), and coherence
of the learning task plea (seven items). Examples of coherence are ‘starts with a conclusion to be drawn from the plea’,
‘provides a content overview of the plea before going into details’, ‘indicates how successive arguments relate to rel-
evant facts’, ‘various arguments are treated separately’. The performance for the learning task plea was scored on
those 46 items and this was then transformed into a grade on the 7-point scale (Cohen’s Kappa¼ 0.6). This same in-
strument also proved to be reliable and content valid in a previous experiment (Cohen’s Kappa¼ 0.6; see Nadolski,
Kirschner, & van Merriënboer, 2005).

2.3.3. Performance instrument for whole transfer task
The quality of the plea in the transfer task was based upon an evaluation of the videotaped participants’ pleas (on

a 7-point scale). The items were similar to those mentioned in the former instrument. The final rating was based on
inclusion of relevant content (46 items) and the coherence of the transfer task plea (nine items). The performance for
the transfer task was scored on those 55 items and this was then transformed into a grade on the 7-point scale (Cohen’s
Kappa¼ 0.6). This instrument also proved to be reliable and content valid in a previous experiment (Cohen’s
Kappa¼ 0.6; see Nadolski, Kirschner, & van Merriënboer, 2005).

2.3.4. Performance instrument for plea inventory
The quality of the plea inventory (i.e., the inclusion of relevant content) for the compulsory learning task was based

upon an evaluation of the written participants’ plea inventory (on a 4-point scale). The performance for the plea in-
ventory was scored on 38 items and this was then transformed into a grade on the 4-point scale (Cohen’s Kappa¼ 0.7).

2.3.5. Instrument for time on task
Participants reported their time on task for each phase on a prestructured time sheet. They were instructed to note

the start times and end times for each of the phases and to note the time spent in multiples of 5 min.

Table 1

Driving questions for ‘get acquainted with a law case’: the answers result in a plea inventory

What field of law does this case belong to?

Who are the parties in this case?

Whose representative will you be?

Who is bringing the case before the court?

What kind of procedure should be used?

What kind of judge will try this case? Does the judge have jurisdiction?

What about the territorial jurisdiction of the judge?

What is this case roughly about?

Is there a previous judicial/legal history, and if so, is this relevant for this case?

What do you already know about the subject matter in this case?

Is the file complete?

What legal aspects could be of importance in this case?

What clues does the case offer at first sight?

What is the tentative goal of your plea?
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2.3.6. Mental effort rating scale
Participants indicated their mental effort for each phase on a 9-point rating scale (1¼ very, very low mental effort,

9¼ very, very high mental effort), developed by Paas, van Merriënboer, and Adam (1994). This scale was used to
measure the perceived cognitive load of each of the constituting phases of the learning task, and the cognitive load
of the transfer task (see Paas et al., 2003, for an overview of studies in which the same instrument has been used).
Perceived mental effort was used as an indication for cognitive load; the less mentally demanding the task, the lower
the cognitive load.

2.3.7. Motivation rating scale
Participants indicated their motivation for each phase on a three-item, 7-point rating scale (1¼ very low motiva-

tion, 7¼ very high motivation) that was developed by Maynard and Hakel (1997) (alpha¼ 0.83). Items were ‘I was
motivated to perform well on this task assignment’, ‘This task assignment was interesting to me’, ‘I put a lot of effort
into coming up with the best possible solution’.

2.3.8. Satisfaction/perceived efficacy rating scale
Participants indicated their satisfaction with the feedback on an eight-item, 4-point scale (1¼ very dissatisfied,

4¼ very satisfied) (alpha¼ 0.75). Adequacy of the number of phases was indicated on a single 7-point scale
(1¼ far too few phases, 4¼ perfectly all right, 7¼ far too many phases). Whether participants felt that they had
achieved the goal of the practical (‘I’ve learned to conduct a plea’) was indicated on a single 7-point scale (1¼ very
strongly disagree, 7¼ very strongly agree). Relevance of the supportive information was indicated on a single 4-point
scale (1¼ strongly irrelevant, 4¼ strongly relevant).

2.3.9. Computer logging
Since all conditions were computer supported, study behaviour was logged and analysed. Participants’ logging files

were electronically collected for this purpose.

2.4. Procedure

Participation in the experiment was equivalent to enrolment in the course. Information about the rigour of the prac-
tical (60 study hours in one month) and the required prior knowledge and skills were available before enrolment. Be-
fore taking part, participants were also informed that data would be gathered for scientific research and during
enrolment gave permission to use the data for this purpose. Participants were randomly assigned to one of the four
experimental conditions and were required to work individually. All materials were sent to the participants’ home ad-
dresses or could be collected at their faculty addresses. All versions of the learning materials first presented the same
general introduction to pleading a case with identical supportive information and support tools. After that, participants
could work on the learning tasks. They were strongly advised to work phase by phase since the program did offer the
possibility of skipping consecutive phases. Logging results indicated that the participants did not skip any phases.
There was maximum learner control within a phase so that participants were free to decide if and when to consult
phase-specific information and how long to work on the task assignment in a phase.

After two weeks (approximately 30 study hours), participants were required to make their plea for the compulsory
learning task. This plea was videotaped for later evaluation. After working on the learning task(s), participants had
access to the transfer task, which did not contain any support. About two weeks later, they were required to make their
transfer task plea, which was also videotaped. There were strict time constraints for the pleas. As it is legally required
for lawyers in the Netherlands to submit a plea note when pleading a case in court, participants were also required to
include a plea note (i.e., a memorandum of oral pleading) for both tasks. Participants were informed that both the work
that they carried out in both the compulsory learning task and the transfer task (i.e., their pleas and results from other
assignments such as the plea inventory and the plea note) were going to be used for summative evaluation. Finally,
they were required to return the completed background questionnaire, time sheet, and rating scales in a stamped
self-addressed envelope along with electronically sending their logging results one week after completion of the
course. Participants were informed whether they did or did not earn the study/course credits.
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2.5. Data analysis and scoring

The experimenters extracted the plea inventory from the logging results and analysed logged study behaviour. Two
judges blindly and independently scored all participants’ word processed plea inventories and their videotaped pleas
using the performance measurement instruments. All efficiency measures were calculated using a procedure that
closely resembles the procedure described by Tuovinen and Paas (2004) for determining instructional condition
efficiency.

Efficiency was calculated as

ðPeEeTeMvÞ
ffiffiffiffiffiffiffi
ð4Þ

p

where P¼ performance, E¼mental effort, T¼ time on task, and Mv¼motivation.
The P, E, T, and Mv scores on all variables are standardized (the total mean was subtracted from each score and the

result was divided by the standard deviation), giving z-scores for each variable. This score can be negative, in the case
that the sum of normalized scores for mental effort, time on task and motivation is greater than the normalized score
for the performance. Although a negative group score mean indicates a lower value for efficiency than a positive group
score mean, this does not necessarily mean that a negative group score mean is less efficient than a positive group score
mean, it depends on the distance between the two group score means and the values for the standard deviation. Fur-
thermore, there can also be a significant difference between two positive group score means or between two negative
group score means.

3. Results

The collected data for determining computer literacy and attitude towards learning with computers showed no dif-
ferences between conditions. First, none of the participants had prior plea experience, which was concluded from the
collected background questionnaire data for prior plea experience. Second, participant comparability with respect to
domain knowledge was assured because first year Law curricula of all Dutch universities are virtually identical with
respect to both courses taken and textbooks used, and all participants were only in their sophomore year. Finally, the
randomised set-up of this study ruled out the possibility of a prior knowledge domain knowledge effect if any differ-
ences remained. Analysis of logging results showed that the conditions did not differ with respect to the use of either
the supportive information or the support tools included in the general introduction to pleading a case, spent compa-
rable study time on the general introduction (approximately 15 study hours), etc., indicating that the study behaviour
for all groups was similar and as expected. Analysis of logging results also indicated that all participants did not skip
any phases during whole-task execution and did not spend any time on the non-compulsory learning tasks.

3.1. Performance

The mean performance results for the learning task, the transfer task, and the plea inventory are summarised in
Table 2.

Table 2

Performance on the learning task, transfer task, and plea inventory

Low number of phases High number of phases

No questions (n¼ 21) Questionsa (n¼ 18) No questions (n¼ 22) Questions (n¼ 21)

M SD M SD M SD M SD

Learning task* (1e7) 6.19 0.87 5.94 0.73 5.41 0.96 5.33 1.24

Transfer task (1e7) 3.29 0.85 3.39 0.61 3.19 0.51 3.14 0.73

Plea inventory** (1e4) 1.90 0.62 2.38 0.50 1.86 0.56 2.57 0.68

*p< 0.01 for the number of phases; **p< 0.001 for availability of driving questions.
a Only 16 of 18 plea inventory results were collected for this condition.
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With regard to the learning task, ANOVA revealed a significant main effect for the number of phases on the per-
formance of the learning task plea, F(1, 78)¼ 10.39, MSE¼ 0.95, p< 0.01, h2¼ 0.12. Students in the conditions with
less phases (M¼ 6.08, SD¼ 0.16) significantly outperformed students in the conditions with more phases (M¼ 5.37,
SD¼ 0.15) (max¼ 7). There was no main effect for driving questions and there was no interaction.

With regard to the transfer task, results on the performance of the transfer task plea revealed neither significant
main effects nor interaction effects.

With regard to the quality of the plea inventory, ANOVA revealed a main effect for driving questions, F(1,
76)¼ 19.02, MSE¼ 0.36, p< 0.001, h2¼ 0.20. The conditions with driving questions (M¼ 2.47, SD¼ 0.61) signif-
icantly outperformed the conditions without driving questions (M¼ 1.88, SD¼ 0.59) (max¼ 4). There was no main
effect for the number of phases and there was no interaction.

3.2. Time on task, mental effort, and motivation

The mean results for time on task, mental effort, and motivation are summarised in Table 3.
With regard to the learning task, there was a marginally significant effect for the number of phases on time on task,

F(1, 78)¼ 3.81, MSE¼ 152045, p< 0.1, h2¼ 0.05. The conditions with less phases spent less time on task
(M¼ 940 min, SD¼ 306) than conditions with more phases (M¼ 1107 min, SD¼ 449). There were no effects for
the number of phases on mental effort and motivation. There was also no main effect for driving questions, and no
interaction effects on time on task, mental effort and motivation.

With regard to the transfer task and the plea inventory, there were no significant main effects and no interaction
effects on either of the dependent variables.

In sum, ANOVAs revealed neither significant main effects nor interaction effects on mental effort or motivation.
Participants reported an average mental effort, ranging between 5.00 and 6.20 (max¼ 9) for all three tasks in all con-
ditions. Participants in all conditions were highly motivated when working on the learning task and the transfer task,
and preparing their plea inventory, with motivation scores ranging between 5.29 and 5.89 (max¼ 7).

3.3. Task efficiency

The mean efficiency results for learning task, learning plea, and plea inventory are summarised in Table 4. As men-
tioned earlier, efficiency was calculated as (P� E� T�Mv)/O(4), where P¼ performance, E¼mental effort, T¼
time on task, and Mv¼motivation. The P, E, T, and Mv scores on all variables were standardized (the total mean
was subtracted from each score and the result was divided by the standard deviation), giving z-scores for each variable.

Table 3

Time on task (in minutes), mental effort and motivation on learning task, transfer task, and plea inventory

Low number of phases High number of phases

No questions (n¼ 21) Questions (n¼ 18) No questions (n¼ 22) Questions (n¼ 21)

M SD M SD M SD M SD

Learning task

Time on task 933 274 947 348 1048 453 1170 446

Mental effort (1e9) 5.77 1.03 5.35 1.15 5.54 0.94 5.45 0.88

Motivation (1e7) 5.34 0.83 5.29 0.79 5.51 0.70 5.64 1.00

Transfer task
Time on task 351 177 360 174 425 309 411 213

Mental effort 5.70 1.74 5.42 1.27 6.20 1.45 5.48 1.41

Motivation 5.45 0.78 5.57 0.88 5.89 0.69 5.64 0.84

Plea inventory

Time on task 210 84 208 115 175 103 172 77

Mental effort 5.19 1.57 5.00 1.88 5.14 1.32 5.10 1.22

Motivation 5.57 0.82 5.46 0.98 5.61 0.86 5.41 0.89

Notes: Time on task based upon self-report. Mental effort is measured on a 9-point rating scale (Paas et al., 1994). Motivation is measured on a three-

item 7-point rating scale (Maynard & Hakel, 1997).
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With regard to learning task efficiency, ANOVA revealed a main effect for the number of phases, F(1, 78)¼ 4.51,
MSE¼ 99.92, p< 0.05, h2¼ 0.06. The conditions with a lower number of phases (M¼ 2.71, SD¼ 8.04) were more
efficient than the conditions with a higher number of phases (M¼�1.97, SD¼ 11.38). There was no main effect for
driving questions and no interaction effect.

There were neither significant main effects nor interaction effects for transfer task efficiency.
On the plea inventory efficiency, contrary to our expectations, ANOVA did not reveal a significant main effect for

driving questions. There was no main effect for the number of phases and no interaction.

3.4. Satisfaction/ perceived efficacy

There was no main effect for number of phases and no interaction on user satisfaction with feedback (see Table 5).
ANOVA indicated a significant main effect for driving questions, F(1, 78)¼ 4.24, MSE¼ 0.18, p< 0.05, h2¼ 0.05.
Those in conditions with driving questions (M¼ 3.31, SD¼ 0.41) reported being significantly more satisfied with
feedback than those where there were no driving questions (M¼ 3.12, SD¼ 0.43).

Finally, there were no significant main or interaction effects for adequacy of the number of phases, opinions on
efficacy (‘I’ve learned to conduct a plea’), and opinions on the relevance of the supportive information.

4. Discussion

This study examined the effect of the number of phases and the availability of driving questions on both task per-
formance and task efficiency. The results reported here show a main effect for the number of phases on both learning
task performance and efficiency. A lower number of phases in learning to solve complex whole tasks led to both higher
performance and greater efficiency. There were no differences between the conditions for transfer task performance
and efficiency. These findings are in line with earlier research in which only the number of phases was varied (Na-
dolski, Kirschner, & van Merriënboer, 2005), where the low number of phases in the current experiment is comparable
to the intermediate number of phases in the previous one and the high number of phases is the same as in the previous
one. That transfer task performance and efficiency were not influenced by the number of phases is probably due to the
fact that participants did not make use of the non-compulsory learning tasks provided. These tasks that were meant to

Table 4

Efficiency of the learning task, transfer task, and plea inventory

Low number of phases High number of phases

No questions (n¼ 21) Questions (n¼ 18) No questions (n¼ 22) Questions (n¼ 21)

M SD M SD M SD M SD

Learning task* 2.81 7.41 2.59 8.94 �0.43 11.64 �3.58 11.17

Transfer task 1.23 6.40 1.22 6.13 �1.63 10.95 �0.79 7.15

Plea inventory �1.24 4.57 �0.72 6.43 0.58 5.27 1.28 4.14

*p< 0.05 for the number of phases.

Table 5

Satisfaction and perceived efficacy of the training

Low number of phases High number of phases

No questions (n¼ 21) Questions (n¼ 18) No questions (n¼ 22) Questions (n¼ 21)

M SD M SD M SD M SD

Feedback* 3.05 0.44 3.24 0.41 3.18 0.42 3.38 0.40

Phase adequacy 5.20 1.32 4.78 0.94 5.18 0.73 5.33 0.97

Goal of practical 5.52 0.93 5.39 1.14 5.72 0.94 5.57 0.87

Supportive info 2.75 0.55 2.61 0.70 2.95 0.49 2.76 0.70

*p< 0.05 for availability of driving questions.

Notes: The scales were as follows: satisfaction with feedback (1¼ very dissatisfied, 4¼ very satisfied); phase adequacy (1¼ far too few phases,

4¼ perfectly all right, 7¼ far too many phases); goal of practical; the assertion ‘I’ve learned to conduct a plea’ (1¼ very strongly disagree, 7¼ very

strongly agree); supportive info: the assertion ‘the relevance of the supportive information’ (1¼ strongly irrelevant, 4¼ strongly relevant).
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offer variability of practice were not used for two possible reasons. First, participants might have used their experience
with the study time on the compulsory learning task as a reference, and thus might have regarded the execution of
these tasks to cost too much study time, that is in excess of the scheduled 60 study hours. Second, they might have
acted as a good ‘homo economicus’ always does, meaning that they only do what they are required to do in order
to maximize their own well being (Hirsch, Michaels, & Friedman, 1990). In this case this means that assessment drives
learning and since formal, summative assessment was limited to the compulsory learning task (i.e., one single whole
learning task) and the transfer task, they did the minimum amount of work for achieving this. Researchers agree that
transfer cannot be expected in such circumstances as there is not enough practice for the necessary schema acquisition
(Spiro, Coulson, Feltovich, & Anderson, 1988), too little variability in practice (Paas & van Merriënboer, 1994), and
not enough stimulation of mindful abstraction (Perkins & Salomon, 1989).

The results also show a positive main effect for driving questions on the plea inventory performance, which is one
of the phases in the whole learning task. The availability of driving questions did not e contrary to our expectations e
beneficially affect the efficiency of the plea inventory due to an unexpected greater time on task. Although participants
who had to proceed through more phases showed e as expected e a trend towards spending more time on the whole
learning task, an opposite trend was found for time on task on the plea inventory. This could be due to the position of
the plea inventory assignment in the whole set of instructional materials. In conditions with fewer phases, the plea
inventory is the first assignment, while in conditions with more phases it is the second assignment. Participants receiv-
ing the plea inventory as the first assignment might be inclined to invest more time than those receiving it as the second
assignment since, for them, it is their first opportunity to get acquainted with the whole task. The absence of an effect
of driving questions on both learning task performance and efficiency can be due to task characteristics and feedback
given at the completion of phases. In our study, the problem-solving process can be seen as a sequence of interdepen-
dent phases converging on a solution for the whole learning task. In fact, as feedback is provided after each phase, each
subsequent phase decreases the solution space for the whole task. Therefore, positive effects of driving questions are
expected to extinguish in subsequent phases. This explanation, in addition to the observation that participants did not
use the non-compulsory learning tasks, probably also accounts for driving questions not positively affecting transfer
task performance and efficiency.

No interaction effects were observed between the number of phases and providing driving questions. This may be
due to the relatively small sample size. In conjunction with a modest, probably too small, difference between the low
and the high number of phases this might have prevented the expected added value of driving questions to occur. A
second reason could be the previously mentioned decreasing solution space. An ethical note needs to be made here. As
was already mentioned in the introduction, this experiment was carried out in an ecologically valid ‘real’ learning
situation. Optimisation of research results by inclusion of a poor learning condition (i.e., where one can be fairly
sure that learning is suppressed, for example, by omitting feedback after completion of phases) was not an option
here. The learning materials with which we began could be considered to be ‘good’ and all of our four experimental
conditions had the function of ‘making the material better’.

Finally, the participants expressed satisfaction with the instructional materials and in general their satisfaction with
the quality of the instructional materials did not differ between the conditions, with the exception of those receiving
driving questions who were more satisfied with feedback than those not receiving driving questions. This difference
might be the result of these participants seeing a clear match between each driving question and its feedback. The
collected motivation data, however, show that this did not affect their inclination to study the material and this did
not affect the findings on the number of phases and the provision of driving questions.

The results obtained here give rise to several directions for future research, all of which should take place with
larger sample sizes. First, a set of varied learning tasks for practice could be made compulsory, making sure that par-
ticipants work on a set of learning tasks with high variability. Various studies have shown the benefits of such high
variability practice on transfer (Cormier & Hagman, 1987; Paas & van Merriënboer, 1994; Quilicy & Mayer,
1996; Shapiro & Schmidt, 1982; Singley & Anderson, 1989). Second, future experiments must further explore the
conditions under which driving questions lead to better performance and efficiency. These conditions appear to be
related to whole-tasks characteristics such as the size of the problem space (Newell & Simon, 1972), task complexity,
kind of solution (convergent vs. divergent), relationship between phases (interdependent vs. independent), and pro-
vision or omission of feedback after completion of the phases. For example, a study examining the effects of driving
questions within generative and creative brainstorming tasks could provide more insight into the value of driving ques-
tions since the solution space is much larger. Third, future studies must take into account that process support may be
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domain related (e.g., Amsel, Langer, & Loutzenhiser, 1991). It is expected that the findings here can be extended to
a domain with an ontology similar to that of Law. However, if the ontology of a domain is different, it is unclear if the
findings of the current study could be replicated.

A straightforward practical implication of this study is that process support should be provided for whole learning
tasks. One should split the whole task in a limited number of phases but not too many phases and provide feedback at
the completion of phases. Practical implications for the use of driving questions are less clear. In this study, it was
found that driving questions were only beneficial for early phases in problem solving, probably due to task character-
istics. Therefore, more articulated research with respect to driving questions is needed. A final consideration is that the
instructional material used presupposes that students have roughly the same prior knowledge and skills. However,
mental effort and time on task may provide good input for tailoring the instructional materials to individual students
while they are working with it via dynamic task selection. For instance, Salden, Paas, Broers, and van Merriënboer
(2004) claim that the best new learning task for a person who is reaching a high level of performance with a very
low investment of mental effort will be different from the best new learning task for a person who is reaching the
same level of performance with a very high investment of mental effort. Such approaches to personalized, student-
centered instruction not only provide whole tasks to students, but also offer the opportunity to build Multimedia Prac-
ticals that adapt their level of process support to individual learners.
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