
density increases. This is reasonable, since the cooling timescale of
the X-ray gas is long compared with the dynamical timescale of
the system (see above). Thus, from the X-ray derivation, the
average density in the region producing the bulk of the optical
emission lines should be no � nXT=To < 30±100 nX or about
1,700±5,000 cm-3. These values are consistent with the optical
model. The difference between the shock velocities in the optical
model and that derived for the X-rays could be real or could indicate
a somewhat lower X-ray temperature, T < 0:6 3 106 K. A consis-
tent theory of the emission from HH2H from optical through
X-rays appears within reach.

However, it is also possible that while the X-ray emission arises
from shock-heated post-shock ¯uid, the optical emission is domi-
nated by a reverse shock propagating back into the fast material
entering the HH2H region from the source (upstream) direction.
On a much larger and faster scale, reverse shocks23 are successful in
explaining emission from supernova remnants. If the fast-moving
upstream ¯uid is much denser than the downstream ¯uid before
entering the reverse shock, the reverse shock speed will be much
lower than the forward shock speed, and the post-shock material
will predominantly radiate in lower excitation ultraviolet, optical
and infrared lines. Deeper X-ray observations and nearly simulta-
neous optical images are needed to determine if the hot and
relatively tenuous X-ray plasma does indeed lie at the leading
(downstream) edge of the HH2H shock. M
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The formation of small crystallites is governed by two competing
factors: the free energy gained upon transferring constituent
atoms, molecules or colloidal particles from the metastable
liquid to the more stable solid, and the free energy needed to
create the surface area of the crystallite1. Because the ratio of
surface area to bulk is large for small particles, small crystallites
dissolve spontaneously under conditions where larger crystallites
are stable and macroscopic crystal growth occurs only if sponta-
neously formed crystallites exceed a critical minimum size. On
theoretical grounds1, the probability of forming such critical
crystal nuclei is expected to increase rapidly with supersaturation.
However, experiments show1,2 that the rate of crystal nucleation in
many systems goes through a maximum as the supersaturation is
increased. It is commonly assumed that the nucleation rate peaks
because, even though the probability of forming critical nuclei
increases with increasing concentration, the rate of growth of
such nuclei decreases. Here we report simulations of crystal
nucleation in suspensions of colloidal spheres with varying size
distributions that show that the probability that critical nuclei
will form itself goes through a maximum as the supersaturation is
increased. We ®nd that this effect, which is strongest for systems
with the broadest particle size distribution, results from an
increase with supersaturation of the solid±liquid interfacial free
energy. The magnitude of this effect suggests that vitri®cation at
high supersaturations should yield colloidal glasses that are truly
amorphous, rather than nano-crystalline.

Colloidal suspensions of identical, hard, spherical particles can be
either ¯uid or crystalline. At low densities, the ¯uid state is stable,
but when the colloids occupy more than 49.4% of the volume, a
crystalline phase should form2. In practice, several factors in¯uence
the crystallization of hard-sphere colloids. First of all, synthetic
colloids have a distribution of particle radii with a width that is
rarely less than 2±3% of the average radius. This non-uniformity of
size (`̀ polydispersity'') is known to affect the location of the freezing
curve. Simulations3 show that higher compressions are needed to
freeze a polydisperse suspension. Irrespective of the composition of
the coexisting ¯uid, the polydispersity of the crystal never exceeds
5.7%. Experiments on crystal formation in hard-sphere colloids
indicate that crystallization is suppressed in suspensions with a
polydispersity exceeding 12% (ref. 2). This must be due to kinetic
factors, as crystallization of strongly polydisperse suspensions is not
excluded on thermodynamic grounds.

Classical nucleation theory (CNT)1 offers a simple thermody-
namic explanation for why small crystal nuclei are less stable (that is,
they have a higher free energy) than the supersaturated parent
phase. CNTuses macroscopic arguments to estimate the free energy
required to form a crystallite. The decrease in free energy due to the
transfer of N particles from the metastable liquid to the solid state is
approximated as NDm, where Dm � msolid 2 mliquid is the difference in
chemical potential between the solid and the liquid state. The CNT
estimate for the free-energy cost involved in the creation of the
surface area A of the nucleus is gA, where g is the surface free energy
of the solid±liquid interface.

Owing to the competition between bulk and surface terms, the
Gibbs free energy DG(N) required to form an N-particle nucleus
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goes through a maximum at a value of N called the critical nucleus
size. For a spherical nucleus, the maximum value of DG(N) is:

DG* � �16p=3�g3=�rjDmj�2
�1�

where r is the number density of the crystal phase. The rate I at
which nuclei are formed depends exponentially on DG*:

I � k exp�2DG*=kT� �2�

where T is the absolute temperature, k is Boltzmann's constant and k
is a kinetic prefactor that is proportional to the short-time self-
diffusion constant of the colloids. The form of equation (2) does not
rely on the validity of CNT.

In the CNT picture, increasing the supersaturation (that is,
increasing jDmj) lowers the nucleation barrier. If g were indepen-
dent of jDmj, then DG* would always decrease with increasing
supersaturation. In experiments4±6 the rate of colloidal crystal
nucleation starts to decrease again for large supersaturations. This
effect is attributed to the decrease in the kinetic prefactor k: in order
to crystallize, colloidal ¯uids must be compressed beyond the
freezing curve. But eventually, the suspension will vitrify under
compression. This vitri®cation slows down the particle motion and

presumably reduces k in equation (2). A problem with this inter-
pretation is that recent experiments on colloidal crystallization in
micro-gravity have found evidence for crystallization at densities
that are well beyond the glass transition point7.

We performed Monte Carlo simulations to study the crystal-
nucleation barrier and the structure of the critical nucleus, as a
function of both polydispersity and supersaturation. As in the case
of monodisperse suspensions8, we ®nd that all critical nuclei have a
randomly stacked close-packed structure. During crystallization,
size-fractionation occurs3: the particles that make up the critical
nucleus are on average larger than those in the metastable liquid. At
®xed jDmj we ®nd that DG*, the height of the nucleation barrier,
does not depend on the polydispersity for polydispersities #5% (see
Fig. 1). As the polydispersity is increased beyond 5%, DG* increases
rapidly. This implies that the probability of a critical nucleus
forming is suppressed in polydisperse suspensions. It follows from
equation (1) (or actually, from its polydisperse equivalent) that, at
constant jDmj, the variation of DG* with polydispersity is due to an
increase of the interfacial free energy g. The increase of g with
polydispersity runs counter to Turnbull's suggestion that the inter-
facial free energy should be proportional to DH, the latent heat of
fusion1. For the systems that we studied, DH crosses zero at a
polydispersity of about 9%, where the liquid becomes denser than
the coexisting solid3. Yet, g clearly remains non-zero.

Surprisingly, the variation of DG* with jDmj is non-monotonic.
As jDmj is increased, the nucleation barrier goes through a mini-
mum (Fig. 1). This non-monotonic behaviour of DG* is due to the
increase of g with jDmj (Fig. 2). To illustrate this, let us approximate
the jDmj-dependence of g by g < g0�1 � ajDmj�. If we disregard the
slight jDmj-dependence of the solid density, it then follows from
equation (1) that DG* must go through a minimum when
jDmj � 2=a. The nucleation theorem9 suggests that the minimum
in DG* is due to the inversion of the number densities of the
polydisperse ¯uid and the crystal nucleus. In CNT it is usually
assumed that g is constant. A linear variation of g with jDmj has
been observed in inorganic glasses1, but there the constant a is
negative and hence there is no minimum in DG*. In other
systems10,11, non-monotonic behaviour of DG* is induced by a
hidden phase transition in the metastable phase.

The minimum value of DG* increases rapidly with polydispersity.
Using kinetic Monte Carlo simulations, we can estimate the value of
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Figure 1 Computed free-energy barrier for crystal nucleation of polydisperse suspensions
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Table 1 Supersaturation and volume fraction of polydisperse colloids

0% 5% 8.5% 9.5% 10%

Dm J Dm J Dm J Dm J Dm J
.............................................................................................................................................................................

0.339 0.5207 0.310 0.5344 0.385 0.5614 0.397 0.5697 0.382 0.5717
0.439 0.5277 0.349 0.5377 0.451 0.5673 0.465 0.5746 0.419 0.5738
0.538 0.5342 0.395 0.5414 0.512 0.5726 0.509 0.5782 0.455 0.5775

0.448 0.5456 0.728 0.5864 0.565 0.5808 0.587 0.5878
0.544 0.5528 0.833 0.5948 0.575 0.5828 0.959 0.6239

1.088 0.6145 0.616 0.5859
1.260 0.6212 1.125 0.6239

.............................................................................................................................................................................

Dm is the supersaturation and J is the volume fraction of the colloidal ¯uid. Pairs of values are given
for polydispersities in the range from 0% (left) to 10% (right). The polydispersities quoted in Table 1
and in Figs 1 and 2 are those of the metastable liquid.
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the kinetic prefactor8. We ®nd that, over the range of supersatura-
tions studied, the kinetic prefactors vary by at most an order of
magnitude (S.A. and D.F., manuscript in preparation). This means
that the variation in the rate of nucleation is dominated by the
behaviour of DG*. We estimate that, for colloidal particles with a
radius $500 nm, homogeneous nucleation will be effectively sup-
pressed (less than one nucleus per cubic centimetre per day) when
the polydispersity exceeds 10%. This ®nding has important impli-
cations for the morphology of polycrystalline colloidal materials.
Using a simpli®ed version of the analysis proposed in ref. 10 to
estimate the size of crystallites in a polycrystalline sample, it is easy
to derive that Rc, the average crystallite size at the end of a nucleation
experiment, should scale as exp�DG*=4kT�. Our observation of a
minimum in DG* thus implies the existence of a minimum in the
typical crystallite size. This should be experimentally observable.

We could only compute DG* if spontaneous nucleation did not
occur in the course of a simulation. In practice, this implied that we
could not study barriers lower than 15kT. As a result, we could not
test whether DG* in systems with a low polydispersity (less than
8.5%) also has a minimum. If we assume that at lower polydisper-
sities we can extrapolate the increase of g with jDmj to large
supersaturations, then we predict that a minimum in DG* should
occur even in nearly monodisperse systems. Again, this should be
experimentally observable, because we should expect to see the
formation of larger crystallites if the solution can be compressed
rapidly through the region where DG* is small.

There are two ways to interpret the experimental ®nding that
crystallization is not observed in suspensions with a polydispersity
greater than 12%: either crystals do not form, or they are too small
to be observed. Our simulations support the ®rst interpretation. In a
suspension of colloids with a 500-nm radius, we would expect10 to
see less than one crystallite per cubic centimetre, once DG* . 32kT.
In other words, under those conditions the colloidal glass is truly
amorphous.

Our predictions concerning the structure and free energy of
colloidal crystal nuclei can be tested experimentally. Recently, the
technique of confocal scanning laser microscopy has been used12 to
study the structure and size of critical crystal nuclei in dense
colloidal suspensions and would thus be perfectly suited to test
our predictions. Our prediction concerning the minimum in DG*
is even easier to verify. By visual inspection, one could verify
whether the crystallites that nucleate in strongly supersaturated
solutions are larger than those that form at lower supersaturations.
Over a decade ago, Pusey and van Megen produced images of the
morphology of polycrystalline hard-sphere colloids13 and similar
morphologies have recently been observed in a study of colloidal
crystallization in micro-gravity (Z. D. Cheng, W. B. Russel and P. M.
Chaikin, unpublished data). The observed increase of the crystallite
size at large supersaturations was attributed to heterogeneous
nucleation13, so a direct test of our prediction is still lacking. M

Methods
The simulation techniques that are required to compute the free energy of small crystal
nuclei have been described in earlier publications8,14. In the present work, we used
constant-pressure, semi-grand-canonical Monte Carlo (SGMC) simulations of the type
described in ref. 3. To eliminate possible ®nite-size effects, we used systems of 3,375
particles. Very long runs (up to 1:6 3 107 trial moves per particle), in combination with
parallel tempering8, were needed to ensure equilibration of the dense, polydisperse ¯uid.
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The use of individual molecules as functional electronic devices
was proposed in 1974 (ref. 1). Since then, advances in the ®eld of
nanotechnology have led to the fabrication of various molecule
devices and devices based on monolayer arrays of molecules2±11.
Single molecule devices are expected to have interesting electronic
properties, but devices based on an array of molecules are easier to
fabricate and could potentially be more reliable. However, most of
the previous work on array-based devices focused on two-termi-
nal structures: demonstrating, for example, negative differential
resistance8, recti®ers9, and re-con®gurable switching10,11. It has
also been proposed that diode switches containing only a few two-
terminal molecules could be used to implement simple molecular
electronic computer logic circuits12. However, three-terminal
devices, that is, transistors, could offer several advantages for
logic operations compared to two-terminal switches, the most
important of which is `gain'Ðthe ability to modulate the con-
ductance. Here, we demonstrate gain for electronic transport
perpendicular to a single molecular layer (,10±20 AÊ ) by using a
third gate electrode. Our experiments with ®eld-effect transistors
based on self-assembled monolayers demonstrate conductance
modulation of more than ®ve orders of magnitude. In addition,
inverter circuits have been prepared that show a gain as high as
six. The fabrication of monolayer transistors and inverters might
represent an important step towards molecular-scale electronics.

It has been shown that conjugated organic molecular materials
behave very much like conventional semiconductors and various
electronic devices have been demonstrated13,14. Although great
progress has been made, the knowledge of the conduction mechan-
ism on the molecular scale is not completely understood yet5.
Nevertheless, the possibility of three-terminal devices using a
benzene ring and other molecules has been proposed15,16 and an
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