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Samenvatting in het Nederlands

Klimaatverandering is een van de grootste uitdagingen van de mensheid vandaag de
dag. Hoe zal de aarde reageren op een stijging van de atmosferische broeikasgassen
die nooit eerder met dezelfde snelheid heeft plaatsgevonden? Klimaatmodellen pro-
jecteren dat de gemiddelde temperatuur en de zeespiegel op aarde zal stijgen, de
komende decennia en eeuwen.
Deze klimaatmodellen worden vaak gevalideerd met observaties uit de huidige tijd,
maar kunnen die modellen dan ook worden gebruikt om een ‘extreem’ klimaat te
representeren dat in de toekomst mogelijk is? Om een dergelijk ‘extreem’ klimaat
beter te begrijpen, kunnen uitkomsten van klimaatmodellen vergeleken worden
gedurende een periode uit het geologisch verleden, die het klimaat vertegenwo-
ordigen in een periode waarin het warmer was dan vandaag.

Helaas zijn er geen satelliet observaties beschikbaar voor de afgelopen 100 miljoen
jaar. De metingen van het klimaat in het verleden zijn meestal indirect (een proxy).
Een groot deel van de klimaatproxy’s komen uit microplankton. Microplankton zijn
kleine (∼ µm) organismen die vaak dicht bij het oppervlak van de oceaan leven
in een omgeving die zij fijn vinden. Deze microplankton zinkt (bijvoorbeeld na af-
sterven) naar de oceaanbodem, waar het in sedimenten eindigt en mogelijk gepre-
serveerd blijft. Zodoende eindigt het microplankton op de bodem van de oceaan, dat
als ‘archief’ kan worden gebruikt voor het bepalen van het klimaat aan het boven-
liggende oceaanoppervlak. Echter, het microplankton wordt getransporteerd door
oceaanstromingen tijdens zijn reis naar de oceaanbodem. Als resultaat van deze zi-
jdelingse verplaatsing, kan het zijn dat microplankton niet de bovenliggende oceaan
representeert, maar het oceaanoppervlak op een andere locatie.

In dit proefschrift onderzoeken wij hoe ver zinkend microplankton zijdelings kan
verplaatsen door de oceaan stromen tijdens de reis naar de oceaanbodem. Wij
proberen hiermee te achterhalen waardoor de distributies van microplankton soorten
in oceaan sedimenten bepaald wordt, en wat voor gevolgen dat heeft voor klimaat
reconstructies die gebruik maken van deze microplankton.

Deze techniek wordt toegepast in het late Eoceen (38 miljoen jaar geleden), dat
∼ 8◦C warmer was dan vandaag en de vorming van permanent ijs op Antarc-
tica vooraf ging (∼34 miljoen jaar geleden). Als er bijvoorbeeld subtropische mi-
croplankton soorten gevonden worden bij Antarctica in een dergelijke tijdsperiode,
dan zijn er twee hypotheses die getest kunnen worden met deze methode: (a)
Antarctica had een subtropisch klimaat in dit tijdsinterval of (b) Antarctica had geen
subtropisch klimaat en deze microplankton soort is vanaf een subtropisch gebied
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naar Antarctica toe getransporteerd door oceaanstromen.

Dit proefschrift gaat over microplankton deeltjes die op de bodem van de oceaan
liggen, die daarheen zijn getransporteerd door oceaanstromingen terwijl ze aan het
zinken waren. Wij bepalen (weer terug) waar deze microplankton deeltjes vandaan
zijn gekomen. Het doel is om hiermee te verklaren waarom er een discrepantie kan
bestaan tussen klimaatmodellen en klimaatproxy’s van het verleden. We bestuderen
zodoende het klimaat van het verleden (weer terug), om een idee te krijgen in wat
voor klimaat de mensheid in de toekomst (daarheen) terecht zou kunnen komen.
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CHAPTER 1
Introduction

“ Nothing in nature is random. A thing appears random only
through the incompleteness of our knowledge. ”

Spinoza
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Anthropogenic climate change is one of the greatest challenges for humanity today.
How does the Earth system react to the atmospheric greenhouse gas increase that
has never happened before with such speed in Earth’s history? So far, climate mod-
els project an increase of the global average temperature, sea level (Church et al.,
2013) and the number of ‘extremely’ warm days in the coming decades (Kirtman
et al., 2013) and centuries (Collins et al., 2013). Although it is clear that the Earth
is warming, uncertainty remains in the progression of those developments.

These climate models are inherently wrong (Box, 1976), but are they useful? Cli-
mate models give a proper representation of present-day climate, which we know
from validations with observations. These models, which contain fundamental phys-
ical processes and have been developed over the past decades, cannot be validated
in the increased greenhouse-climate of the future. We can however, compare the
models with observations of warmer climates in the past, which are similar to the
future climate, to get an understanding of these type of ‘extreme’ climates.

Although (unfortunately) no direct observations are available for the past hundred
millions of years, we do find indirect evidence about the past climate (for example
fossils or ice cores). These so-called proxies provide an archive of past climate and
can be used to compare with climate model simulations (Haywood et al., 2019). As
a result, the combination of models and proxies of past climate can be used to get
a better understanding of how a future climate, which is warmer than today, may
look like (Masson-Delmote et al., 2013; Tierney et al., 2020b).

A primary part of the Earth’s archive to reconstruct past climates is provided by ma-
rine sediments, consisting of (fossil remains from) microplankton. The microplank-
ton species in the bottom sediments originated from a location close to the ocean
surface before they started sinking to the bottom. Hence, microplankton at the ocean
bottom is representative of the ocean surface environment. It is often assumed that
these planktonic species sunk vertically downwards. However, the microplankton is
transported laterally by ocean currents during its sinking journey.

In this thesis, we investigate how sedimentary distributions of microplankton can be
explained. We determine how sinking microplankton is advected by ocean currents,
which may have great implications for the interpretation of sedimentary microplank-
ton data. For example, subtropical and (sub)polar microplankton species alternate
in sediment cores near Antarctica from 34 million years ago until the present-day
(Bijl et al., 2018). If subtropical microplankton species are found near Antarctica
in a specific time period, two hypotheses can be tested: (a) Antarctica had a sub-
tropical climate, or (b) Antarctica was not subtropical, but the microplankton were
transported laterally by ocean currents and originated from another region with a
subtropical climate.

We study microplankton particles at the ocean bottom, which got there after a sink-
ing journey, and determine their origin at the ocean surface back again. The ultimate
goal is to bridge a gap between the models, which represent the global climate, and
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1the measurements, representing the climate at specific geographic locations. As
such, we study past climates back again, to get an idea how we get there in the fu-
ture.

Two scientific disciplines meet in this thesis: one is about climate proxies (biol-
ogy) and the other is about climate models (physics). Therefore, we will give a brief
background on the biology and physics context. Then we formulate the research
questions and describe the full thesis outline.

1.1 Marine microplankton through the Cenozoic

If one is interested in how Earth’s climate develops the coming century, which past
time period is the best to study? Unfortunately, a time period which provides the
perfect analogue to the future climate does not exist (or is not known of). First,
such a perfect analogue must have had a similar state of the Earth system compared
to the pre-industrial period. This implies that atmospheric CO2 concentrations were
260-280ppmv and the Earth system (and its temperature) must have been in equi-
librium to these CO2 concentrations. Second, a perfect analogue requires a similar
increase in CO2 to what we are experiencing today since the pre-industrial period
(which did not occur with a similar speed in Earth’s past) (Lunt et al., 2013), in order
to investigate how the Earth system may respond to such a large atmospheric CO2

increase (i.e. the so-called transient response). Nevertheless, even if such a ‘perfect’
analogue would exist in the geologic record, the geography, bathymetry and land
surface were different in the past compared to the present-day, which complicates a
useful comparison between past and present climate.

Even though the perfect analogue of future climate does not exist in the past, the
Cenozoic (66Ma until the present-day; figure 1.1) is the most recent time period in
which the atmosphere contained similar CO2 concentrations to what the Earth may
experience the coming centuries. Hence, the Cenozoic contains time periods with
global mean temperatures which are similar to those in the future, if the climate
system fully responds to the increased CO2 concentration (i.e. the climate is near
equilibrium).
Some examples of Cenozoic climate analogues of the future are (Burke et al., 2018;
Lear et al., 2020):

• After the Cenozoic onset at 66Ma (also known as the dinosaur mass extinc-
tion; K-Pg boundary), temperature increases until the early Eocene climate
optimum (almost 16 ◦C warmer than today), after which it started cooling un-
til the present-day. The early Eocene provides an analogue for the year 2250
(in a future scenario with relatively low/no mitigation of carbon emmissions;
Fig. 1.1).

• The Eocene transits into the Oligocene (Eocene-Oligocene Transition; EOT)
when permanent ice emerges on Antarctica (34Ma; from here the δ18O signal
in Fig 1.1 is also determined by ice volume) (Baatsen, 2018). Late Eocene at-
mospheric CO2 is approximated to be 500-1200ppm (Anagnostou et al., 2016;
Beerling & Royer, 2011).
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• The Earth was ∼ 2◦C warmer than today during the Miocene (Steinthorsdottir
et al., 2021). The Miocene is an interesting future analogue, in particular
because transitions may occur in climate subsystems from 2◦C future warming,
which may accellerate global warming (Steffen et al., 2018).

• Atmospheric CO2 levels were similar to today in the Pliocene: An analogue
for the climate of the coming decades (Dowsett et al., 2012).

Numerous palaeoclimate proxy types have been used to recontruct past climates.
Some of these proxies are found on land (Nooteboom, 2011) and others in ice (Cook,
2010 has an extensive overview of palaeoclimate proxies). A large part of these cli-
mate proxies do not go far back in time (e.g. up to at most 1.5 million years ago for
ice cores; Parrenin et al., 2017). However, atmospheric CO2 concentrations in 2025
could be similar to CO2 values of around 3.3 million years ago (Ma) (Vega et al.,
2020). If one pursues to study the equilibrium climate with atmospheric CO2 con-
centrations representative of the year 2025 or later, we need climate proxies which
go back more than 1.5Ma.

Microplankton in ocean bottom sediments provide proxies with one of the most
extended reconstructions throughout the Cenozoic (Westerhold et al., 2020). These
reconstructions sometimes use relative microplankton species abundances (i.e. per-
centages of microplankton species at a sedimentary location), assuming that the sed-
iment sample content is determined by abiotic drivers such as temperature. Other
reconstruction types make use of isotope geochemistry, using for instance the rela-
tive presence of 18O compared to 16O isotopes in the fossil microplankton to recon-
struct temperature (δ18O; Epstein et al., 1953).

Although figure 1.1 uses benthic (i.e. deep-sea living) foraminifera, this thesis is
mostly about near-surface living microplankton: specifically planktic foraminifera
and dinoflagellate cysts. While these microplankton live in surface waters, their re-
mains sink. When found in sediment samples at the ocean bottom, they can be used
to reconstruct the surface ocean conditions where they originated from, such as Sea
Surface Temperature (SST) (Brassell et al., 1986; Dowsett et al., 2012; Houben et
al., 2012; Pearson et al., 2001; Schouten et al., 2002). It is the proxy signal from
these near-surface living microplankton types that are influenced by ocean advec-
tion during their sinking journey from the ocean surface to the bottom.

1.2 Palaeoclimate modelling

Proxies provide indirect measurements of past climate. For a long time, one has
tried to make sense of these proxy data: first by comparing the data with relatively
simple statistical-dynamical models, and later by comparing them with general cir-
culation models (GCMs) (Kutzbach, 1985; Phillips, 1956). GCMs make use of an
ocean and/or atmoshere which is defined as a three-dimensional grid of boxes that
communicate with each other and set up a circulation. As such, a GCM solves a set
of conservation equations on a discretized grid. Especially the GCMs became popu-
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lar as computational power increased, which allowed to include more components
(i.e. increasing the number of processes) and to increase the GCM complexity (i.e.
solving smaller scales). GCMs use parameterisations for the small scales that are not
resolved by the model (i.e. the sub-grid processes).

Roughly four factors determine the outcome of a GCM simulation. First, it is the
boundary conditions. These are fixed during a particular simulation, such as in-
coming solar radiation, and the heat flux at the ocean surface. Second, the initial
condition, which is the climate state from which the model starts simulating. The
initial state of the model simulation is in particular important if there are multiple
stable climate states, toward which the system can be attracted over time (Baatsen
et al., 2018a; Gent, 2018; Hawkins et al., 2011; Weijer et al., 2019). Third, the
model resolution (vertical and horizontal) determines to which level of detail the
model resolves processes. Fourth, the type of model determines how the model is
set-up, how many components of the climate system are included in the model and
how the unresolved processes (e.g. the formation of clouds) are parameterised.

State-of-the-art global palaeoclimate GCMs currently contain an ocean, atmosphere,
land surface and sea ice component which communicate with each other. The hor-
izontal resolution is not below 1◦ (∼100km) in the ocean and 2◦ (∼200km) in the
atmosphere (Hutchinson et al., 2018), which is limited by computational costs. Es-
pecially in palaeoclimate, GCM simulations are computationally expensive, because
equilibria have to be computed. These simulations are initialised by a crude initial
guess (i.e. initial condition), and run for thousands of model years until they are in
(quasi-)equilibrium (after spin-up). It is the equilibrium output which is compared
with the climate proxies (Lunt et al., 2013).

1.3 The middle-late Eocene

In this thesis we apply sinking Lagrangian particles to determine the lateral trans-
port of microplankton in the middle-late Eocene (38Ma). This time period preceedes
the Antarctic ice formation and rapid cooling during the EOT (∼34Ma). Originally,
the proposed mechanisms of the ice formation and rapid cooling during the EOT
are (a) the thermal isolation of Antarctica by tectonic opening of the Drake Pas-
sage (DP; between South-America and Antarctica) and the Tasman Gateway (TG;
between Australia and Antarctica), which resulted in a proto Antarctic Circumpolar
Current (ACC; Kennett, 1977; Raymo & Ruddiman, 1992), and (b) a cooling of the
atmosphere by declining CO2 concentration. Both mechanisms are thought to com-
pete with each other (Goldner et al., 2014), although both could have contributed
to the Antarctic glaciation.

Many palaeoclimate modelling studies exist of the middle-late Eocene (Hutchinson
et al., 2018; Tardif et al., 2020). The goal of many studies is to explain the Antarc-
tic ice formation and rapid cooling during the EOT (∼34Ma; Elsworth et al., 2017;
Gasson et al., 2014; Hill et al., 2013; Kennedy et al., 2015; Kennedy-Asser et al.,
2019; Kennedy-Asser et al., 2020; Ladant et al., 2018; Lunt et al., 2016), e.g. by
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1investigating the effect of gateway changes to ocean heat transport and hence the
thermal isolation of Antarctica (Baatsen, 2018; Tumoulin et al., 2020). Although
these changes in the palaeobathymetry were found to have a major impact on ocean
heat transport (Viebahn et al., 2016) and climate in general (Lunt et al., 2017; Starz
et al., 2017), increasing evidence exists that the drop in CO2 is the leading mecha-
nism of the two (Anagnostou et al., 2016; DeConto & Pollard, 2003; Houben et al.,
2019; Huber & Nof, 2006; Huber et al., 2004; Kennedy-Asser et al., 2020; Pearson
et al., 2009). Moreover, some issues remain with the thermal isolation mechanism
being an important contributor to Antarctic glaciation: the timing of gateway open-
ings is uncertain, and the effect of a changing bathymetry on ocean heat transport
is mainly regional (Viebahn et al., 2016) and may not be large enough to trigger ice
growth on a full continent (Huber et al., 2004). However, no GCM has been able to
simulate the full transition to permanent Antarctic ice.

The conclusions from these studies about the Antarctic glaciation at the EOT rely
on model-data comparisons. However, for a correct interpretation of the proxy data,
the lateral transport of sinking microplankton by ocean currents has to be taken
into account. One goal of this thesis is to build a framework where we can cre-
ate a comparison between model simulations of the middle-late Eocene and marine
proxy data, while taking into account the lateral advection of sinking microplank-
ton. Ideally, this framework could also be applied to other time periods, to explain
other outstanding questions than ice formation at the EOT, such as the occurrence of
subtropical microplankton species near Antarctica in the Miocene (Bijl et al., 2018).

1.4 Research questions and thesis outline

In this thesis, we aim to answer the following questions:
1. How much can the lateral transport of microplankton influence their sedimen-

tary species composition, and does this impact their relation with environmen-
tal variables at the ocean surface?

2. What is the impact of resolving eddies in an ocean model on sinking La-
grangian particles, and hence the modelled transport of sinking microplank-
ton?

3. Do model-data comparisons of past climates improve if an eddying ocean
model is used instead of a non-eddying model?

Here we provide the thesis outline that we use to answer these research questions.

In chapter 2 we explain the methods that are used throughout the thesis. These
include a description of the microplankton types that are studied, the method that
is used to determine the sinking particle trajectories in ocean models and the back-
ground on processes that determine the sinking speed of particles.

Present-day, state-of-the-art climate model simulations are the most realistic ones
(compared to those of the geologic past), since they are well tested with detailed
observations (often made with satellites). Hence, the present-day provides a test
case to compare sinking Lagrangian particles in these models with sedimentary mi-
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croplankton. In chapter 3, we determine how far microplankton can travel laterally
through transport by ocean currents in these models. We assess how much the sedi-
mentary microplankton signal (in terms of e.g. temperature) is biased, by comparing
the environment at their modelled origin location to the overlying surface. We also
provide a case study of a specific microplankton species (S.antarctica). We show that
S.antarctica represents a consistently colder environment than previously thought,
because it was transported towards sites that are relatively warm.

One result of chapter 3, is that microplankton transport by ocean currents is spatially
varying, which means that in some areas (e.g. near the Gulf Stream), sinking parti-
cles are transported far from their sedimentary location and can come from all kinds
of directions, while in other areas (e.g. near the centre of a gyre) there is barely any
lateral transport. In chapter 4, we investigate whether the spatially varying charac-
ter of this lateral transport systematically influences the sedimentary microplankton
composition. We use clustering techniques to determine oceanographically isolated
areas (i.e. where particles are less ‘mixed up’ during their sinking journey compared
to outside of these areas) and oceanographically disconnected areas. We show that
the sediment samples in isolated clusters often contain a less biodiverse sedimentary
microplankton composition and have a better statistical relation with surface envi-
ronmental variables compared to sediment samples outside of these isolated areas.

Next, we would like to apply these virtual Lagrangian particles in climate model
simulations which are representative of the past. However, state-of-the-art climate
models of the past typically use a lower resolution ocean grid (not below 1◦ hori-
zontally) compared to the resolution of present-day models (∼ 0.1◦ horizontally).
It is well known that this model resolution difference has major implications on the
modelled ocean velocity field, especially that a high-resolution model provides an
eddying flow field and a low-resolution model is non-eddying. In chapter 5, we test
the implications of using a low-resolution model on the trajectories of sinking La-
grangian particles. We also test if a parameterisation can mimic the effect of eddies
on sinking Lagrangian particles in the non-eddying low-resolution models.

The results from chapter 5 show that one should apply sinking Lagrangian parti-
cles in eddying ocean models, and we cannot use the non-eddying models of past
climates that have so far been available. Hence, in chapter 6 we perform the first
eddying simulations of the middle-late Eocene ocean (38 Ma). We investigate how
the increase of detail in the ocean model influences the sinking Lagrangian parti-
cles and its implications for comparison of the model with microplankton data. We
compare the sinking Lagrangian particles with Antarctic-endemic dinocyst species
occurrence, which provide a proxy for the regional flow. We also compare the model
simulations with sea surface temperature reconstructions. We show that the mis-
match between proxy data and non-eddying ocean models can be explained by the
lack of eddies in the ocean models.
We end the thesis with a summary of the answers to the research questions formu-
lated above and an outlook of future research that these answers imply in Chapter
7.
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Figure 1.2: Illustration of the planktondrift.science.uu.nl website in the South Atlantic (near
the Drake Passage). The black copepod points to the sedimentary release location. The red
dots represent the particle distribution of surface origin locations for this release location.
The histogram shows the distribution of sea surface temperature at the origin locations and
the moment that sinking particles start their sinking journey. The ‘parameters’ box contains
the particle release location of the copepod (◦E and ◦N), the OGCM used, the variable that is
shown in the histogram, the used sinking speed (m day−1) and the water depth at the release
location.

1.5 Website and code availability

Some of the results in this thesis consider sinking particles in ocean GCMs of the
present-day. In order to disseminate these results, we created an interactive website
(Fig. 1.2) where they can be accessed: planktondrift.science.uu.nl. Users of the
online tool can choose a location at the bottom of the ocean in a map, to obtain a
particle distribution of ocean surface origin locations of the particles that got there
after their sinking journey. Users can choose several parameters (e.g. the sinking
speed), and download the results. The website allows anyone who works with e.g.
sedimentary microplankton assemblages or plastic to see how the sinking particles
could be displaced laterally, and what the environment (e.g. sea surface tempera-
ture and salinity) is at the displaced location. Hence, the advection bias (chapter 3)
of the sedimentary assemblages can be determined in the present-day ocean.

We created github repositories with the code that can be used to reproduce the
results in this thesis. The URL to the github repository is added at the end of every
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chapter.
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CHAPTER 2
Sinking marine microplankton

background and methods
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2.1 The dinoflagellate cyst

In this thesis, we mostly focus on a specific type of sinking particle that is used for
climate reconstructions: The dinoflagellate cysts (dinocyst). Dinocysts are formed
by dinoflagellates, which are a common part of the ocean surface microplankton
community. Dinoflagellates are unicellular and have two flagella, which ables them
to swim (Fenchel, 2001) with a velocity in the order of 0.5 mm s−1 (Hwan et al.,
2011). This swimming velocity can be strong enough to swim against the ocean cur-
rents and stay in their typical habitat environment (Shulman et al., 2012; Smayda,
2002).

About 20% of the dinoflagellate species forms a cyst as part of their life cycle
(Bravo & Figueroa, 2014; Evitt, 1985). The cyst is a protective biopolymer wall
around the dormant dinoflagellate, in which it can sometimes survive up to a century
if necessary (Ribeiro et al., 2011). If the dinoflagellate survives in the environment,
it can also leave the cyst otherwise (Evitt, 1985). A cyst-producing dinoflagellate
loses its mobility at cyst formation. From that time onward, the cyst is sinking while
passively subject to ocean current transport until it reaches the ocean floor. As such,
hatching of the dinoflagelate leaves the cyst as a microfossil trace in the sedimentary
record if it is preserved.

It was shown that the composition of sedimentary dinocyst species relate to envi-
ronmental conditions at the ocean surface, which makes them useful for climate
reconstruction (Zonneveld et al., 2013b). For many cyst species, it is unknown
which dinoflagellate produces a specific cyst. As a result, ecologic affinity of a
dinocyst species in most cases cannot be derived from its biological producer, the
dinoflagellate. Hence, the relationships between the nonmotile cysts and surface
conditions are made independent of the taxonomy and biology of the motile di-
noflagellates. Both quantitative (Frieling & Sluijs, 2018; Marret et al., 2001) and
qualitative (Bijl et al., 2011, 2018; Cramwinckel et al., 2018; Crouch et al., 2014;
Houben et al., 2013; Sluijs et al., 2005, 2006) paleoceanographic reconstructions
based on dinocysts exist. These recontructions mostly use the species assemblages
themselves as being representative for surface environmental variables (e.g. sea
surface temperature or salinity), but also e.g. carbon isotopes that may be used to
reconstruct carbon dioxide concentrations (Sluijs et al., 2018). Next to environmen-
tal variables, other mechanisms also determine dinocyst distributions at the ocean
surface and in sediments such as ocean connectivity (Appendix D; chapters 3 and 4)
and microplankton species interactions (Lima-Mendez et al., 2015).

2.2 The planktic foraminifera

In addition to dinocysts, we also use another type of microplankton in some chap-
ters: Planktic foraminifera. During their life span, those zooplankton species can
control their buoyancy (Furbish & Arnold, 1997), to remain at their ideal depth
habitat while passively advected by ocean currents. Foraminifera grow a calcium
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Figure 2.1: Schematic of (a) the backtracking analysis, (b) of possible back-tracked particle
distributions and (c) of their temperature Probability Density Function (PDF), locally (LPDF)
and after backtracking (APDF). (a) Three-dimensional plot. The particles are released at the
sediment sample site at the blue cross and tracked back in time until the ocean surface is
reached. (b) Map view. The blue plus represents the location of the sediment sample site.
Red, black, and yellow are the backtracked locations in respectively the first, second, and
third oceanographic setting. The contours show the annual average sea surface temperature.
(c) The LPDF and the APDFs of sea surface temperature for the three backtracking scenarios
in (b). In the first oceanographic setting (red; APDF1), all backtracked particles come from
a warmer region, leading to a warm shift of the APDF with respect to the LPDF. The second
(black; APDF2) and the third (yellow; APDF3) oceanographic setting result in, respectively,
warm and cold tail with respect to the LPDF.

carbonate shell until they die and start sinking, and may end up in the sediments
if they are preserved. Similarly to the dinocysts, relative foraminifera species abun-
dances can be used for palaeoclimate reconstructions (Kucera et al., 2005). How-
ever, it is mostly the biogeochemical properties of the shell that are used for climate
reconstructions (Katz et al., 2010), for example the δ18O being a proxy for both sea
surface temperature and global ice volume.

The sedimentary signal from planktic foraminifera biogeochemistry that is used to
make palaeoceanographic reconstructions, is an accumulation of the shell isotopic
composition. This shell is build along the trajectory that foraminifera travel during
their life span. Hence, also the sedimentary foraminifera, and their biogeochemical
properties, might be representative of an environment different than the overlying
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surface of the sediment site (Boltovskoy et al., 2000; Sebille et al., 2015b; Weyl,
1978). Foraminifera have a high sinking velocity compared to dinocysts (∼100m
day−1 versus ∼10m day−1). Hence, their sedimentary composition is likely more
influenced by (near) surface currents, by which the foraminifera are advected dur-
ing the life span, compared to their advection during the sinking journey. Hence,
their biogechemical composition is mostly influenced by the average environment
that the foraminifera experience during this life span.

2.3 Virtual sinking Lagrangian particles

The Lagrangian tracking method is specifically applied to the characteristics of the
dinocysts in this thesis. Particles are released at the bottom of the ocean and tracked
back in time until they reach the surface. As a result, a virtual particle is repre-
sentative of a dinocyst which is found at the bottom, and can be related to the
environment at the surface origin location of the particle after backtracking. Hence,
it is assumed that the dinoflagellate was in its habitat when it formed the cyst. It is
likely that this assumption is valid, since dinoflagellates are swimmers which tend to
stay in an environment they like, and the dinoflagellate dies and is not preserved if
it does not stay in this environment (it is the cyst that is preserved, not the dinoflag-
ellate).

The use of a single particle which is advected by ocean flow cannot be represen-
tative of a dinocyst, because it could end up in a lot of different locations due to the
turbulent nature of ocean flow and the chaotic character of the particle trajectories
(Regier & Stommel, 1979). Hence, particles are released e.g. every day for several
years at the ocean bottom, and tracked back in time along the three-dimensional ve-
locity field v⃗ (which is changing in time), until they almost reach the surface (10m
depth specifically; see Fig 2.1). The backtracking analysis results in distributions of
particles at the ocean surface and of the environmental variables (e.g. temperature,
salinity) at these locations (Fig. 2.1a, b). The resulting particle distributions allow
us to investigate the statistics of particle ensembles, rather than single trajectories,
which is often done in Lagrangian analyses (Sebille et al., 2018).

The particle distributions contain information of all possible dinocyst origin loca-
tions due to the flow transport. However, some of these pathways may not be rep-
resentative of a sedimentary dinocyst. An origin location in the model could be in
an environment where the cyst producing dinoflagellate does not occur in reality.
Because the productivity of dinocyst species is generally not known at the ocean
surface, we have to deal with a distribution which contains a larger habitat area
than the dinocyst may have in reality.

The velocity field is provided by a general circulation model on a grid with a specific
time resolution (∼daily in this thesis). The velocity field at the particle location is
determined with Parcels (Delandmeter & Sebille, 2019a; Lange & Sebille, 2017a),
by interpolation. The particle is advected in time steps ∆t (∆t ∼10 minutes in this
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Figure 2.2: Illustration of the surface-bottom transportation matrix. The transportation ma-
trix contains the probabilities that a particle which is found in bottom box Bi came from box
Uj at the surface, for all (i, j).

thesis) by:

x⃗(t−∆t)︸ ︷︷ ︸
old position

= x⃗(t)︸︷︷︸
present position

+

∫ t−∆t

t

v⃗(x⃗, τ)dτ︸ ︷︷ ︸
flow transport

+ c⃗∆t︸︷︷︸
sinking

+ q⃗
√

2ν(x⃗)∆t︸ ︷︷ ︸
horizontal diffusion

, (2.1)

with x⃗(t) the three-dimensional position of the particle at time t, v⃗(x⃗, t) the veloc-
ity field at location x⃗ and time t, ∆t is the time step, and c⃗ =

(
0 0 −wf

)T
the

sinking velocity. This implementation neglects the minor effects of particle inertia
and Coriolis (Monroy et al., 2017). The flow transport is computed with a 4th order
Runge-Kutta scheme.

The last term of Eq. 2.1 is the stochastic horizontal diffusivity term (only used in
chapter 5). This term can be used to describe the particle advection due to processes
that occur on a scale which is too small for the model to resolve. q⃗ =

(
R1 R2 0

)T
represents white noise in the zonal and meridional direction (R1 and R2 are inde-
pendent of each other), with mean µR1 = µR2 = 0 and variance σ2

R1
= σ2

R2
= 1.

The strength of the diffusivity term is given by the eddy diffusivity ν(x⃗). It is often
described by: ν(x⃗) = csADm, where A is the surface area of a grid cell in the ocean
model and cs is a model-dependent constant. Dm can be given by all sorts of pa-
rameterisations (Nicoud & Ducros, 1999; Nicoud et al., 2011; Smagorinsky, 1963;
Vreman, 2004), and depends on the flow at the particle location.

One method to analyse the trajectories of the sinking particles (from Fig. 2.2) is
the ‘transportation’ matrix (T ). This matrix contains the probabilities that particles
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move from some location at the surface to some other location at the bottom. The
ocean bottom Y is divided into the boxes {Bi}Ni=1 and the surface of the ocean (or
any other horizontal layer within the ocean) Z is divided into the boxes {Uj}Nj=1

(see figure 2.2). Particles are released every five days at the bottom of the ocean at
uniformly distributed locations. The probability that a particle which is initialised at
the bottom in any box Bi, reaches the surface in box Uj within the total time period
considered is calculated according to:

Pij =
#{y : y ∈ Bi and T (y) ∈ Uj}

#{y : y ∈ Bi}
. (2.2)

Here T (y) : Y → Z maps a particle y which is released at the bottom to the surface
box where the cyst once formed at the surface. Hence Pij estimates the probability
that a particle which is measured in box Bi at the bottom comes from box Uj at the
surface where it once formed. This matrix allows us to investigate the validity of the
assumption that particles sink vertically to the bottom up to a degree of uncertainty
which is determined by the size of the boxes. Moreover, we can quantify the ocean
surface area that is spanned by a sediment sample site in any bottom box by sum-
ming over the surface area of the connected surface boxes, which also depends on
the choice of the box size. This box size is typically larger than the grid box sizes of
the ocean model that provides the velocity field, in order to reduce computational
costs.

2.4 The sinking speed of marine particles

One needs to choose a sinking velocity wf in Eq. 2.1 to represent a virtual sinking
particle. For specific individual dinocyst species, the sinking speed is 6− 11m day−1

according to lab experiments (Anderson et al., 1985) and it is ≳100m day −1 for
planktic foraminifera (Sebille et al., 2015b). Single dinocysts behave similar to fine
silt particles (Dale, 1976). However, several processes can increase or decrease the
sinking speed of these particles in the real world (Boyd et al., 2019; Stemmann et
al., 2004).

The sinking speed wf greatly influences the travel time of sinking particles from
ocean surface to bottom, and therefore their lateral transport in the backtrack anal-
ysis. It is worthwhile to explain the processes that influence wf and briefly review
the literature on estimations of the particle sinking speed in the ocean. We mostly
focus on mechanisms that determine the sinking speed of dinocysts here, because
the sinking speed of individual foraminifera is typically much higher than dinocysts.
Hence, foraminifera displacement is generally smaller during their sinking journey
compared to their life span (when it is advected by near-surface currents).

The particle sinking speed is determined by water properties (the water density ρf ,
the water (dynamic) viscosity µ) and particle properties (the particle shape, density
ρp and radius R). Stokes sinking is an often used approximation for the sinking
speed, which assumes a perfect sphere in a laminar flow (i.e. the Reynolds number
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Figure 2.3: Overview of literature where a range of sinking speeds is determined for sinking
particles in the ocean. The horizontal axis is logarithmic. The sinking speed of particles other
than dinocysts is also shown, because the sinking speed of dinocysts could be influenced by
interactions with the other particles by e.g. aggregation.
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Re = UR
ν < 1, with U the velocity scale of the particle relative to the fluid and

ν = µ
ρf

the kinematic viscoscity):

wf =
2

9

ρp − ρf
µ

gR2, (2.3)

with g the acceleration of gravity. More complex approximations of the sinking speed
exist if these assumptions do not hold, which include parameterisations for the effect
of turbulence (Jokulsdottir & Archer, 2016; Laurenceau-cornec et al., 2019), differ-
ent particle shapes (Elfasakhany & Bai, 2019; Lau et al., 2013; Laurenceau-cornec
et al., 2015), particle permeability (Johnson et al., 1996; Kajihara, 1971; Li & Yuan,
2002) and particle compression (Omand et al., 2020) on the sinking speed.

The water properties µ and ρf depend on the fluid temperature and salinity (Com-
mission, 2010; Sharqawy et al., 2010), which can generally be obtained by the
ocean general circulation model. Hence, the uncertainty of µ and ρf in Eq 2.3 is
determined by how well the GCM computed temperature and salinity compare with
reality. Both µ and ρf were measured to have a relevant influence on the sinking
speed (Bach et al., 2012; Ploug & Grossart, 2000). Particles were even found to
accumulate between density layers (Alldredge & Crocker, 1995; Macintyre et al.,
1995). However, this could only happen if the particle denstity is of a similar den-
sity to the water (ρf typically ranges between 1.000 − 1.040 kg m−3 (Sharqawy et
al., 2010)). The water properties µ and ρf generally slow down sinking particles at
great depth, since the deep ocean is colder and the pressure is higher compared to
the ocean surface and has a higher viscosity and density as a result (Wiebe et al.,
1976).

The greatest uncertainty of the dinocyst sinking speed however, is not induced by
fluid properties, but by characteristics of the sinking particle; especially due to the
interaction of a sinking dinocyst with other marine particles. Hence, the sinking
speed greatly depends on the community structure of plankton (Bach et al., 2016)
or even of the whole ecosystem (Henson, 2019), which determines the types and
amount of available particles. The formation of aggregates (Burd & Jackson, 2009)
could change the particle size, density and shape. These aggregates can form by
binding of the dinocysts with other particles, often with help of sticky substances
such as transparent exopolymer particles (Azetsu-Scott & Passow, 2004; Bach et al.,
2016). These sticky particles typically have a lower density than sea water, hence
require aggregation with heavy particles in order to sink (Azetsu-Scott & Passow,
2004; Mari et al., 2017). An aggregate could also form after digestion of the dinocyst
by other organisms (i.e. fecal pelletting). Moreover, if particle concentrations are
high enough, hindered settling could affect the sinking velocity (Middleton, 2003).
Hindered settling reduces the sinking speed of particles by an upward flow that is
induced by the downward particle flux.

As a result of these interactions between marine particles, the sinking speed will
likely change during the sinking journey of dinocysts towards the ocean bottom.
The aggregates could continue binding as the particles sink, but they can also fall
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apart (Jokulsdottir & Archer, 2016). Most measurements of sinking particles, but
not all of them (Nowald et al., 2009), show that the particle sinking speed increases
with depth (Berelson, 2002; Fischer & Karakas, 2009; Pilskaln et al., 1998; Villa-
Alfageme et al., 2016).

Due to the complexity of the interaction between sinking particles, studies find par-
ticle sinking speeds with orders of magnitude difference (see Fig. 2.3). A reason
for the disagreement between measurements of sinking particles could be that these
measurements were done in different areas, since the particulate organic carbon ex-
port flux and flux efficiency (i.e. flux relative to surface water primary production;
this efficiency is likely higher when primary productivity is relatively low (Henson,
2019)) is varying spatially (Buesseler et al., 2007; Cram et al., 2018; Tang et al.,
2019; Villa-Alfageme et al., 2016) due to varying ballasting effect of lithogenic par-
ticles (Rixen et al., 2019), or variations in particle composition (Schmidt et al.,
2014b).

There might be a bias of larger, fast-sinking particles contributing to the total mass
of particulate organic carbon that reaches the seafloor (Boyd et al., 2019; Riley et
al., 2012), although there might also not be (Alonso-González et al., 2010; Durkin
et al., 2015; Kiko et al., 2017; Villa-Alfageme et al., 2016). The contribution of
slowly sinking particles to the downward carbon flux could be relevant, which is
also why some biogeochemical models distinguish between slow and fast sinking
particles (Aumont & Bopp, 2006; Kriest & Oschlies, 2008; Yool et al., 2011).

Dinocysts have specific interactions with other particles in the water column. Hence,
the sinking speed of dinocysts could be different from typical marine aggregates.
For instance, it was shown at several locations, both marine snow (Alldredge et
al., 1998) and aggregates (Mudie, 1996) are devoid of dinocysts. Marine aggre-
gates could be devoid of dinocysts for two reasons. First, it was suggested that
zooplankton select against dinocysts for their lack of nutritional value (Montresor et
al., 2003). Second, formation of large particles is the consequence of surface water
primary production peaks (Schmidt et al., 2014b). It is unlikely that dinoflaggelates
encyst during these primary production peaks, since they reproduce asexually when
plenty of nutrients are available and return to dormancy when conditions worsen.
As a result, encystment will occur at times when surface water primary production is
low, and particles avoid the fast-track to the sea bottom in large particles. This was
clearly demonstrated for sediment trap studies in the Arabian Sea, where dinocyst
flux was highest in low primary production seasons (Pospelova et al., 2018). How-
ever, whether dinocysts sink as being part of marine snow could be species specific,
as was shown in areas with exceptionally high cyst fluxes (∼50,000 cysts per square
meter per day; (Bringué et al., 2018, 2019)).

Overall, the processes that govern the sinking speed of marine particles is complex,
especially if the specific role of dinocysts has to be taken into account. Therefore, we
generally study the sensitivity of results to different sinking speed scenarios in this
thesis. These scenarios will be greatly simplified. Mostly, we will choose a constant
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sinking speed in every scenario. Only in chapter 3 two scenarios are used where the
sinking speed increases with depth, in accordance with the measurements of sinking
particle velocities from (Berelson, 2002).
We mostly compare the lateral transport of virtual particles to data of sedimentary
dinocysts. However, the sinking speed of other types of microplankton could also
bias paleoceanographic reconstructions, such as planktic foraminifera (Sebille et al.,
2015b) and coccoliths (Zhang et al., 2018).
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Microfossils from plankton are used for paleoceanographic reconstructions.
An often-made assumption in quantitative microplankton-based paleoceano-
graphic reconstructions is that sedimentary assemblages represent conditions
of the directly overlying surface water. However, any immobile particle sinking
down the water column is subjected to transport by three-dimensional cur-
rents, which results in a lateral relocation along transport. We model dinoflag-
ellate cyst (dinocyst) transport in a high-resolution (0.1◦ horizontally) global
model of the present-day ocean, and compare ocean conditions in the simu-
lated origin of sedimentary particles to that in the directly overlying water.
We find that the assumption that sedimentary particles represent the overly-
ing surface waters is in most regions not valid. The bias induced by dinocyst
transport depends on ocean current strength and direction, aggregation of par-
ticles which could increase the sinking speed, and the sediment sample depth.
By using realistic sinking speeds of dinocysts and aggregates, extreme biases
up to approximately ±16◦C warmer or ±4PSU saltier are found, while other
regions show lower bias from particle transport. Our model results provide
a way to mechanistically and statistically explain the unexpected occurrences
of some dinocyst species outside of their ‘normal’ occurrence region, such as
the northerly occurrence of the allegedly sea-ice-affiliated dinocyst Selenopem-
phix antarctica. Exclusion of such outlier occurrences will yield better con-
strained ecological affinites for dinocyst species, which has implications for
microfossil-based quantitative and qualitative proxies for paleoceanographic
conditions. We recommend paleoceanographers to a priori evaluate the (paleo-
)water depth, oceanographic setting, current strength and particle aggregation
probability for their sedimentary microplankton assemblages.

3.1 Introduction

Dinoflagellate cysts show distinct bioprovincialism in the present-day globally (Zon-
neveld et al., 2013b), regionally (Matthiessen, 1997; Prebble et al., 2013), and for
long-extinct species during time intervals in the geologic past (Bijl et al., 2013; Bijl
et al., 2011). It was shown that the composition of sedimentary dinoflagellate cyst
(dinocyst) species relate to environmental conditions at the surface ocean, which
is used to reconstruct past oceanographic conditions. For many cyst species, it is
unknown which dinoflagellate produces a specific cyst. As a result, ecologic affinity
of a dinocyst species in most cases cannot be derived from its biological producer,
the dinoflagellate. Hence the relationships between the non-motile cysts and sur-
face conditions are made independent of the taxonomy and biology of the motile
dinoflagellates. Both quantitative (Frieling & Sluijs, 2018; Marret et al., 2001; Ver-
nal et al., 1992) and qualitative (Bijl et al., 2011, 2018; Cramwinckel et al., 2019;
Crouch et al., 2014; Houben et al., 2013; Sluijs et al., 2005, 2006) paleoceano-
graphic reconstructions based on dinocysts exist.

Quantitative reconstructions using transfer functions of modern analogues have
been instrumental to reconstruct past-ocean conditions (Datema et al., 2017; Matthiessen,
1997; Vernal et al., 1992). Transfer functions are based on the assumption that
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a sedimentary microfossil assemblage composition explains part of the variability
of environmental conditions. Transfer functions are used to calculate these rela-
tionships using a present-day core top dataset which includes surface sediment mi-
crofossil data and compares these to the environmental conditions inferred from
the directly overlying water. This technique has also enabled to assess paleoceano-
graphic affinities of extinct dinocyst species, by comparing their relative abundance
to proxy reconstructions of past sea surface temperature (SST) in the same samples
(De Schepper et al., 2011).

However, applications of these quantitative techniques have large uncertainties or
scatter in some regions (Prebble et al., 2013), or show unrealistic values in past time
intervals, e.g. near New Zealand (Marret et al., 2001). This induced large error bars
of uncertainty and also reduced confidence in using these techniques to reconstruct
past oceanographic conditions. Some challenged the quantitative methods on eco-
logical grounds (Dale et al., 2002) and others on statistical grounds (Telford & Birks,
2009). However, sediment trap measurements indicate that sinking particles could
be transported laterally (Chen et al., 2012; Fahl & Nöthing, 2007; Honjo et al.,
1982). The lateral particle transport in these sediment trap studies could occur dur-
ing their trajectory from the surface to the bottom of the ocean. Another view for
dinocysts however, is that they are mainly transported after resuspension, and the
cysts in the deep ocean reflect a specific biogeographic zone in shallow coastal wa-
ters (where most cysts appear) (Dale, 1996). Nevertheless, the lateral transport of
the sinking cysts by ocean currents could induce a major uncertainty on their use as
a proxy of local environmental conditions.

Sea surface temperature is suggested as the variable that explains most of the dinocyst
distributions by multivariate statistics on a global dataset of sedimentary distribu-
tions (Zonneveld et al., 2013b) (which comprises dinocyst assemblage data from
2405 surface sediment sites), and the average surface oceanographic properties of
the overlying water. Nevertheless, this relationship shows profound scatter, also for
specific dinocyst species. Of course, some dinocyst species will have a more stringent
temperature range than other (more generalistic) species. However, the scatter is
a commonly seen feature, and particularly the broad tailing of species’ temperature
affinity (towards the cold and/or warm end). Although it could be that dinocysts
have relatively broad temperature tolerances, perhaps other factors also play a role
in the dinocyst-environmental relationships.

To illustrate the potential of these transportation effects, one can perform a quick
calculation. If a sedimentary cyst sunk to 4 km depth, at 11 m day−1 (which is a
typical sinking speed for dinocysts according to Anderson et al., 1985) through the
water collumn with an average horizontal ocean flow speed of ∼5 cm s−1, it took
almost 1 year before the dinocyst reached the ocean floor and could be displaced
by up to 1570 km from its location at the surface. The bias could have major ef-
fects on the ability to use sedimentary dinocyst assemblages as proxy for surface
ocean conditions. By understanding the surface origin of the cysts in the sediment
and quantifying the biases and regional variations of the effects of lateral transport
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during sinking, improved relations between cyst species occurrence and sea surface
conditions can be obtained.

Ocean models have over the recent years become increasingly sophisticated: OGCMs
resolve eddies (Marzocchi et al., 2015) and coupled biogeochemical models provide
more properties of the ocean (Aumont et al., 2015; Yool et al., 2013). Together with
Lagrangian particle tracking techniques (Sebille et al., 2018) the high-resolution
ocean models enable quantitative assessment of the biasing effects of lateral trans-
port of sedimentary microfossil assemblages. These developments have now offered
the opportunity to assess the bias potential of lateral transport in sedimentary plank-
ton assemblages.

Here, we investigate the potential bias of the relationship between dinocysts (as
example of any microplankton fossil group) and surface conditions that can be in-
duced by the lateral cyst transport by ocean currents in the present-day. We will
refer to this bias as the ‘advection bias’ (AB). We will present and discuss the re-
gional difference in the AB. Moreover, we examine the sensitivity of the AB to the
sinking velocity assumptions. The local magnitude of the effect of ocean currents on
sedimentary cyst distributions will be quantified.

Section 3.2 describes the data and methods which are used to model and analyse
the transport of the cysts. The first part of sectio focuses on the global scale. We de-
termine the geographic regions where particle transport is important and perform a
sensitivity analysis of these results to the sinking velocity of the cysts. In the second
part of section 3.3, an analysis of the AB is done for a specific location near Antarc-
tica and a specific species (S. antarctica). Finally, section 3.4 provides a summary
and a discussion on the implications for microplankton-based paleoceanography.

3.2 Data and Methods

3.2.1 Ocean flow field data

We make use of ocean model simulations to propagate virtual particles. OGCM
for the Earth Simulator (OFES) (Chi et al., 2018; Masumoto, 2010; Masumoto et
al., 2004; Sasaki et al., 2008) provides a three-dimensional flow field for the years
2000-2005 from the edge of the Antarctic continent at 75◦S to 75◦N with 3-daily
output. Since the model has no output north of 75◦N, we only show results up to
70◦N in this chapter. The flow field from OFES is used to calculate the trajectories of
sinking particles (similar to Sebille et al., 2015b). Moreover, OFES includes a three-
dimensional temperature and salinity field, which are environmental variables that
influence the habitat of a dinoflagellate. The model has a 0.1◦ horizontal resolution
with 54 vertical levels and is forced by the National Centers for Environmental Pre-
diction (NCEP) wind and heat/freshwater flux fields.

To study the model dependence of the results, we performed the same analysis with
another model: Nucleus for European Modelling of the Ocean (NEMO) (Madec,
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2016; Storkey et al., 2014; Uotila et al., 2017) for the same years (2000-2005)
(http://opendap4gws.jasmin.ac.uk/thredds/nemo/root/nemo_catalog.html). The
NEMO model has a higher horizontal resolution compared to OFES (1/12◦ hori-
zontally) and 75 vertical layers. The output of this model is 5-daily. Furthermore,
it includes the Arctic, as the model uses a tripolar grid which solves the singularity
at the north pole. However, we only consider results south of 70◦N as is done for
OFES, to be able to compare the NEMO and OFES simulations. The tripolar grid
makes interpolation and calculation of the particle trajectories more difficult, but
this is recently made possible (Delandmeter & Sebille, 2019a). The results of the
analysis from NEMO can be found in the supporting material.

The spatial resolution of the OFES and NEMO models is high enough to resolve
meso-scale eddies. The eddies are important to realistically resolve the dynamics of
the ocean currents. For example, the 0.1◦ is seen as a threshold to realistically sim-
ulate the seperation location and other features of the Gulf Stream (Hecht & Smith,
2013). Moreover, eddies are important for the transport of dinocysts, as is the case
for the transport of heat (Volkov et al., 2008), salt (McWilliams et al., 2014) and
floating particles at the surface (such as microplastics) (Fraser et al., 2018). Fur-
thermore, the temporal resolution of the OFES and NEMO model outputs is high
enough to calculate the particle trajectories within the flow field. To apply a three-
dimensional Lagrangian tracking method, the output of the model results must be
of high enough temporal resolution (at least 9-daily for ∼ 0.1◦ horizontal resolution
(Qin et al., 2014)).

3.2.2 Particle tracking and analysis

Although it is unlikely that dinocyst sink via large aggregates, it remains challenging
to realistically and adequately incorporate the observations on sinking speeds into
our simulations (see chapter 2). In order to evaluate the effect of sinking speed
assumptions on the advection bias (AB), we perform a sensitivity test by which we
simulate particle transport under a suite of realistic constant sinking speeds of both
individually sinking dinocysts (6-11 m day−1; Anderson et al., 1985) and aggregates
(Berelson, 2002). Moreover, aggregates seem to increase sinking speed with water
depth (Berelson, 2002), probably due to increasing size and mass of the aggregates,
and decrease of buoyancy. In order to investigate this scenario, we also perform
two simulations (SC1 and SC2) where we make the sinking speed C⃗ (z) of a particle
dependent on the depth of the particle (z), as follows: In SC1, the sinking speed is
6 m day−1 between 10 − 100m depth, and increases linearly between 100 − 2000m
up to 45 m day−1. SC2 is similar to SC1, but the sinking speed increases further
between 2000 − 3500m depth up to 65 m day−1. So the sinking speed in SC1 and
SC2 are respectively defined as:

C⃗1 (z) =


6 10m < z ≤ 100m
6 + (45−6)(z−100)

2000−100 100m < z ≤ 2000m
45 z > 2000m

,



3

32 | Chapter 3 – Transport bias by ocean currents in sedimentary microplankton assemblages of the
present-day

C⃗2 (z) =


6 10m < z ≤ 100m
6 + (45−6)(z−100)

2000−100 100m < z ≤ 2000m
45 + (65−45)(z−2000)

3500−2000 2000m < z ≤ 3500m
65 z > 3500m

.

The sensitivity study provides ways to portray the bias effect for various sinking
speeds, making our simulations applicable to any particle. We apply SC2 as the
most plausible sinking speed scenario for dinocysts. A constant sinking velocity of
6 m day−1 (see Figures S1, S3, S5, S6, S7, S8, S9 of the supporting material) is
considered as an upper bound of the magnitude of the lateral particle transport,
because the lateral particle transport is expected to decrease if the sinking speed
increases and 6 m day−1 is the lower bound of individually sinking cysts (Anderson
et al., 1985). The sinking scenarios ignore any seasonal dependence of the sinking
speed and the dinocyst productivity.

Once the virtual dinocysts are tracked with a certain sinking scenario and encyst-
ment depth, the AB has to be determined. The ocean surface water conditions where
the cysts come from (i.e. where the model simulates the encystment location) are
compared to the environment in the surface waters above the release location at the
bottom (where cysts are found in a sediment sample). We express environmental
conditions at the surface as probability density functions (PDF). The first PDF is in-
ferred from the values of the environmental variable at the surface where the virtual
particles first reach the encystment location (10m water depth) in the model. This
type of PDF is refered to as the ‘advection PDF’ (APDF). The second PDF can be de-
termined from the environmental variable that evolves in time at the fixed surface
location overlying a sample site. This PDF is refered to as the ‘local PDF at a fixed
location’ (LPDF) (blue in the figures throughout the chapter).

In this chapter, we use two measures for the AB (AB1 and AB2) between the APDF
and the LPDF. AB1 and AB2 are defined as the difference between tail of the APDF
with respectively the LPDF’s mean (often used in quantitative and qualitative meth-
ods) or the LPDF’s tail (part of the difference between APDF tail to LPDF mean
which is caused by lateral particle transport). We define the tail by the 5th or 95th

percentile. Hence we use the following measures for temperature AB:

AB1warm = percentile(APDF, 95)− µLPDF ,

AB1cold = percentile(APDF, 5)− µLPDF ,

AB2warm = percentile(APDF, 95)− percentile(LPDF, 95),

AB2cold = percentile(APDF, 5)− percentile(LPDF, 5),

where µPDF is the mean and percentile(PDF, k) is the kth-percentile of the PDF.
The tail of the APDF informs about the environmental conditions of far-travelled
particles. The tails of the APDF are used here as a measure of the AB for two
reasons. First because we only model the area where the cysts in a sediment core
could have come from as a result of the transport by ocean flow. In reality, the
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productivity of dinocysts at the surface is not uniform in space and time, and the
dinocysts do not necessarily originate from the model predicted locus (e.g. because
the ecological preference of the dinocyst does not agree with the model predicted
locus). Therefore, we use the tail to obtain a confidence interval with a lower and an
upper bound of species properties in a sediment sample. Second, transfer functions
of modern analogues, which quantitatively relate sedimentary dinocyst assemblage
data to environmental conditions, are very sensitive to extreme occurrences (i.e.
occurrences of species outside of their typical habitat with low abundance), and
therefore greatly affect the reliability of the proxy (Ohlwein & Wahl, 2012).

3.3 Results

We first distinguish regions where lateral particle transport is important from those
where it is not. Furthermore, we perform a sensitivity analysis on sinking speed
to account for uncertainties in our assumptions on sinking behaviours of dinocysts.
Then we show one case study of a specific sediment sample site with a relatively
large AB. Finally, we indicate what kind of implications the particle transport could
have for the interpretation of dinocyst species and their ecological affinities.

3.3.1 Global analysis

We first investigate the lateral transport of the particles using the transportation ma-
trix, without considering the AB of environmental variables. In general we find a
relatively small effect of the particle transport by currents at shallow water depths
(Figure 3.1). At those areas, most released particles come from the overlying surface
gridbox (Figure 3.1a), a sediment sample relates to a relatively smaller surface area
(Figure 3.1b) and the average traveled horizontal distance of particles released in
the bottom boxes is lower (Figure 3.1c). Hence the assumption that particles sink
vertically to the bottom is more plausible in shallow, continental shelf areas.

The lateral particle transport is relatively large in deep ocean basins, and further
enhanced near strong currents, such as the western boundary currents and near the
Antarctic Circumpolar Current (ACC). The large surface area (Figure 3.1b) is hori-
zontally distant from the release location at the bottom at the ACC, because the ACC
strongly transports the particles eastward and the travel distance is large (Figure
3.1c). On the other hand near western boundary currents, the surface area is closer
to the release location, because the vertically-integrated currents are weaker com-
pared to the ACC. Locations with relatively large lateral (latitudinal) travel distances
that are mapped to a small surface area are rare, because the large travel distances
require strong currents, and strong currents are often accompanied by eddies. These
eddies increase the variability of the direction and strength of transport pathways,
and therewith the surface area which is mapped to a bottom box.

Changing the sinking speed assumption for the particles does not affect the geo-
graphical structure of where the lateral transport is important. However, the sink-
ing speed assumption does influence the magnitude of the lateral particle transport
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Figure 3.1: Transportation matrix results with 2◦×2◦ surface and bottom boxes with sinking
scenario SC2: Geographic plot (left) and scatterplot against depth of the bottom boxes (right).
(a) The probability that a particle ends up in the same box at the surface as it is released at
the bottom (the diagonal of the transportation matrix). (b) The surface area of all grid boxes
at the ocean surface that a bottom box is connected to. (c) The average horizontal distance
between the release location and the backtracked encystment location (averaged for a bottom
box). See Figures S5 and S6 of the supporting material for the same figure with 6m day−1

sinking velocity instead of SC2.
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Figure 3.2: Sensitivity analysis of the results in Figure 3.1 versus sinking speed. (a) Illustra-
tion of the sinking speed scenario’s (with constant sinking speeds and SC1, SC2 with sinking
speed dependent on depth) which are used in the sensitivity analysis on sinking speed (note
that the horizontal axis is logarithmic). Boxplots show the 5th, 25th, 75th and 95th percentile
around the median of (b) the probability that a particle ends up in the same box at the surface
as it is released at the bottom (diagonal of the transportation matrix), (c) the surface area of
all grid boxes at the ocean surface a bottom box is connected to (including outliers), (d) the
average travel distance from a bottom box. For all defined bottom grid boxes as in Figure 3.1
in the ocean (blue) and for the locations of present-day surface sediment samples (orange).
The red diamonds are the mean of the distribution.
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Figure 3.3: The tails of the APDFs which include advection with SC2 compared to the local
average (mean LPDF). The local average is subtracted from the (a) 5th and (b) 95th percentile
for SST of the APDF. (c), (d) the same as (a), (b) but for salinity. The black contours are the
± 2◦C or ± 0.5 PSU levels.

distance, and therefore the magnitude of the potential bias. The lateral particle
transport distance reduces if the sinking speed increases (Figure 3.2). However, lo-
cally the particle transport distance can still be substantial at higher sinking speeds.
The lateral particle transport distance becomes zero if the sinking speed approaches
infinity. Most sites in the core top dataset (Zonneveld et al., 2013a) are relatively
close to the coast and therefore in relatively shallow regions. Hence the particle
transport is on average lower at the sample site locations compared to the global
average ocean. The results for the linearly increasing sinking scenarios (SC1 and
SC2) yield similar results, so the increase in sinking speed of SC2 below 3500m
depth compared to SC1 does not influence the particle transport on average. More
importantly, the horizontal particle transports for SC1 and SC2 are not clearly higher
compared to the constant 11m day−1 simulation, which indicates that a large part
of the transport takes place in deeper than ∼ 344m in the 11m day−1 simulation (in
SC1 and SC2 the sinking speed exceeds 11m day−1 at depths z ⪆ 344m). It also
means that even under the aggregate sinking speed velocities available from the lit-
erature, transport of dinocysts still plays an important role.

3.3.2 Temperature and salinity advection bias

While the amount of lateral transport of sinking particles can be relevant for a sub-
stantial part of the ocean, the environment is not necessarily different at the loca-
tion where the cysts are transported from, compared to the local surface conditions.
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That is why we will now compare the tails of the temperature/salinity APDFs with
the mean of the temperature/salinity LPDFs: The advection bias (AB1).

The temperature AB1 is relatively large (up to ±16◦C) in specific regions, such as
the western boundary currents and north of the Southern Ocean (Figure 3.3), it is
smaller (than ±2◦C) in other regions, such as near the equator. For salinity, the AB1
is large (up to ±4 PSU) in regions with ice melt and near river outflow regions such
as near India and the Amazon, while the AB1 is low (smaller than 0.5 PSU) in the
open ocean and away from the strong western boundary currents. Interestingly, not
all regions with large transport effects have a large temperature AB: A strong current
does not always lead to a large AB, such as in parts of the ACC. The relatively low
AB is induced in these regions by a lower temperature or salinity gradient along the
transport pathways of the particles, e.g. the transport in parts of the ACC is zonal
and the zonal temperature gradient is low.

The Southeast of Brazil (at the Uruguayan margin) is an example with large tem-
perature and salinity AB. In this dynamic region, the nortward branch of the ACC
(the Malvinas current) and the southward flowing Brazil Current meet, and locally
large temperature and salinity gradients exist (Matano et al., 2010). The APDF, but
also the LPDF, therefore have a non-Gaussian shape in this area. As a result, our
model simulations predict that a surface sediment sample in this area could contain
species which represent SSTs of either 16 ◦C colder (Figure 3.3a) or warmer (Figure
3.3b) compared to the local average (mean of LPDF). Although cyst assemblages
in higher latitudes naturally include warmer species that exist in summer together
with colder ones from winter, the example indicates that cyst transport could induce
a strong AB here. Another interesting example where the LPDF of temperature has
a non-Gaussian shape is the Kuroshio current, because the path of the current is
bimodal (Schmeits & Dijkstra, 2001).

The AB in terms of the difference between the APDF and LPDF tails (AB2), also
shows considerable dependence on sinking speed assumptions (Figure 3.4). For
example, comparing the boxplot with sinking speed 6 m day−1 with SC2 (Figure
3.4a): It is at 6 m day−1 very unlikely (below 1% probability) that the sedimentary
dinocysts which are found at an arbitrary location are related to a habitat at the sur-
face 6◦C colder than the cold tail of the local temperature (LPDF) due to the particle
transport, while for SC2 this is 2.5◦C. Hence the AB2 reduces quickly if the sinking
speed is larger.

The tails of APDFs and LPDFs differ little at about 50% of the locations (up to ±0.5◦C
or ±0.1 PSU for SC2). At some locations however, the tails of the APDF could be-
come ∼ 3◦C warmer or colder and ∼ 2.5PSU fresher or ∼ 0.5 PSU saltier at SC2.
The AB2 for salinity is asymetric here, because of the backtracking of particles near
outflow regions of rivers: A particle which is released in the ocean could end up in
a fresh river outflow region after backtracking, leading to a strong fresh AB2. On
the other hand, a particle which is released in the river outflow region will likely
end up in the same region due to the direction of the current, which leads to a small
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Figure 3.4: The sensitivity of the displacement of the PDFs tail due to particle transport on
sinking speed (SC1 and SC2 are the two sinking scenario’s with increasing sinking speed with
depth). Difference of the (a) 5th and (b) 95th percentile of the temperature APDF from the
same percentile of the LPDF. (c), (d) the same as (a), (b) but for salinity. The boxplots show
the 1th, 25th, 50th, 75th and 99th percentile around the median for all locations (blue) and the
dinocyst sample locations in (Zonneveld et al., 2013a) (orange).

AB2. The change in the tails decreases quickly for higher sinking speed at the loca-
tions where the particle transport matters most. Eventually this change converges
towards zero for all variables and all locations if the sinking speed increases upto
500 m day−1. It is interesting to note that the transport of currents does not always
cause the tail of the PDF to be fatter, but can also decrease the tail and result in a
more confined PDF (with a lower kurtosis). In these cases, the spread of an LPDF is
large due to a passing front (such as the Kuroshio current), while the backtracked
particles come from a surface location with more constant properties. Most interest-
ingly, however, the lateral particle transport is not important in regions where many
large aggregates form, altough it can be relevant under realistic aggregate sinking
scenarios SC1 and SC2. Hence it is crucial to get a better understanding for mecha-
nisms and factors that control the sinking velocity of particles.

To summarize these global results, the importance of the particle transport at a cer-
tain location on the sea floor depends on five factors. First, the water depth at the
sample site and second the strength of the current, which both control the distance
that cysts travel before they reach the bottom of the ocean. Third, it is the horizontal
spread of directions a cyst could travel within the flow field, which determines the
surface area at the ocean surface which is measured at a sample site. Fourth, it is the
gradient of the environmental variable of interest (such as temperature and salinity)
along the trajectories that cysts can travel within the flow field. Fifth, it is the ag-
gregation probability of the microplankton, which influences the sinking speed. We
determined in which regions these factors create the largest AB and the sensitivity
of the AB to the sinking velocity of the cysts. We further conclude that all these fac-
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tors are important to take into account when looking at sedimentary microplankton
data, also in sediment cores that aim to reconstruct past oceanograpgic changes. To
investigate whether these factors are of importance in the past record, one could
apply the back-tracking method to an ocean model which simulates the past ocean
circulation.

In order to test for model-dependency of our global results, we also performed the
same simulations with the NEMO model (see Figure S1 through S4 of the support-
ing material). The model-dependency test shows geographic differences between
the simulations, because the exact pathways of ocean currents are model depen-
dent. These geographical differences induce larger particle transport and larger AB
in the NEMO simulation compared to OFES for the sediment sample site locations.
However, the global average of the particle transport by ocean currents is similar (ac-
cording to the sensitivity study on sinking speed Figure S2). Moreover, the general
conclusions regarding the global transport of sinking cysts and the AB are similar.

3.3.3 Case study in the Southern Ocean

From the global simulations we were able to identify regions where the particle
transport is important in terms of the relation of sedimentary cysts with environ-
mental variables at the surface of the ocean. One of the regions with important par-
ticle transport is the Southern Ocean, because a large part of the Southern Ocean
has a strong AB due to the combination of strong currents and strong latitudinal
sea surface temperature gradients. We will study how the particle transport can
be important for the interpretation of a particular sample site as well as the global
ecological affinity of two specific species: Selenopemphix antarctica and Spiniferitus
delicatus.

A subtropical Southern Ocean surface sediment site

Station 3627 (Zonneveld et al., 2013a) (Figure 3.5) is an example of a Southern
Ocean sediment sample site at almost 5 km water depth. The temperature LPDF at
this location, which is computed from the evolution of sea surface temperature at
the sediment sample location over the six simulated model years, has a unimodal
shape. The (blue) LPDF shows that the SST is 9±1.5◦C (the 90% confidence interval
around the average which gives a range of species properties that could be measured
in the sediment sample). Hence, if one assumes that the cysts sunk vertically to the
ocean floor, the sediment sample relates well to the average of the LPDF. Further-
more, station 3627 is located close to the subtropical front (Orsi et al., 1995) and
remote from sea-ice and icebergs (Tournadre et al., 2012).

Moreover, the sediment sample of station 3672 contains a diverse dinocyst assem-
blage (Figure 3.5d). Some of these species are typically abundant in temperate
regions similar to the local conditions (but are sometimes also found in warmer ar-
eas), e.g. Dalella chathamensis, Impagidinium aculeatum, Impagidinium paradoxum,
Spiniferitis mirabilis (Zonneveld et al., 2013b). On the other hand, Nemaosphaerop-
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Figure 3.5: Example of the particle backtracking for station 3627 (154.91 ◦E and 49.71 ◦S)
at approximately 4730 m depth. The particles are released at the ocean bottom and tracked
back in time with a sinking speed of 6 m day−1 (red), 11 m day−1 (green) and 50 m day−1

(yellow) (∼600 particles for each sinking speed scenario). (a) The release location at the
blue cross and in red/green/yellow the locations where the particles reach the encystment
location of 10 m. (b) The PDFs which are infered from the evolving temperature at the sea
surface location at the station (during the six years of the simulation) (LPDF in blue) and for
the SSTs when a particle reaches the encystment location after backtracking in the simulation
(APDFs in red/green/yellow). The vertical dashed lines are the PDF means (c) Distribution of
the time that particles took to sink (the vertical dashed lines show the median and quartiles).
(d) The relative abundances (%) of species found in the surface sediment at station 3627.
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sis labyrinthus and Pyxidinopsis reticulata are particularly abundant at ocean frontal
system localities, and particularly the subtropical front. Impagidinium pallidum oc-
curs in high abundance in polar regions, although low abundances in other regions
have also been reported (Zonneveld et al., 2013a). Finally, S. antarctica is only very
high in abundance closer to Antarctica south of the polar front and within the sea-
ice zone (Prebble et al., 2013; Zonneveld et al., 2013a), has been reported in high
abundance in Holocene polynya-derived drift sediments (Hartman et al., 2018), and
is used as proxy for sea ice conditions for the geologic past (Bijl et al., 2018; Houben
et al., 2013). However, S. antarctica also occurs in the sediment sample of station
3627 with 6.1%.

From the local conditions of station 3672, S. antarctica and I. pallidum are not ex-
pected in the sediment samples. However, surface Ekman transport induces north-
ward surface currents, being part of the meridional overturning circulation (Mar-
shall & Radko, 2003), which could transport particles northward, from across the
ACC. Hence cold species could be transported from the far South to the site, while
warmer species did not travel far, because of limited southward water transport in
the region. When looking at our particle back-trajectory calculations, we note under
assumptions of sinking speed, that a fraction of the particles come from colder wa-
ters close to Antarctica. The cold tail of the APDF represents this additional input of
colder water species to the site. The 90% confidence interval around the median of
the APDF is 1− 12◦C (if the sinking speed is 6m day−1).

These simulations also allow for investigation of the travel time of the particles.
The travel time of particles ending up at station 3672 exceeds 1 year for all parti-
cles in the 6 and 11m day−1 simulations. Furthermore, the spread of the travel time
between the particles increases if the sinking speed decreases. The spread of the
travel time is induced by the varying vertical velocities of the flow field. This means
that seasonal variations are averaged out in dinocyst assemblages at this location,
on top of the typical mixing of accumulation from multiple years within the surface
sediment sample itself.

Ecological affinities of specific species

The skewness of the APDF in the surface sediment sample of station 3672 is not
unique. A mismatch between dinocyst core-top sediment samples and overlying
sediment traps is also measured in some other areas of the Southern Ocean, indi-
cating that lateral transport affects the sediment samples (Harland & Pudsey, 1999).
The question is whether all samples with cold-water affiliated species have a cold
tail in the APDF (which indicates that these species could have been transported to
the sites), or whether these species actually occur in relatively warm regions with
lower abundances. Therefore, we cluster the sediment samples in the Southern
Ocean based on their species constituents, and investigate the tailing of the samples’
APDFs in these clusters (Figure 3.6). We compare the tailing of the APDFs in these
clusters to the sea-ice affiliated S. antarctica.



3

42 | Chapter 3 – Transport bias by ocean currents in sedimentary microplankton assemblages of the
present-day

10°S

10°S

10°N

10°N

30°N

30°N

45°E90°E135°E

(a)

Cluster
cluster 1
cluster 2
cluster 3
cluster 4
cluster 5
cluster 6
cluster 7

1 2 3 4 5 6 7
Cluster

0

10

20

30

m
ea

n 
LP

D
F(

C
)

(b) S. antarctica 

0 5 10 15 20
mean LPDF ( C)

10

8

6

4

2

A
B

1co
ld

 (
C

)

(c) Cluster 2

0 10 20 30 40 50
Relative abundance(%)

Figure 3.6: S. antarctica compared to clusters with similar dinocyst assemblages. The clusters
are derived with the k-means algorithm as in Prebble et al., 2013, for the surface sediment
samples south of 12◦S. (a) Map of the sediment sample sites and their cluster. (b) Swarm plot
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cluster 2. The color is the relative abundance of S. antarctica in the surface sediment samples
in (b), (c) (black if the relative abundance is zero).
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We choose to focus on S. antarctica here, because its occurrence in low to mod-
erate abundance north of the polar front and around New Zealand (Crouch et al.,
2010; Prebble et al., 2013) led to questioning of the validity of S. antarctica as proxy
for polar conditions. It was further reported in higher abundance in Pleistocene
glacial deposits offshore New Zealand, which caused quantitative reconstructions us-
ing dinocyst-based modern analogue technique to suggest much colder glacial SSTs
for that region than anticipated by SST reconstructions with foraminifera (Marret
et al., 2001). Thus far, these authors have considered S. antarctica to be part of the
in situ, pelagic sedimentary component, and have interpreted it to be originating
from the overlying water mass. However, it could be that S. antarctica was actually
transported to the site via ocean currents, from the polar front area.

Prebble et al., 2013 statistically clustered Southern Hemisphere dinocyst assem-
blages from the surface sediment sample dataset into 7 clusters. S. antarctica is
found in multiple clusters of similar dinocyst assemblages. S. antarctica dominates
cluster 1, which only contains samples in cold areas close to Antarctica. As expected,
the AB is lower in cluster 1 compared to other clusters, because the ACC isolates
these sample sites, which prevents southward transport of subtropical species. More
interesting are the clusters which do contain S. antarctica, but also consist of sample
sites in relatively warm areas (e.g. cluster 2 and cluster 4). First of all, we note
that in cluster 3, 4 and 5, the stations with S. antarctica come from the stations with
relatively cold LPDF (Figure 3.6b). If the occurrence of S. antarctica in these sample
sites is caused by transport, one expects a relationship between the local tempera-
ture and the cold tail of the APDF. This implies that any site with a relatively high
local temperature has either an APDF with a relatively large cold tail (colder AB1),
or a lower relative abundance (or absence) S. antarctica. This is the case in cluster
2 (Figure 3.6c). To conclude, we see that in most regions a sediment sample site
contains relatively more S. antarctica if a) the local average temperature of is low
and/or b) the cold AB1 is large.

These observations support the idea that one could misinterpret the ecological affin-
ity of species with relating sedimentary cyst assemblages to the directly overlying
water. We will further substantiate the quantitative effects of this for S. antarctica.
We apply the backtracking method at all sites where S. antarctica is found, but only
consider the back-tracked locations which belong to the coldest nth-percentile asso-
ciated with the site (here n is the relative abundance of S. antarctica in the sample)
(Figure 3.7a). Under the assumption that the relative abundance scales with the
amount of cold backtracked particles, we deduce that the surface locations where
S. antarctica comes from are almost exclusively constrained within or south of the
ACC. It is therefore plausible that S. antarctica at temperate to subtropical sites ac-
tually originated from colder regions and was transported to the sediment sample
location. To further illustrate the consequences of this interpretation, we adjust the
SST of each of these sample sites from the mean of the LPDF to the temperature
according to their APDF’s cold tail (the 1

2n
th percentile of the backtracked tempera-

tures). This approach increases the adjustment of the LPDF according to the amount
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Figure 3.7: Biasing effects of ocean currents on dinocyst distributions (with SC2). (a) In
blue the sediment sample sites where S. antarctica is found, where the color represents the
relative abundance (n) of S. antarctica in the sediment sample. In red a selection of the
locations where the virtual particles reached the surface after backtracking from the sediment
sample sites. We have only plotted the surface ocean locations where the temperature was
lower than the n-th percentile of the temperature APDF (see Figure 3.5) associated with the
sediment sample site where the particle was released. Hence the higher n at a site, the larger
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of cold tailing in the APDF and the relative abundance of S. antarctica n: the larger
the cold tail in the APDF and the lower n, the more the temperature of that sample
location is adjusted. In this approach, we can constrain the temperature range of
S. antarctica occurrence to 0 − 13◦C instead of the original 0 − 20◦C (Figure 9b);
dominant occurrences (>20%) even only occur at SSTs between 0 and 5◦C.

Similarly, we show that the warm species S. delicatus (which is also shown to have
affinity with high nutrient levels (Dale et al., 2002)) could be a warmer species than
previously thought. From the means of the LPDFs (blue points in Figure 3.7c) it
seems that S. delicatus has some local preference at around 16◦C (Zonneveld et al.,
2013b), but does also occur in low abundances at sites with a much colder tem-
perature in the overlying waters. Particularly interesting in this case is the suite of
samples with overlying waters around 15◦C, and relative abundances of S. delicatus
ranging between 0 and 37%. However, we observe in the same figure that all sites
where S. delicatus is found are related to a temperature APDF which contains a tail
towards warm regions. Following this logic, and by applying the same approach
as for S. antarctica but then for the warm tails, the temperature affinity range of
this dinocyst can be constrained to 17 − 30◦C instead of 4 − 30◦C (Figure 3.7c),
with a strong affiliation of high (>30%) abundance of S. delicatus to SSTs above
24◦C. Particularly the cluster of sample sites with high abundance of S. delicatus
at 15◦C has apparently a strong warm tail: the temperature of all these sample
sites was adjusted to above 24◦C. To conlude, both the APDF tailing of S. antarctica
and S.delicatus serve as examples of how the particle-tracking method can be used to
suggest ecological affinities of microplankton species taking particle lateral transport
into account. More investigations of specific species of dinocysts and their ecologic
affinity can be made available upon request. For other microplankton groups, slight
adjustments of the underlying assumptions need to be made in order to make this
fully applicable.

3.4 Summary and Discussion

We have investigated how lateral dinocyst transport by ocean currents influence
sedimentary signals preserved in microfossil assemblages used to reconstruct past
climate. Virtual particles are released at the ocean bottom in an OGCM. The par-
ticles were tracked back in time, to compute where and at what kind of surface
environment they potentially came from for certain sinking scenarios.

First, we identified locations where the particle transport is low (e.g. shallow and
equatorial regions) and regions with relatively large particle transport (e.g. western
boundary currents, ACC). However, even if we found that the transport of particles
is large in space, the environment is not necessarily different from the local surface
environment. The temperature AB is typically large in the proximity of ocean fronts
(e.g., subtropical front, labrador current), as well as regions where currents flow
meridionally (Gulf Stream). A sensitivity analysis on the sinking velocity showed
that the transport of particles reduces if the sinking speed increases as expected. In
regions with a high degree of aggregate formation, cyst transport will be limited.
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However, even under linearly increasing sinking speed assumptions based on sed-
iment trap measurements, transport has a profound influence on the sedimentary
dinocyst assemblage composition.
Next we identified a specific station in a region where the particle transport is im-
portant. Particles were transported from a colder area to the station. The example
of dinocyst species S. antarctica at this station showed that a sediment sample is not
always related to the average environment of the surface above it. Moreover, the
extremes of the environment after the backtracking of particles can be important.
In the case of S. antarctica this was the cold extreme of the PDF, which includes the
advection of the cysts.

Overall we conclude that the cyst transport by currents can have an important effect
on the sedimentary dinocyst assemblage composition as a paleoceanographic proxy.
If a cyst is found outside of its expected habitat region, information on the particle
transport could suggest whether a cyst actually occurs here (but perhaps in lower
abundance), or whether the cyst was transported to the sediment sample locations.
We recommend five factors to consider when relating micropaleontological data to
the overlying surface-water conditions: 1) What was the water depth? 2) Did the
microplankton sink through aggregation formation? 3) Was the site under influence
of strong ocean currents? 4) What was the orientation of this current? 5) Did strong
gradients of environmental variables exist near the site? We further recommend for
any microplankton-related dataset to take particle transport into account when re-
lating sedimentary data to oceanography. The particle-tracking method provides an
opportunity to quantify the probability that these factors matter at a specific sample
location.

In general the inferred PDFs after the backtracking of particles converged sufficiently
fast to one shape and comprised multiple seasonal cycles. However, the low abun-
dances of species in surface sediment samples could be related to rare events. Exam-
ples of rare events are polynya events (Holland, 2001), marine heatwaves or severe
storms (Ummenhofer & Meehl, 2017). Future simulations should run sufficiently
long to include strong El Niño and La Niña events which could influence the results.
Such variability is averaged out in the surface sediment samples, but are currently
not covered in the model runs. However, the rare occurrences have quite profound
effects on modern analogue techniques, and therefore it is important that we under-
stand how these arrive at the sample site and what their ecological implications are.

We use the tails of the APDF as a measure of AB in this chapter. However, dif-
ferent measures of AB could be applied in future research. It is intuitive to think
about the differences of the PDF’s higher order modes such as the mean or standard
deviation, altough both are not informative with non-Gaussian PDFs. Furthermore,
one could apply a measure which combines differences between the LPDF and the
APDF in terms of all their modes (such as the Wasserstein distance (Ramdas et al.,
2017)). Then one can investigate whether the APDF is different from the LPDF, but
on the other hand it is not clear which mode(s) cause these differences.
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No observed data of dinocysts close to the surface exists in the open ocean. Hence
we cannot compare our model results of lateral transports with measured data. Di-
noflagellate data at the surface do exist (e.g. (Eynaud et al., 1999)) and in broad
lines these do seem to confirm the overall sedimentary dinocyst biogeography, but
it is not sufficiently known which cyst type the dinoflagellates form. Hence, we are
limited to the sedimentary dinocyst assemblages.

Similar backtracking methods could be applied to other sinking proxies, such as
planktic foraminifera (Sebille et al., 2015b) and coccoliths. However, it is important
to take into account different properties of the proxy. E.g. dinocysts relate directly
to the environment at the surface, while another proxy can be influenced by the
environment along a trajectory before sinking, or the productivity of other proxies
in the water column could be different. Moreover, the sinking velocity of another
proxy could be different compared to the sinking velocity of dinocysts. Hence each
microplankton group requires a specific type of modeling, and inclusion of specific
boundary conditions.

The results in this chapter challenge the conventional transfer-function methods.
Future work is required to investigate whether a new type of transfer function,
which corrects for lateral transport, could improve the skill of quantitative paleo-
ceanographic reconstructions.

3.5 Code availability and Supporting Information

The code that is used to obtain the results in this chapter is distributed under the MIT
license and can be found here: https://github.com/pdnooteboom/PO-dinocysts.
The planktondrift.science.uu.nl website contains the results which are presented in
this chapter, for every release location in every configuration. The supporting infor-
mation can be accessed here: https://agupubs.onlinelibrary.wiley.com/doi/
full/10.1029/2019PA003606.

https://github.com/pdnooteboom/PO-dinocysts
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2019PA003606
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2019PA003606
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Having descended through the water column, microplankton in ocean sedi-
ments are representative for the ocean surface environment, where they orig-
inated from. Sedimentary microplankton is therefore used as an archive of
past and present surface oceanographic conditions. However, these particles
are advected by turbulent ocean currents during their sinking journey. So far,
it is unknown to what extent this particle advection shapes the microplankton
composition in sediments. Here we use global simulations of sinking particles
in a strongly eddying global ocean model, and define ocean bottom provinces
based on the particle surface origin locations. We find that these provinces
can be detected in global datasets of sedimentary microplankton assemblages,
demonstrating the effect provincialism has on the composition of sedimentary
remains of surface plankton. These provinces explain the microplankton com-
position, together with e.g. ocean surface environment. Connected provinces
have implications on the optimal spatial extent of microplankton sediment
sample datasets that are used for palaeoceanographic reconstructions, and on
the optimal spatial averaging of sediment samples over global datasets.

4.1 Introduction

Microplankton communities are sensitive to surface oceanographic conditions in
which they live. Their remains are preserved in the sedimentary archive of the ocean
basins and are therefore used to recontruct present and past surface ocean condi-
tions. However, the sedimentary microplankton community is not driven by abiotic
climate variables (e.g. temperature or nutrient availability) alone. Statistical anal-
yses show that these climate variables only explain part of the sedimentary species
variability, for both dinoflagellate cysts (Esper & Zonneveld, 2007; Zonneveld et al.,
2010) and planktic foraminifera (Morey et al., 2005). Hence, it is crucial to inves-
tigate, which other processes determine the species distribution in the sedimentary
archive, especially when such distributions are used to reconstruct these sea surface
variables in the geologic past.
Global surface-ocean currents, and the way in which these currents connect the
ocean, are shown to shape the plankton community structure near the ocean sur-
face (Hellweger, 2014; Jonnson & Watson, 2016; Wilkins et al., 2013). Connectivity
of the two-dimensional (2D) surface ocean flow is well-studied in models (Froyland
et al., 2007, 2014; McAdam & Sebille, 2018; Onink et al., 2019). Floating particles
accumulate towards the so-called garbage patches on decadal time scales (Lebreton
et al., 2012), which often match well with relatively high concentrations of surface
drifters (Sebille et al., 2012) and microplastics (Sebille et al., 2015a). In addition to
the ocean surface connectivity, the three-dimensional (3D) ocean connectivity will
also have an influence on the distribution of sedimentary particles.
Studies show that advection of sinking particles in 3D ocean flow has implications
for sedimentary microplankton distributions (Nooteboom et al., 2019; Sebille et al.,
2015b; Weyl, 1978). An inititally uniform distribution of particles at the ocean sur-
face becomes more heterogeneous (i.e. mixed) when these particles are sinking
(Drótos et al., 2019; Monroy et al., 2019). At the same time, the influence of ocean
currents on sedimentary particle distributions is spatially varying (see chapters 3
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and 5). Hence, one might expect that the sedimentary archive is shaped by 3D par-
ticle advection by ocean currents while sinking.

The behavior of sinking particles in a 3D flow is quite different compared to that in a
2D flow. For instance, a 2D flow is divergent in an upwelling region which drives the
particle convergence in garbage patches, while a 3D flow is non-divergent. However,
attracting structures (Bettencourt et al., 2012) and transport barriers (Bettencourt
et al., 2015; Chang et al., 2018) of 3D particle paths can also emerge inside the
ocean. In this way, particles can cluster in specific areas when they are collected at a
2D surface after their sinking journey (Eaton & Fessler, 1994; Monroy et al., 2017),
as is also measured at the ocean subsurface (Logan & Wilkinson, 1990; Mitchell et
al., 2008).

In this chapter, we investigate how oceanographically connected areas shape the
sedimentary microplankton composition. We cluster sedimentary sites based on sim-
ilar ocean surface origin locations of particles that ended up at these sediment sites
after their sinking journey. We use the clustering methods to distinguish between
sediment sites within and outside of clusters. We find that sediment sites within
isolated clusters contain a lower biodiversity and a clearer relationship with sur-
face environmental variables compared to the sediment sites outside of the isolated
clusters.

4.2 Method

4.2.1 Sedimentary data

We use two global datasets of sedimentary microplankton, one with dinoflagellate
cysts (dinocysts; Marret et al., 2019) and the second with planktic foraminifera
(Siccha & Kucera, 2017). We use the surface sediment samples from sites South
of 65◦N (2849 and 4017 sites for the dinocysts and foraminifera respectively), be-
cause the OFES ocean model (which is used for particle advection) ends at 75◦N,
which makes the clustering results at high Norhtern latitudes unreliable. For some
statistical analyses, we only consider sites in the Southern Hemisphere (725 and
1858 sites for respectively the dinocysts and foraminifera), in order to limit the to-
tal diversity of microplankton species in the datasets. We consider the fraction (i.e.
the relative abundance) of microplankton species for every surface sediment sample.

The foraminifera dataset also contains deep dwelling species, which live near the
thermocline (typically a few 100 meters depth). Although it is often assumed that
these deep dwelling species relate to sea surface variables in statistical analyses, this
assumption might not be valid (Telford & Kucera, 2013). We also applied the CCA
analysis while only using the species which are known to be near-surface dwelling
in the subtropical Atlantic (the red group in figure 7 of (Rebotim et al., 2017); Ap-
pendix Fig. A.8). This leads to similar conclusions, although less significant values
are obtained because the dataset size is lower if only near-surface dwelling species
are included.
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4.2.2 Clustering methods and particle tracking

The particle tracking results from chapter 3 provide us with distributions of surface
origin locations for a global 1◦×1◦ grid of sediment sites, for several sinking speeds.
We use the results that are obtained in the eddying OFES model (Masumoto et al.,
2004; Sasaki et al., 2008) with a sinking speed of 6 m day−1. Results with a sinking
speed of 25m day−1 can be found in the Appendix.

The sinking speeds and backtracking analysis from chapter 2 are specifically de-
signed to be compatible with the life cycle of dinocysts: particles are released at
the bottom of the ocean every 5 days, and tracked back in time until they reach 10
m depth, providing a particle distribution at the ocean surface (Fig. 2.1a). Single
foraminifera typically sink at higher velocities than dinocysts (≳ 100 m day −1), and
most of their lateral transport occurs during their life span, when they are passively
advected while they control their buoyancy and remain at their preferential depth
(Sebille et al., 2015b). However, we assume in this chapter that the strength, direc-
tion and ‘mixing’ of planktic foraminifera by ocean currents has a similar spatially
varying character compared to sinking dinocysts. We test whether the clustering
results match both dinocyst and foraminifera sample datasets.

Our goal is to obtain provinces of sediment sites from the back-tracked surface ori-
gin locations which are oceanographically (i) disconnected (i.e. provinces between
which particles are not likely to travel) and (ii) isolated (i.e provinces with sediment
sites which share similar origin locations compared to the sediment sites outside of
the province). We quantify these areas by disconnected and isolated clusters of sedi-
mentary sites. Assuming that the flow from 2000 to 2005, as simulated by the OFES
model, is representative of the real ocean flow in the past decades (during which
the microplankton actually sedimented; Jonkers et al., 2019), we ideally find the
disconnectedness and isolation of clusters in the surface sediment sample datasets.

We use two types of clustering techniques. First, hierarchical clustering provides
boundaries where sinking particles are less likely to cross (hence it finds oceano-
graphically disconnected areas). This technique starts with the full ocean as only
cluster and splits a cluster into two clusters at every iteration (see Appendix A.1.1
for more details). The clusters from this technique can be compared to areas that
are known to be oceanographically (dis)connected from each other, and these clus-
ters can be used to test if more similar species are found within each connected area
compared to between connected areas. Advantages of the hierarchical clustering
method are that the cluster structure is preserved as more iterations are applied,
and it does not require many parameters. The only parameter that the hierarchical
clustering uses is the stop-criterium (i.e. the iteration number where the algorithm
stops with creating new clusters).

Second, we use the Ordering Points To Identify the Clustering Structure (OPTICS)
algorithm to find oceanographically isolated clusters. OPTICS provides a density
based value (the reachability) of sedimentary sites which quantifies how strongly a
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site is connected to other sites. Oceanographically isolated clusters can be obtained
from the ‘dense regions’ (i.e. areas with low reachability values), by setting a thresh-
old on the slope that surrounds the dense values in the reachability plot (ξ; see Fig.
4.1a for an example). The sediment sites outside of these clusters are less isolated,
and refered to as ‘noisy.’ These clusters allow us to test if sedimentary species com-
positions are more homogeneous inside isolated areas compared to outside of these
areas (see Fig.4.1b).
The advantage of OPTICS is that parameter values have a clear interpretation. First,
the parameter smin is the minimum number of particle release locations in clusters,
which represents a minimum spatial scale of clusters (in m2). The second parameter
ξ determines the degree of isolation of the clustering: OPTICS generally finds less
and smaller clusters if ξ is larger. Another advantage of OPTICS is that not all areas
are clustered, such that it allows to distinguish between ‘noisy’ (not clustered) and
oceanographically isolated (clustered) areas (see Appendix A.1.2 for more details
about OPTICS).

We also tested the seasonal dependence of hierarchical clusters (see Appendix Fig.
A.3 and A.4), by only considering particles that started their sinking journey in a
specific season. While some of the boundaries changed between summer and win-
ter, the change in the overall clustering structure was limited if only a specific season
of origin locations was considered (similar to Sebille et al., 2015a, who only found a
small seasonal effect in temperature offsets due to lateral transport of foraminifera).

4.2.3 Statistical analyses

We apply several statistical tools to test hypotheses about the sediment sample sites
and the clusters in which they are located. A partial Mantel test (Legendre & Leg-
endre, 2012) is used to test whether the reachability from the OPTICS algorithm
correlates with the sediment sample taxonomy, independent of the spatial distance
between sediment sample site locations. A partial Mantel test requires at least three
types of distance matrices, which contain distances between the sediment sample
sites. We calculate the Mantel correlation between taxonomic distance and a dis-
tance which is determined from the reachability of the OPTICS clustering (see Ap-
pendix A.2), while we control for the spatial distance between sites.

We use Canonical Correspondence Analysis (CCA; Braak & Verdonkschot, 1995)
to infer the relation between species in clustered sediment sites and environment
parameters at the ocean surface. In this context, CCA ideally shows unique species
responses to changes in environment input parameters. We use sea surface temper-
ature (SST) and surface nitrate (NO3) as environmental parameters, as prior litera-
ture reported them to explain a major part of the species variability in the Southern
Ocean (Esper & Zonneveld, 2007; Prebble et al., 2013). This study infers SST and
NO3 for sediment sample locations from 1◦×1◦ fields of the World Ocean Atlas (Gar-
cia et al., 2013; Locarnini et al., 2013). Further parameters, such as phosphorus,
silicate, salt concentration, were tested (as in Hohmann et al., 2019), though spu-
rious CCA response led to their exclusion from further analysis in this chapter. We
compare the CCA’s explained variation of sedimentary samples only drawn from (i)
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only isolated clusters and (ii) with samples drawn from all available locations. Com-
paring the explained species variation of both cases allows us to draw conclusions
about the source of variation between both CCA results in order to quantify the sig-
nificance of the clustering approach. We apply a one-sided randomization test to
investigate whether the increase of explained variance is significant. This implies
that we randomly take subsamples of the full dataset, which are equally sized to
the amount of clustered sediment samples. The p-value of the permutation test is
the fraction of random subsamples that resulted in a higher explained variance com-
pared to the CCA analysis with the clustered samples.

The foraminifera dataset also contains deep dwelling species, which live near the
thermocline (typically a few 100 meters depth). Although it is often assumed that
these deep dwelling species relate to sea surface variables in statistical analyses, this
assumption might not be valid (Telford & Kucera, 2013). We applied the CCA analy-
sis while only using the species which are known to be near-surface dwelling in the
subtropical Atlantic (the red group in figure 7 of Rebotim et al., 2017; Appendix Fig.
A.8). This leads to similar conclusions, although less significant values are obtained
because the dataset size is lower.

The clusters that are obtained from the OPTICS algorithm represent areas of rela-
tive oceanographic isolation. We test whether the species distributions in sediments
outside clusters are more mixed compared than samples inside clusters during their
sinking journey. We use Shannon entropy (Shannon, 1948) to quantify taxonomic
mixing, which is defined at site j as N j

s = −
∑

i pij ln(pij). Here pij denotes the
relative abundance of a species i at site j. Shannon entropy is often used as a bio-
diversity index (Morris et al., 2014), being a combined signal of species richness
(amount of species in the sediment sample) and evenness (how evenly these species
are distributed). We choose the Shannon entropy here as biodiversity index, because
it can be compared to the mixing of sinking particles, and Shannon entropy is often
used to quantify the loss of information by mixing (e.g. in thermodynamics). We
compare the average Shannon entropy of sediment sample sites within (N

c

s) and
outside (N

nc

s ) clusters.

4.3 Results

The particle tracking results from chapter 3 provide us with distributions of surface
origin locations for a global 1◦ × 1◦ grid of sediment sites. We obtain provinces of
sediment sites from these surface origin locations which are oceanographically (i)
disconnected (i.e. provinces between which particles are not likely to travel) and
(ii) isolated (i.e provinces with sediment sites which share similar origin locations
compared to the sediment sites outside of the province). We quantify these areas
by disconnected and isolated clusters of sedimentary sites, and also find this discon-
nection and isolation of clusters in the surface sediment sample datasets. We use
two types of clustering techniques. First, the hierarchical clustering technique (see
the method section) finds oceanographically disconnected areas. Since, these clus-
ters are disconnected, sediment samples from the same cluster contain more similar
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Figure 4.1: Illustration of the impact of isolated clusters on sedimentary microplankton com-
position. (a) A (noisy) sediment sample site outside of the isolated clusters (station J299)
and a site within oceanographically isolated OPTICS cluster 1 (station J285) in the South
Atlantic. (b), (c) Pie charts of the dinocyst species composition in the sites from (c). The
clustered site contains a species composition which is less biodiverse compared to the noisy
site. The Shannon biodiversity indices of respectively the clustered and noisy site are 0.7788
and 1.6842. This illustration uses the same OPTICS clusters as are shown later in figure 4.4.
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Figure 4.2: Oceanographically disconnected clusters of sedimentary particle release locations
from the hierarchical clustering method. (a) The clusters edges after 90 iterations, where
the color indicates at which iteration number a cluster edge is created. (b) The ANOSIM
test-statistic (red) and p-values (blue; 999 permutations; logarithmic scale) for the clusters
at every iteration number, which tests whether the sedimentary microplankton composition
(both dinocysts and foraminifera; sites below 65◦N) is more similar within than between
clusters.

species compared to samples from different clusters. Second, the Ordering Points To
Identify the Clustering Structure (OPTICS; see the method section) algorithm finds
oceanographically isolated clusters. Sinking particles that end up in an isolated
cluster do not mix with sinking particles that end up in bottom sediments outside of
this cluster. Hence, the oceanographic isolation of sediment sample sites decreases
the biodiversity of their microplankton composition (see Fig. 4.1) and they have a
clearer relationship with environmental variables at the surface.

4.3.1 Oceanographically disconnected clusters

We interpret splits of oceanographically disconnected clusters from the hierachical
clustering method as boundaries with a low connectivity across them (Fig. 6.3).
The probability that particles cross these boundaries is larger if the iteration number
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is higher. We observe that these cluster edges compare well to large-scale ocean
connectivity. The first iteration splits the Mediteranean Sea from the global ocean,
because no sinking particles travel through the Gibraltrar strait in the simulation.
Next, the Pacific is separated from the Arctic, since few particles are transported
through Bering strait (Coachman & Aagaard, 1988). At the subsequent iterations,
the large-scale ocean basins disconnect: The Pacific, Atlantic and Indian ocean are
split from the Southern ocean at approximately 25◦S. We find that areas near West-
ern boundary currents may only split into clusters at relatively high iterations, be-
cause the sediments in these areas have a relatively large connectivity, with particles
originating from a large area (see also chapter 3).

In the North-Atlantic region, we find that Hudsons Bay becomes a cluster and the
subtropical Atlantic is split from the Nordic seas at the Greenland-Scotland ridge
(Bower et al., 2019; Fratantoni, 2001; McClean et al., 2002). The Irminger Basin
is still connected with the Labrador Sea, where sinking of water occurs (Katsman et
al., 2018; Pickart et al., 2003), which makes transport of sinking particles outside of
this area less likely. Only a few particles cross the connection between the Labrador
Sea and Baffin Bay (Fischer et al., 2018; McClean et al., 2002).

We do not find a cluster at high (subpolar) latitudes which isolates Antarctica along
latitudinal bands (only the Weddell and the Ross Sea are a cluster). One might ex-
pect such a cluster, because near-surface currents are known to isolate Antarctica
(Döös et al., 2008; Dufour et al., 2015; Fraser et al., 2018). However, deep pas-
sive particles advected by three-dimensional flow are shown to move upwards along
isopycnals towards Antarctica (Drake et al., 2018; Tamsitt et al., 2018). As a result,
the sinking particles can be transported towards Antarctica at depth. The location
of southward particle transport is mainly determined by topographic steering of the
flow, resulting in five hotspots of southward particle transport (Tamsitt et al., 2017)
which roughly coincide with the Southern Ocean clusters in Fig. 4.2.

Some of the clusters in Fig. 4.2 are similar to connected regions based on the sur-
face flow (see figure 8 from Froyland et al., 2014). The North and South Atlantic
are split similarly from West-Africa to Venezuela. The North Pacific and South Pacific
are split in a similar way from Australia to the south of Chile. A cluster around the
Pacific cold tongue (East Tropical Pacific) develops (Froyland et al., 2014; Moum et
al., 2013). Moreover, the Benguela upwelling area (Nelson & Hutchings, 1983) near
South West Africa is more connected with the Southern Ocean than with the Atlantic.
Near-surface currents have an important influence on the total lateral transport of
sinking particles in these areas, since they are similar to the surface connectivity
areas from Froyland et al., 2014.

We test whether sites within hierarchical clusters have a lower (Euclidean) tax-
onomic distance compared to sites of different clusters with Analysis of similari-
ties (ANOSIM; Clarke, 1993). The ANOSIM tests-statistics (Fig. 4.2c) is positive
for statisically significant results (p-value<0.001) for all iterations. Hence, sedi-
ment samples within clusters are more similar than those between clusters. The
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test-statistic increases at higher iteration numbers, for both the dinoflagellate cyst
(dinocyst) and foraminifera dataset. Although these ANOSIM results look promis-
ing, it is important to note that the ANOSIM test-statistics are partly positive because
the sediment sites within clusters are closer to each other (i.e. there is a distance
effect independent of the clustering).

The hierarchical clustering is overall insensitive to the used sinking speed of par-
ticles (see the Appendix Fig. A.2 with sinking speed 25 m day−1). Only some minor
differences occur in the North Pacific, and some cluster separations occur at slightly
different iteration numbers. The fact that similar boundaries of little cross-transport
emerge at a different sinking speed proves that the clustering does not greatly de-
pend on the sinking speed of particles.

4.3.2 Oceanographically isolated clusters

The OPTICS clustering algorithm provides a density based value (the reachability)
of sedimentary sites, which quantifies how strongly a site is connected to other sites.
Oceanographically isolated clusters can be obtained from the ‘dense regions’ (i.e. ar-
eas with low reachability values), by setting a threshold on the slope that surrounds
the dense values in the reachability plot (ξ). The sediment sites outside of these
clusters are less isolated, and refered to as ‘noisy.’

According to the OPTICS algorithm, the Western boundary currents are unlikely
to be part of any isolated cluster, since the points near the Western boundary cur-
rents have a relatively high reachability (Fig. 4.3b). This is expected, because the
origin locations of sediment samples near Western boundary currents comprise a
large area. Dense areas are those at higher latitudes, close to Antarctica and in the
Nordic Seas, and the midlatitude gyres. Sediment sample sites within these areas
have more similar surface origin locations compared to sediment sites outside of
dense areas. The high reachability values in the Mediterranean Sea and Red Sea are
rather artificial. OPTICS searches for dense regions (low reachability) by searching
for sedimentary sites with relatively many other sites having similar surface origin
locations. Since the Mediterranean Sea and Red Sea are enclosed by land, these
sedimentary sites have only few neighbouring sites, resulting in a relatively high
reachability.

The reachability distance (Dr; see Appendix A.2) between sediment sample sites
correlates positively with sediment sample taxonomy. Furthermore, this correlation
is independent of the spatial distance between sites, according to the partial Mantel
tests (Fig.4.3c; see the method section). This means that oceanographically con-
nected sites have a similar taxonomy, independent of their spatial distance. Large
values of smin(>600; i.e. the OPTICS parameter which determines the minimum
surface area in m2 of OPTICS clusters) tend to have the largest correlation (also at
other sinking speeds; see the Supporting Information). This is probably because the
reachability is smoother at higher smin, which makes the reachability distance less
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Figure 4.3: Reachability plot of the sedimentary particle release locations from the OPTICS
algorithm. Sediment locations in dense areas (i.e. with low reachability values) share a sim-
ilar surface origin particle distribution. A sinking speed of 6 m day−1 is used and parameter
smin = 300 (i.e. OPTICS clusters will consist of a minimum of 300 sediment sites). (a) Site
reachability in space: sites in dense areas with a low reachability are oceanographically iso-
lated. (b) A scatter plot of the ordering of the sediment locations i against their reachability
r(pi). (c) Partial Mantel correlation of the reachability distance Dr (a lower value of Dr be-
tween two sites indicates a stronger oceanographic connection between these sites) with the
taxonomy (red) and SST (black), both with spatial distance held constant, for different smin

values. A total of 999 permutations were used for every partial Mantel test; every test with
respect to the taxonomy (red) is significant with p-value< 0.003.
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Figure 4.4: Oceanographically isolated OPTICS clusters of sedimentary particle release loca-
tions with clustering parameters smin = 300 (i.e. the minimum size of clusters) and ξ = 0.002
(i.e. the level of isolation). The clustering is applied globally and the clusters are compared
to Southern Hemisphere sediment sample sites. The colored regions are clusters, the gray
regions are "noisy", and therefore not part of a cluster. These colors were used for all subpan-
els. (a) Global map of the position of the clusters (colored regions), and dinocyst- (white)
and foraminifera (black) sample locations. (b) Ordering of sedimentary locations i against
their reachability r(pi). To visualize the sediment sample site taxonomy for (c) the dinocysts
and (d) the planktic foraminifera in two dimensions, we use classical multidimensional scal-
ing (MDS; Fouss et al., 2016). MDS creates a two-dimensional approximation of the species
composition in the sediment samples in this figure (instead of 91 and 50 dimensions/species
for the dinocysts and foraminifera respectively).

noisy. At small spatial scales (smin ≤ 200), the correlation between dinocyst taxon-
omy and Dr could be indirect, because then Dr correlates more strongly with the
environment (in terms of sea surface temperature) compared to taxonomy.

We compute clusters by setting a threshold on the slope (ξ) that surrounds the val-
leys/dense reachability regions in Fig. 4.3a. For ξ = 0.002 and smin = 300 (Fig.
4.4), we obtain 13 clusters, of which three regions are isolated by the Antarctic Cir-
cumpolar Current (ACC), three in the Indian ocean, one in the Pacific warm pool,
the South Atlantic gyre, near the Humboldt upwelling zone, near the Caribean Sea,
the Eastern North Atlantic and two clusters near the Arctic. The clusters represent
locations that are oceanographically isolated, with sediment sample sites that have
backtracked origin locations which are similar to the other sites in the cluster. The
environmental variability witin these clusters can be reasonably large (e.g. the sea
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surface temperatures at backtracked origin locations in the cluster West of Australia
range between 10-25◦C; see planktondrift.science.uu.nl).

The comparison between the clusters and taxonomic distance of Southern Hemi-
sphere sample sites in these clusters (Fig. 4.4c and 4.4d) becomes interesting for
clusters which are spatially close (Fig. 4.4b). For instance, the red and yellow clus-
ter in the South-Atlantic Ocean are spatially close, but sediment samples in those
clusters are separated by their observed dinocysts taxonomy (Fig. 4.4c). This im-
plies that we find a signal of the oceanographic separation of these areas in the
sedimentary data. If noisy sites (such as the noisy site in Fig. 4.1) would be part
of clusters, sites in different clusters are likely to contain a similar microplankton
composition and the taxonomic separation of clusters is unclear.

To test if sedimentary sites within clusters are better correlated with environmen-
tal conditions at the surface, we applied Canonical Correspondence Analysis (CCA;
see the method section) either including or excluding the sedimentary sites outside
the isolated clusters (Fig.4.5). We find that the amount of explained variance by
the canonical axes increases significantly if noisy sediment samples are excluded
for the foraminifera (∼0.92 to ∼0.95) and especially for the dinocysts (∼0.82 to
∼0.98), for the same OPTICS clusters as in Fig.4.4. Hence, we find that the linear
relationship between environmental variables and microplankton composition of the
CCA explains a larger part of the sedimentary species compisition if noisy sites are
excluded. In that sense, the signal is ‘cleaner’ for sediment sample sites within com-
pared to outside clusters.

The robustness of the relationship between sedimentary sites and environmental
variables is investigated by testing the sensitivity of the CCA results to these param-
eters ξ and smin (Fig. 4.6). For the dinocyst dataset we find an increase of explained
variance by the canonical axes for most tested values of smin and ξ. By increasing
the reachability slope that surrounds the oceanographically isolated clusters (ξ), a
higher constraint is put on the isolation of these clusters and less sediment sample
sites are part of a cluster. If this slope ξ is chosen too high, no clusters exist or they
are too small to contain any sediment sample sites at all. Moreover, a higher value
of ξ means that less sedimentary sites are used in the CCA (i.e. the dataset size is
reduced), which may lead to an insignificant result according to the randomniza-
tion test. A relatively low value of ξ on the other hand, may lead to insignificant
results due to the inclusion of noisy sites in clusters. Hence, there seems to be an
optimal value ξ, for which this increase of variance is maximized. These results
are more often insignificant for the dinocysts compared to the foraminifera, because
the dinocyst dataset is smaller. If smin is higher (i.e. the OPTICS algorithm finds
larger clusters; in km2), the negative and insignificant values in Fig. 4.6 are partly
caused by including noisy sites in clusters. These results highlight the importance of
choosing an appropriate combination of ξ and smin for the CCA to show a significant
increased explained species variability if only clustered sites are used.

The clustered samples are less taxonomically mixed (i.e. are less biodiverse) for
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Figure 4.5: The relation between microplankton species variability and environmental vari-
ables according to a CCA analysis, while including and excluding unclustered sediment sam-
ples (using the isolated clusters from Fig.6.4). Sea surface temperature (top) and nitrate
concentration (bottom) at sediment sample sites with dinocysts (left; (a), (b), (c), (d)) and
foraminifera (right; (e), (f), (g), (h)) against the first canonical axis from the CCA analysis,
including ((a),(c),(e),(g)) and excluding ((b),(d),(f),(h)) sediment sample sites outdside of
the oceanographically isolated clusters. The sediment sample sites that belong to a cluster are
colored, ‘noisy’ samples (i.e. not part of any cluster) are gray. The tables at the bottom show
the proportion of total variance that is explained by the canonical axes if the noisy samples
are included or excluded. 13.5% (for dinocysts) and 10.8% (for foraminifera) of the sediment
sample sites is in clusters, the remainder is in ‘noisy’ regions. The increase of explained vari-
ance is supported by a permutation test with 999 permutations (p-values are <0.0001 and
0.024 for dinocysts and foraminifera respectively).
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Figure 4.6: Increase of explained environmental variability by microplankton sediment sam-
ple sites in the CCA analyses if sediment samples outside of the oceanographically isolated
OPTICS clusters are excluded, for different parameter values smin (i.e. the minimum size of
clusters) and ξ (i.e. the level of isolation). (a) the dinocyst and (b) the foraminifera dataset.
High and significant values indicate that sediment samples within clusters have a clearer re-
lationship with the surface environment. Blue are configurations of smin and ξ for which
no sediment sample sites are part of a cluster. Only Southern Hemisphere sedimentary mi-
croplankton data were used here. Vertical stripes indicate an insignificant randomization test
with 999 permutations at a 5% significance level.

most values of ξ and smin, as we can see from the comparsion between the Shannon
entropy (Ns; see method section) within and outside of clusters (Fig. 4.7). For the
high values of smin, we find that the clusters are less taxonomically mixed if ξ is
increased. This result supports that measured microplankton biodiversity in sedi-
ments is relatively large in areas with strong mixing of sinking particles by ocean
currents. However, this is also influenced by the species distribution at the ocean
surface. At smaller values of smin (smin < 200 and smin < 300 for the dinocysts
and foraminifera respectively; Fig. 4.7), also high (surface) productivity areas are
clustered (e.g. the South-West Atlantic or the Humboldt area; see Fig. 4.4). Hence,
a relatively high sedimentary biodiversity in these clusters can be explained by the
high biodiversity at the ocean surface, before these particles start sinking.

We also tested the OPTICS results for sinking velocities higher than 6 m day−1 (25m
day−1; see Appendix Figs. A.5-A.7 in the Appendix). Similar clusters can be found
with the other sinking velocities. A higher sinking speed decreases the particle travel
time, hence the lateral transport and the mixing of sinking particles is overall lower
(chapter 3). However, the spatial dependence of the lateral transport is similar:
both at low and high sinking velocities, the lateral particle transport is relatively
large near Western boundary currents, and low in the middle of midlatitude gyres
(see chapter 5). As a result, the clusters are located in similar areas for different
sinking speeds. It is only the spatial scale of these clusters that might be different.
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Figure 4.7: Sedimentary microplankton biodiversity outside minus inside oceanographically
isolated provinces. The average Shannon entropy of (a) dinocysts and (b) foraminifera sed-
iment samples inside OPTICS clusters N

c
s compared to outside clusters N

nc
s for different

values of smin (i.e. the minimum size of clusters) and ξ (i.e. the level of isolation). High
values indicate that the number of species in samples within clusters are lower and species
are distributed less evenly in samples compared to samples outside clusters. Blue are configu-
rations of smin and ξ for which no sediment sample sites are part of a cluster. Vertical stripes
indicate an insignificant permutation test with 999 permutations at a 5% significance level.

The spatial scale (i.e. the size) of the clusters can again be controlled by the pa-
rameters smin and ξ. Note that high productivity areas are less likely clustered at
higher sinking speeds, which has implications for the Shannon entropy within and
outside clusters (Fig. 4.7): Higher biodiversity is measured outside compared to
within clusters for a larger area of smin and ξ values as the sinking speed increases.

4.4 Discussion

We clustered sediment sites based on the ocean surface origin locations of sinking
particles that end up at these sites in an ocean model. These clusters reveal which
sedimentary areas are oceanographically (i) (dis)connected or (ii) isolated. The con-
nectivity which is given by the clusters is an aggregate of the ocean connectivity at
all depths that the sinking particles traverse before ending up in the sediments. This
type of connectivity, and the way it shapes the sedimentary microplankton composi-
tion, is additive to the environment and surface ocean connectivity which influences
the plankton community structure at the ocean surface (Jonnson & Watson, 2016;
Wilkins et al., 2013). Nevertheless, the near-surface flow likely has a large imprint
on the clusters since these contain the strongest ocean currents.

It was shown before, that the ocean surface ecological affinity of certain sedimen-
tary microplankton species can improve if the lateral advection of sinking particles
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is taken into account (chapter 3). Here we explore why sedimentary plankton as-
semblages include species that occur outside their surface water habitat range. Mi-
croplankton species mix by turbulent ocean currents during their sinking journey,
which can result in a relevant lateral displacement along transport. The extent by
which this occurs differs strongly in the world oceans, and is larger in areas that are
referred to as noisy in this chapter.

We conclude that ocean sediments are to a spatially varying degree provincial,
and province boundaries are governed by near-surface and deep currents in the
ocean. These provinces have implications for sedimentary microplankton assem-
blages. Their quantification helps to determine ocean sediment regions that are
oceanographically (a) (dis)connected and (b) isolated from the area outside of these
regions. Quantification of connected and isolated provinces have at least 4 implica-
tions for future studies.

First, the clustering methods that are presented in this chapter can help to improve
the application of transfer functions on microplankton assemblages. Transfer func-
tions train a model on surface sediment samples and ocean surface environmental
variables (in the present-day), in order to make quantitative climate reconstructions
of past climates from microplankton in deeper sediments. Hence, these transfer
function models use spatial variability of an environmental variable to predict its
temporal variability in a single location. One challenge of transfer functions is to
choose a proper spatial extent to train the prediction model (Hohmann et al., 2019;
often in the present-day situation). A small spatial extent does not capture enough
of species and environment variability. If the spatial extent is too large, different
processes determine the sedimentary species distribution which reduces the transfer
function skill.

The hierarchical clustering method (which finds oceanographically disconnected
clusters) can help to determine bounds on the spatial extent that is used for the
training of transfer functions (e.g. a transfer function can be trained on sites within
a single cluster), since it shows areas which are oceanographically separated from
each other. These clusters are created in a present-day configuration in this study,
and may change in past climates (see Appendix D). The OPTICS clustering can be
used to find oceanographically isolated clusters to determine the spatial extent of a
regional transfer function model. In this case, it is advisable to check if the OPTICS
cluster is large enough (i.e. the deep sediments do not contain species outside of the
cluster).

Second, the connectivity between provinces could have an effect on biogeochemical
properties of microplankton species that are applied as a proxy of the ocean surface
environment. These provinces can be used to correct for ocean connectivity by pro-
viding a different reference frame (Weyl, 1978) if the proxies are used to assimilate
e.g. global sea surface temperature fields (as in Tierney et al., 2020a). This may
require the computation of these clusters using palaeoceanographic models. More-
over, spatially varying Bayesian regression is used to some of these biogeochemical
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proxies, because the proxy response differs across oceanic basins (Tierney & Tingley,
2015, 2018). Since proxy calibration residuals are often high in specific areas and
related to lateral advection (Tierney & Tingley, 2018), the (dis)connected provinces
from this chapter could provide a spatial structure that such a regression model uses
for core-top calibration.

Third, the results in this chapter have implications for other types of sinking par-
ticles in the ocean. For instance, a large fraction of marine plastic sinks to the ocean
floor (Canals et al., 2020; Kooi et al., 2017). Sedimentary plastic distributions might
be subject to similar mechanisms of mixing during their sinking journey. Clustering
of sedimentary sites might indicate where the largest inhomogenities of sedimen-
tary plastics appear (Fuente et al., 2021), or boundaries where sinking plastic is less
likely to cross.

Fourth, our study provides micropalaeontologists with a tool to qualitatively assess
the importance of lateral transport to sedimentary particle assemblages, which can
be used in studies that compare measured biological diversity and environmental
conditions in surface waters with their sedimentary remains (e.g. Jonkers et al.,
2019; Meilland et al., 2020), particularly in those regions for which we here demon-
strate ‘noisy’ behaviour. Within oceanographically isolated clusters, sedimentary mi-
croplankton biodiversity is only weakly determined by lateral particle transport com-
pared to the microplankton biodiversity near the ocean surface and species-specific
dissolution (Frenger et al., 2018; Taylor et al., 2018).

Drivers of biodiversity at the ocean surface, such as species interactions (Lima-
Mendez et al., 2015), ecological limits and evolutionary dynamics (Fenton et al.,
2016), are complex. It is possible that oceanographically isolated provinces do not
directly drive a low biodiversity, but indirectly cause a low biodiversity through a
lower variation of abiotic factors. Moreover, these provinces are likely located in ar-
eas with relatively little eddy activity, while mesoscale eddies can explain relatively
high biodiversity values (Frenger et al., 2018).

The backtracking analysis on which we applied the clustering was designed for
dinocysts, and not for foraminifera. In particular, near-surface advection during
the foraminifera life span may have a larger impact on its sedimentary distribu-
tion compared to the lateral transport during sinking (Ottens & Nederbragt, 1992).
Clustering results from this paper compared well with the foraminifera dataset in
most cases, because the areas with strong particle mixing and lateral transport (i.e.
their spatial dependence) are likely similar for foraminifera (and likely similar at
the near-surface compared to other depth levels). Nevertheless, future work could
apply these clustering methods on a backtracking analysis which is designed for
foraminifera (similar to Lange & Sebille, 2017b; Sebille et al., 2015b). This means
that particles are released at the ocean bottom, tracked back in time until they reach
the foraminifera dwelling depth, and finally tracked back during their life span at
this dwelling depth.
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4.5 Code availability

The code used for this chapter is distributed under the MIT license and can be found
at the website https://github.com/pdnooteboom/ClusterSinkingParticles.

https://github.com/pdnooteboom/ClusterSinkingParticles
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Any type of non-buoyant material in the ocean is transported horizontally by
currents during its sinking journey. This lateral transport can be far from neg-
ligible for small sinking velocities. To estimate its magnitude and direction, the
material is often modelled as a set of Lagrangian particles advected by current
velocities that are obtained from Ocean General Circulation Models (OGCMs).
State-of-the-art OGCMs are strongly eddying, similar to the real ocean, provid-
ing results with a spatial resolution on the order of 10 km on a daily frequency.
While the importance of eddies in OGCMs is well-appreciated in the physical
oceanographic community, other marine research communities may not. Fur-
ther, many long term climate modelling simulations (e.g. in palaeoclimate)
rely on lower spatial resolution models that do not capture mesoscale features.
To demonstrate how much the absence of mesoscale features in low-resolution
models influences the Lagrangian particle transport, we simulate the transport
of sinking Lagrangian particles using low- and high-resolution global OGCMs,
and assess the lateral transport differences resulting from the difference in
spatial and temporal model resolution. We find major differences between the
transport in the non-eddying OGCM and in the eddying OGCM. Addition of
stochastic noise to the particle trajectories in the non-eddying OGCM parame-
terises the effect of eddies well in some cases (e.g. in the North Pacific gyre).
The effect of a coarser temporal resolution (once every 5 days versus monthly)
is smaller compared to a coarser spatial resolution (0.1◦ versus 1◦ horizon-
tally). We recommend to use sinking Lagrangian particles, representing e.g.
marine snow, microplankton or sinking plastic, only with velocity fields from
eddying Eulerian OGCMs, requiring high-resolution models in e.g. paleoceano-
graphic studies. To increase the accessibility of our particle trace simulations,
we launch planktondrift.science.uu.nl, an online tool to reconstruct the surface
origin of sedimentary particles in a specific location.

5.1 Introduction

Sinking particles are involved in fundamental processes in the ocean. They serve as
a primary mode of carbon export out of the exogenic carbon pool and deliver sedi-
ment to the world ocean floor: An important archive for understanding the climate
system. The lateral advection of the sinking particles by ocean currents complicates
the estimation of downward particle fluxes captured by sediment traps (Buesseler
et al., 2007; Ma et al., 2021), the paleoceanographic reconstructions based on sed-
imentary microplankton distributions (Dale, 1996; Fahl & Nöthing, 2007; Honjo et
al., 1982; Weyl, 1978), and the estimation of micro-plastic distributions in the ocean
(Jalón-Rojas et al., 2019). Initially buoyant micro-plastic in the ocean sinks when
it gets biofouled and its density increases (Kooi et al., 2017), meaning that a large
fraction of the plastic in the ocean has already sunk to the ocean floor (Koelmans
et al., 2017). The lateral transport of sinking particles can be estimated using Ocean
General Circulation Models (OGCMs) and Lagrangian tracking techniques (Sebille
et al., 2018). The Lagrangian techniques are used to model the sinking particle tra-
jectories in the modern ocean (Monroy et al., 2019; Siegel & Deuser, 1997; Siegel et
al., 2008; Waniek et al., 2000; Wekerle et al., 2018; Zhongfeng et al., 2014), specif-
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ically for sinking microplankton (Nooteboom et al., 2019; Sebille et al., 2015b) and
microplastic (Hardesty et al., 2017).

Where possible, these Lagrangian techniques make use of an eddying flow field.
However, eddying simulations are not available for all applications to provide such
a flow field. For example, model simulations of the geological past use OGCMs with
at most 1◦ horizontal (non-eddying) resolution (Baatsen et al., 2018a,b; Haywood
et al., 2013; Hutchinson et al., 2018; Lunt et al., 2012). The latter is due to the
fact that palaeoclimate model simulations require coupled climate model simula-
tions (because the atmospheric forcing is not known from observations) and long
spin-up times (typically a few 1000 model years) in order to reach a reasonable cli-
mate equilibrium.

The spatial and temporal resolution of the underlying flow field generated by
OGCMs will affect the spreading of particles in the Lagrangian tracking. It has al-
ready been shown that Lagrangian trajectories of neutrally buoyant particles are
sensitive to the temporal resolution in an OGCM with ∼ 2◦ horizontal resolution
(Valdivieso Da Costa & Blanke, 2003), and the temporal resolution influences the
divergence timescale of trajectories in an OGCM of 0.1◦ horizontal resolution (Qin
et al., 2014).

The spatial resolution of the OGCM determines if the flow is eddying, which played
an important role in simulations of sinking particles near the northern Gulf of Mex-
ico (Liu et al., 2018) and in the Benguela region (Monroy et al., 2019), and for
passive tracers near Sellafield (Simonsen et al., 2017) and globally (Döös et al.,
2011) (0.25◦ versus 1◦ resolution). Eddying OGCMs generate a different time-mean
flow compared to non-eddying OGCMs which parameterise the eddy effects (Berloff
et al., 2007; Holland, 1978). The interplay between eddies and the mean flow
is found to be important for the representation of internal variability of the flow
(i.e. the variability of the system under constant atmospheric forcing; Penduff et
al., 2011). This results in a better representation of interannual or multidecadal
variability (Le Bars et al., 2016) and the separation location of western boundary
currents such as the Gulf Stream (Hecht & Smith, 2013). Additionally, eddies cause
mixing of tracers (e.g. heat and salinity). The non-eddying OGCMs rely on parame-
terisations of this tracer mixing such as the Gent-McWilliams (GM) parameterisation
(Gent, 2011; Gent & McWilliams, 1990), which shows difficulties to represent this
effect locally (Viebahn et al., 2016; Volkov et al., 2008).

In this chapter, we will assess how the sinking Lagrangian particle trajectories vary
for different temporal or spatial resolutions of an Eulerian OGCM. We investigate the
effect of eddies on the particle trajectories. Moreover, we study whether a stochastic
lateral diffusion of Smagorinsky (Smagorinsky, 1963) type could parameterise the
effects of the eddies in the non-eddying OGCM. The results concern any type of ap-
plication with sinking Lagrangian particles, such as the comparison of sediment trap
data with OGCMs (Liu et al., 2018; Wekerle et al., 2018) or the representation of
sinking microplankton (Nooteboom et al., 2019; Sebille et al., 2015b) and sinking
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plastic (Kooi et al., 2017).

5.2 Method

We make use of present-day global ocean model simulations of the Parallel Ocean
Program (POP) with 0.1◦ (R0.1; eddying) and 1◦ (R1m; non-eddying) horizontal
resolution to advect virtual particles (also used in (Toom et al., 2014; Viebahn et al.,
2016; Weijer et al., 2012)). The eddying POP version has a reasonably good repre-
sentation of the modern circulation compared to other models at the same resolution
(McClean et al., 2008). Both versions of POP are configured to be as consistent as
possible with each other, but there are some differences (see the supplementary ma-
terial of Weijer et al., 2012).

We release particles at the bottom of the ocean every three days for more than a
year, and compute their trajectories in the changing flow field back in time (similar
to Liu et al., 2018; Nooteboom et al., 2019; Sebille et al., 2015b; Wekerle et al.,
2018) until the particles reached the surface. We stop a particle if it reaches 10m
depth. The particles are released on a 1◦ × 1◦ global grid. While the particles are
advected back in time, a constant sinking velocity wf is added to the particle trajec-
tories. The addition of a constant sinking velocity to an advected particle has been
shown to be a proper way to incorporate the effect of gravity on a sinking particle
(Monroy et al., 2017). Here, we focus on two sinking speeds: wf = 6 and 25 m
day−1, to study the dependence of the results on the sinking speed, i.e. we repre-
sent the sinking of individual dinoflagellate cysts and small aggregates, respectively.
More scenarios of sinking speed wf were investigated in chapter 3. We used Parcels
version 2.0.0 (Delandmeter & Sebille, 2019b) to calculate the particle trajectories in
this chapter, which is compatible with the Arakawa B-grid that POP uses.

The particle trajectory is integrated using the velocity field of POP and a stochas-
tic term parameterising the effect of unresolved processes on the velocity. This last
term is equivalent to diffusion in Eulerian models (Sebille et al., 2018) and is a func-
tion of the diffusivity ν. Here we define ν as a function of the mesh size (i.e. the
size of the grid cell) and the flow shear, following the Smagorinsky (Smagorinsky,
1963) parameterisation, which is commonly used in OGCMs and Large Eddy Simu-
lations (LES). This implies that the particle trajectories are computed by (repetition
of equation 2.1):

x⃗(t−∆t) = x⃗(t) +

∫ t−∆t

t

v⃗(x⃗, τ)dτ + c⃗∆t+ q⃗
√
2ν(x⃗)∆t, (5.1)

with x⃗(t) the three-dimensional position of the particle at time t, v⃗(x⃗, t) the flow ve-
locity at location x⃗ and time t (linearly interpolated in space and time from the flow
field), and c⃗ =

(
0 0 −wf

)T
the sinking velocity. The vertical part of the flow v⃗

can be relevant compared to the particle sinking velocity wf (see Fig 7 in Nooteboom
et al., 2019). The flow consists of two components in the non-eddying POP model:
v⃗ = v⃗a + v⃗b, where v⃗a is the Eulerian flow field that is solved by POP. v⃗b is the bolus
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velocity from the GM parameterisation, which represents the flow that is responsible
for the mixing of tracers along isopycnals (Gent, 2011; Gent & McWilliams, 1990).
v⃗b = 0⃗ in the eddying POP model.

The last term of Eq. 5.1 is the horizontal diffusivity term (only used in the non-
eddying model), where q⃗ =

(
R1 R2 0

)T
represents (independent) white noise

in the zonal and meridional direction, with mean µR1
= µR2

= 0 and variance
σ2
R1

= σ2
R2

= 1, and

ν(x⃗) = csA

√(
∂u

∂x

)2

+
1

2

(
∂u

∂y
+

∂v

∂x

)2

+

(
∂v

∂y

)2

, (5.2)

where A is the horizontal surface area of the grid cell where the particle is located,
u = u(x⃗) and v = v(x⃗) are respectively the (depth dependent) zonal and meridional
velocity components. As such, the magnitude of the stochastic noise depends on the
local velocity field, and its variance increases linearly over the time that a particle is
advected. The Smagorinsky viscosity depends strongly on the flow shear compared
to other parameterisations (Jochum et al., 2008). Apart from the diffusion that is
added in this chapter, the backtracking method is the same as in chapter 3.

The strength of the noise can be determined with the parameter cs ≥ 0. Multi-
ple methods exist in LES to determine the value of cs in each application (Ma et
al., 2009). The velocity gradients

(
ν

csA

)
in the non-eddying version of POP typi-

cally range from 10−9s−1 to 10−7s−1 and A ≈ 104 km2, so the estimated standard
deviation of the zonal and meridional stochastic noise (σ̂x(t), σ̂y(t)) after 20 days
(∆t ≈ 1.6 · 106s) range from 6

√
cs km to 60

√
cs km. These scales are similar to the

mesoscale: 10-30 days and 10-100km for mesoscale eddies (Gill, 1983).

Altogether, we apply the particle tracking analysis in four different model config-
urations (see Table 5.1), and compare the distributions of particles at the ocean
surface after the back-tracking from a single release location; 130 particles are used
at every release location to determine the particle distributions. These configura-
tions represent the differences between state-of-the-art, global OGCM resolutions
of the past (1◦ horizontally and monthly model output) and the present-day (0.1◦

horizontally and model output on a daily scale). The single effect of model output
with lower temporal resolution compared to the state-of-the-art present-day OGCMs
is investigated in a separate configuration R0.1m.

We use three measures to compare the particle distributions between the config-
urations (see Fig 5.1b-d): (i) the average lateral distance (km) travelled from the
release location (along the red lines in Fig 5.1b), (ii) the surface area spanned by the
particles approximated by the summed surface area of the 1◦ × 1◦ grid boxes (blue
boxes in Fig 5.1c), and (iii) the Wasserstein distance Wd as a measure of difference
between two distributions resulting from two simulations. The Wasserstein distance
is the minimum distance that one has to displace the particles resulting from one
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Table 5.1: The configurations with simulations in varying OGCM resolutions

Configuration resolution output diffusion remark
R0.1 0.1◦ once every cs = 0 v⃗b = 0,

5 days eddying
R0.1m 0.1◦ monthly cs = 0 v⃗b = 0⃗,

eddying
R1m 1◦ monthly cs = 0 non-eddying
R1md 1◦ monthly cs ∈ [0.25 , 0.5 , 1.0, 1.5, 2.0, 5.0] non-eddying

simulation (along the dashed lines in Fig 5.1d) to transform it into another particle
distribution (and is calculated with Flamary & Courty, 2017).

E

(c)

first distribution
second distribution
release location

E

(b)

E

N

(a)

Figure 5.1: Schematic illustration of (a) the back-tracking analysis and (b)-(d) the three
measures which are used to compare the particle distributions at the ocean surface. (a) Three-
dimensional illustration: Particles are released at the bottom every three days for a period of
around six years, back-tracked until they get close to the surface (10m depth), which results in
a particle distribution at the surface. A map of (b) the average lateral distance (km) traveled
from the release location (along the red lines), (c) the surface area (blue; km2) spanned
by the particle distribution (approximated by the summed surface area of the 1◦ × 1◦ blue
boxes), (d) the Wasserstein distance (Wd; km), which is the minimum distance that one has
to displace the particles (along the dashed lines) to transform one distribution into another
distribution.

5.3 Results

We first analyse the overall differences between the configurations R0.1m, R1m, R1md

and the reference configuration R0.1 in terms of the three measures described above
(see Fig 5.1). Thereafter, we show specific release locations to explain why the
configurations with lower spatial resolution do or do not provide similar solutions
to the reference configuration R0.1.
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5.3.1 Global analysis

The average lateral travel distances of the particles are globally different between
the four configurations (Fig 5.2). In the configuration with lower spatial resolution
R1m, the average lateral displacement is more extreme compared to the reference
configuration (i.e. it is larger in regions with relatively large displacement and lower
in regions with low displacement; Fig 5.2c). The average travel distance in R0.1m is
similar to the reference case R0.1 (see Fig 5.2d for the global averages).

The average lateral displacement becomes globally less ‘extreme’ (especially the
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Figure 5.2: (a), (b), (c) The average horizontal distance between the release location and
the final back-tracked location at the ocean surface with wf = 6 m day−1 respectively in
configuration R0.1, R1, R1md with diffusion strength cs = 2.0 (see Fig 5.4 for R0.1m). (d)
Global averaged lateral travel distance in all configurations (for several values of cs in R1md).
wf = 6 m day−1 in black and wf = 25 m day−1 in red.

Southern Ocean peaks are lower) if the Smagorinsky diffusion is added to the flow
dynamics in R1md compared to R1m (Fig 5.2c). The less extreme pattern of the
travel distances explains why the globally averaged lateral travel distance is minimal
at cs = 0.25 (for wf = 6 m day−1 in Fig 5.2d), and not at cs = 0. The coefficient cs
influences the lateral displacement in two ways. First, more displacement is added
per time step if the noise is stronger (for larger cs), and the lateral displacement
will on average be larger for larger cs. Second, the noise will be larger in areas with
strong flow (u and v in Eq. 1 and 2). Hence, for small cs the noise is large enough
for the particles to travel outside of the areas with a relatively strong flow and large
displacement (such as in the Southern Ocean), such that the globally averaged lat-
eral displacement is lower than for cs = 0.

The surface area spanned by the particle distributions (5.1b) is often smaller in
R0.1m compared to R0.1, as can be seen from the global average of this measure
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(Fig 5.3d). The lower surface area could be explained by the tendency of nearby
particles to follow more similar pathways in R0.1m than in R0.1 (see the animation
in the supporting material; Qin et al., 2014). As a result, the particles will end up in
clusters closer to each other at the surface. Hence, the surface area of the particle
distributions is on average smaller in R0.1m compared to R0.1.

Mesoscale eddies are abundant in the reference configuration R0.1, while they are
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Figure 5.3: (a), (b), (c) The surface area of the back-tracked particle distributions with
wf = 6 m day−1 respectively in configuration R0.1, R1, R1md with diffusion strength cs = 2.0
(see Fig 5 for R0.1m). (d) Globally averaged surface area of the particle distributions in all
configurations (for several values of cs in R1md). wf = 6 m day−1 in black and wf = 25 m
day−1 in red.

absent in the low spatial resolution configuration R1m. Therefore, tracked particles
tend to end up in a much more confined area at the surface in the lower resolution
configuration R1m than in the reference configuration (Fig 5.3d). The stochastic
noise in R1md induces fluctuations in the particle trajectories, leading to a larger
surface area of the particle distributions. In R1md, the global average surface area of
the particle distributions increases monotonically with increasing magnitude of the
noise (cs).

Interestingly, the value of cs that approximates configuration R0.1 (cs ≈ 3.5) and
R0.1m (cs ≈ 2) best, is the same for both sinking velocities 6, 25 m day−1. These
values of cs must result in a similar scale of the flow fluctuations (σx, σy) in configu-
rations R0.1 and R0.1m. It also indicates that, given cs, the subgrid-scale parameter-
isation performance is similar for both sinking velocities. Nevertheless, the particle
distributions match better with the reference configuration if the sinking velocity is
higher (according to the Wd in Fig 2), because a lower particle travel time leads to
less spread of the particle trajectories and a lower lateral displacement.
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Locally, the surface area of the particle distributions shows a different pattern in
R1md compared to the reference R0.1 (Fig 5.3a vs c). In contrast to the magnitude
of the noise, the direction of the noise vector does not depend on the flow field (it
is horizontally isotropic). Therefore, the surface area of the particle distributions in
configuration R1md is overestimated in the tropics compared to the reference con-
figuration R0.1, where the flow is mostly zonal. Interestingly, this measure remains
low in areas with sinking waters for both configurations R0.1 and R0.1md, such as
the Ross sea and the Weddell sea (see Fig 2 in Gebbie & Huybers, 2011).

The loss of information in R0.1m due to the monthly averaging of the flow fields
in R0.1 is clearer in the difference plots of the surface area and travel distance of
the particle distributions (Fig 5.4). The surface area of the particle distributions is
mostly lower in R0.1m compared to R0.1 (Fig 5.4a). The particles tend to be ad-
vected by a similar flow field in R0.1m if they are located close to each other. Hence,
groups of particles are trapped in the same eddies, and travel from origin locations
at the ocean surface which are closer to each other. This could result in notably
different back-tracked particle distributions, especially if the shear of the flow field
is high (see for instance the location 45.5◦S, 39.5◦E on planktondrift.science.uu.nl or
Fig Comparison between the reference configuration R0.1 (red) and the temporally
averaged configuration R0.1m (blue) at two release locations (wf = 6 m day1). (a)
45.5◦S, 39.5◦E at 2068m depth (red on top of blue) (b) 46.5◦S, 42.5◦E at 2238m
depth (blue on top of red). for two similar locations with opposite behaviour).

In general, we find that a reduction of the temporal resolution (R0.1m vs. the ref-

Figure 5.4: The differences between R0.1m and R0.1 (R0.1m subtracted from R0.1) in terms of
(a) the surface area of the particle distributions (Fig 5.1c) and (b) the average travel distances
of the particle distributions (Fig 5.1b).

erence case R0.1) does not have a major effect on the Wasserstein distance Wd (Fig
5.5). The travel time of the particles is perhaps too short (at most a few years) for
the errors in R0.1m to grow substantially, and remains smaller compared to R1m.
The global average Wd between R0.1m and the reference case (Wd(R0.1, R0.1m))
is slightly larger compared to the check of R0.1 with itself (the global average
Wd(R0.1, R0.1); dashed versus dotted in Fig 5.5d). In this ‘check’, we did the same
analysis as in R0.1, but with a 1.5 day shift of the particle release times. As a result,
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the particle distributions will be different in the check, but as similar as one could
get to the particle distributions of R0.1 in the other configurations.

On the other hand, altering the spatial resolution in R1m and R1md does lead to
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Figure 5.5: The global Wasserstein distance (Wd) as a distance measure between the back-
tracked particle distributions of the configurations from table 5.1. Wd for sinking speed wf =
6 m day−1 between the eddying reference configuration R0.1 and (a) the eddying R0.1m with
monthly model output, (b) the non-eddying R1m, (c) the non-eddying R1md with diffusion
strength cs = 2. (d) Global average Wd in all configurations (for several diffusion strengths cs
in R1md). wf = 6 m day−1 in black and wf = 25 m day−1 in red. The globally averaged Wd

of configuration R0.1 with itself is a check (Wd(R0.1, R0.1); only for wf = 6 m day−1), as the
globally averaged Wd is shown between the particle distribution of the same configuration,
but with a 1.5-day shift of the particle release times.

different values of the Wd. We find that any value of cs > 0 reduces the Wd by
a similar amount, but the Wd is the smallest for cs = 2 with both sinking speeds
wf = 6, 25 m day−1 (Fig 5.5d). For cs = 2, the approximated zonal and meridional
standard deviation of the diffusion (σ̂x(t), σ̂y(t)) ranges between 8km and 80km in
20 days (depending on the strength of the local velocity gradients in the model). At
this value of cs, the magnitude of the fluctuations from the eddies lead to the optimal
parameterisation, such that the particle distributions spread enough to better match
with the particle distributions in the reference case. However, we find that the global
averaged Wd for cs = 2 is approximately eight times larger compared to the check
(Wd(R0.1, R0.1)) for wf = 6 m day−1, which implies that the particle distributions
differ substantially from the reference case. In all configurations R, Wd(R0.1, R) is
lower in areas where the divergence of particle trajectories is relatively small, such
as areas of relatively low eddy kinetic energy (e.g. in the gyres; see Appendix B.2),
and in areas where the travel time of the particles is relatively short because of the
shallow bathymetry (or the particles sink faster).
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5.3.2 Regional analysis

In general, the particle trajectories in the lower spatial resolution configuration R1m

without diffusion are different compared to the trajectories in the reference config-
uration R0.1, because these trajectories lack the fluctuations provided by eddies and
hence they spread less. The only trajectory spread in the non-eddying R1m is caused
by flow variability on a larger timescale, such as seasonality. We focus here on some
specific locations to see how this can lead to different particle distributions.

If Smagorinsky diffusion is added to the dynamics of the flow (R1md), the fluctu-
ations from the eddies are parameterised and the trajectories spread more. The
North Pacific gyre is a location where this parameterisation works well (Fig 5.6a).
Within the gyre, the diffusion is relatively low in the reference configuration and
the eddies spread the particle trajectories uniformly in all directions. Adding fluctu-
ations to the flow field in R1md using stochastic noise captures the spread of these
eddies in R0.1 well. Occasionally the parameterisation also works well in locations
with larger shear and eddy activity compared to the North Pacific gyre. For example,
for a location in the Antarctic Circumpolar Current (ACC, Fig 5.6b), the mean flow
field (averaged over 6 years) in R1m is similar to the mean flow field in R0.1. The
stochastic noise can again adequately capture the effect of fluctuations provided by
the eddies on the particle distributions.

However, it is well known that non-eddying OGCMs do not get the mean flow field
right in all of the locations, because the eddies influence the mean flow field through
rectification (Mana & Zanna, 2014). The Agulhas region is such an example where
the mean flow field is different in R1m compared to the reference case R0.1 (Fig
5.6c). The analysis in R1md provides a particle distribution which only comprises a
subset of the particle distribution from the analysis in R0.1. If the strength of the
noise (cs) is increased here, at most the spread of the particle distribution increases,
but one will not find that any particle originates from the area around Madagascar.

Finally, the addition of spatially dependent noise has one more unrealistic property:
The particles tend to artificially accumulate in areas with relatively low horizontal
gradients, and hence weak stochastic noise (Hunter et al., 1993; Ross & Sharples,
2004; Visser, 1997). A result of this effect can be found in another location near the
ACC, South of Australia (Fig 5.6d). At this location, configuration R1md results in
two clusters of particles, which are separated by an area with high shear, and where
the noise is large, while the particles in the reference configuration R0.1 clearly form
one (more connected) distribution.

5.4 Discussion

We assessed the variations of Lagrangian trajectories of sinking particles in flow
fields which were generated by OGCMs of different resolutions. We released sink-
ing particles at the bottom of the ocean, tracked them backwards in time until they
reached the surface, and investigated how the particle distributions at the ocean
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Figure 5.6: Comparison between reference configuration R0.1 (red), configurations R1m

(yellow) and R1md with cs = 2 (blue) at four different locations (yellow on top of blue, blue
on top of red; wf = 6 m day−1). Each distribution consists of ∼ 160 particles. The release
locations at (a) 40.5◦N, 140.5◦W and respectively 4601 and 4542 m depth in R0.1 and R1m,
(b) 49.5◦S, 119.5◦W and respectively 3122 and 3249 m depth in R0.1 and R1m, (c) 44.5◦S,
20.5◦E and respectively 4249 and 4249 m depth in R0.1 and R1m, (d) 52.5◦S, 142.5◦E and
respectively 3070 and 2916 m depth in R0.1 and R1m.

surface depend on the OGCM resolution.

If the model output of the high-resolution OGCM is averaged from 5-daily to
monthly data, the particle tracking analysis provides similar results in most cases.
However, in some specific regions with large shear, we find notable differences of
the back-tracked particle distributions at the ocean surface.
Overall, the sinking Lagrangian particles give unrealistic results in the non-eddying
models, because (1) the back-tracked distributions show too little spread due to
the absence of ocean eddies and (2) these models often do not capture the mean
flow fields correctly (as shown in e.g. Berloff et al., 2007; Hecht & Smith, 2013;
Holland, 1978). Lateral stochastic diffusion in the low-resolution configuration (re-
)introduced part of the eddy fluctuations and hence increased the relative disper-
sion of particle trajectories, and increased the lateral travel distance (Fig 5.2) and
the spread (Fig 5.3) of the back-tracked particle distributions. Hence this method
is promising for locations where the low resolution OGCMs capture the mean flow
field well. However, the particle distributions are often distant from the distributions
of the reference configuration, as is shown from the Wasserstein distance in Fig 5.5,
which implies that the surface origin location is different between the coarse and
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high resolution models. Therefore, overall the Smagorinsky diffusion is insufficient
to parameterise the eddies in most areas.

Altogether, we recommend to compute the sinking Lagrangian particle trajectories
only in eddying OGCMs. We used the Smagorinsky parameterisation in this chapter
as a first attempt to represent the subgrid-scale processes if the eddies are absent in
the flow. Other types of parameterisations could be applied. Several other param-
eterisations for eddy-induced mixing of tracers are available in POP (Smith et al.,
2010). However, the improvement of either the Eulerian or Lagrangian parame-
terisation of the subgrid scale variability in the flow remains a challenge in ocean
modelling (Fox-Kemper et al., 2019; Hewitt et al., 2020; Le Sommer et al., 2018).

These conclusions have implications for Lagrangian particles in paleoceanographic
models. OGCMs used in most paleo studies lack the eddying flow characteristics
and do not generate a locally representative time mean flow for the time period of
interest. Since Lagrangian particles use the local flow field, they require eddying
paleoceanographic models that better represent the time mean flow for the consid-
ered time period. For the application of Lagrangian particle tracking techniques in
paleoceanographic models, which are usually not eddying, we recommend to test
model results first against independent information of ocean flow, such as biogeo-
graphic patterns of microplankton (Bijl et al., 2011; Huber et al., 2004). In turn, it
should be appreciated that a regional paleoceanographic signal could be influenced
by flow characteristics which are not represented by the non-eddying models. This
represents a cautionary tale in putting too much confidence in flow fields from low-
resolution fully coupled GCM simulations.

Future work could investigate the sinking Lagrangian particles in other configu-
rations with different OGCM resolutions. The model output of configuration R0.1

could be coarsened to a 1◦ grid before the back-tracking analysis, to separate out
the effects on the Lagrangian analysis of (a) a coarsened grid (see also Huntley et
al., 2011; Putman & He, 2013) and (b) a lower resolution of the underlying Eulerian
model. Moreover, particle trajectories could be sensitive to the vertical resolution of
the OGCM (e.g. Bracco et al., 2018; Stewart et al., 2017).

Future studies could apply different types of schemes that allow for spatially and
temporally varying diffusion and result in more accurate representation of turbulent
flow compared to the approach that is used in this chapter (Gräwe, 2011). More-
over, the addition of stochastic noise during the tracking of sinking particles in the
flow could be extended. For instance, the stochastic noise could be made horizon-
tally anisotropic instead of isotropic (Sebille et al., 2018), or vertical diffusion could
be added to the dynamics (Danilov, 2012).
A challenge in these approaches remains that only the effect of the large-scale flow
on the particle diffusion is parameterised, while the effect of small scales on the
large scale flow is neglected.

When models do not resolve the so-called internal Rossby deformation radius (about
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50 km at midlatitudes), no eddies can be represented. When the model grid scale is
only slightly smaller than the deformation radius, say 25 km at midlatitudes, eddies
form but their interaction is not fully captured; such a model is called ‘eddy permit-
ting.’ Only for models at about 1 km horizontal midlatitude resolution (so-called
eddy-resolving models), eddy interactions are fully resolved. The 10 km resolution
POP model, as is used here (R0.1), is therefore often called ‘strongly eddying.’ An
OGCM of ∼1km resolution also has a better representation of the spatial/temporal
submesoscale that can be important for sinking Lagrangian particles which represent
the carbon flux to the ocean bottom (Boyd et al., 2019). Although the mesoscale
flow contains most of the energy that is responsible for the tracer dispersion (Uchida
et al., 2019), submesoscale (1-20km) dynamics have proven to be of importance for
the vertical advection of iron in specific regions with strong flow-bathymetric in-
teractions (Rosso et al., 2016). Future work could analyse the transport of sinking
particles in models with higher resolutions, and with models which better represent
internal tides (Vic et al., 2019) or improved interaction of the bottom-flow with to-
pography (Miramontes et al., 2019).

The effect of eddies on the flow should be appreciated outside the physical oceanog-
raphy community. In order to facilitate increased understanding on this matter,
interactively disseminate our results, and allow users to self-explore and verify the
surface-ocean location of origin for sedimentary particles, we developed the website
planktondrift.science.uu.nl containing our results.

We also tested an additional configuration without the bolus velocity in the non-
eddying POP model (i.e. the same as R1md and R1m, but where vb = 0⃗). The results
for this configuration are very similar to the results that are obtained in configura-
tion R1md and R1m in this chapter. The bolus velocity is weaker compared to the
Eulerian flow velocity (typically vb is approximately 5% of va at the surface layer).
Parameterisations like GM improve the temperature and salinity distribution in Eu-
lerian models. GM is a type of ‘extra advection’ which assumes that dynamic tracers
such as temperature and salinity mix along surfaces of contstant potential density
(Gent, 2011). However, GM does not make a relevant difference if Lagrangian par-
ticles are applied offline to represent other tracers. The results for this additional
configuration can be found and downloaded from the planktondrift.science.uu.nl
website.

5.5 Code and data availability

The code that is used to obtain the results in this chapter is distributed under the MIT
license and can be found here: https://github.com/pdnooteboom/PO_res_error.
The planktondrift.science.uu.nl website contains the results which are presented in
this chapter, for every release location in every configuration.

https://github.com/pdnooteboom/PO_res_error
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CHAPTER 6
Model-data comparison in a strongly eddying

Eocene ocean

Nooteboom, P. D., M Baatsen, P. K. Bijl, M Kliphuis, E. V. Sebille, A Sluijs, et al. (“unpublished manuscript”),
“Strongly eddying ocean simulations required to resolve Eocene model-data mismatch”
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Model simulations of past climates are increasingly found to compare well
with proxy data at a global scale, but regional discrepancies remain. A per-
sistent issue in modelling past greenhouse climates has been the temperature
difference between equatorial and (sub-)polar regions, which is typically much
larger in simulations than proxy data suggest. Particularly in the Eocene,
multiple temperature proxies suggest extreme warmth in the southwest Pa-
cific Ocean, where model simulations consistently suggest cool conditions.
Here we present new global ocean model simulations at 0.1◦ horizontal res-
olution for the middle-late Eocene. The eddies in the high-resolution model
affect poleward heat transport and time-mean flow in critical regions com-
pared to the non-eddying flow in the low-resolution simulations. As a re-
sult, the high-resolution simulations produce higher surface temperatures near
Antarctica and lower surface temperatures near the equator compared to the
low-resolution simulations, leading to better correspondence with proxy re-
constructions. Crucially, the high resolution simulations are also much more
consistent with biogeographic patterns in endemic-Antarctic and low-latitude-
derived plankton micro-fossils, and thus resolves the long-standing discrepancy
of warm subpolar ocean temperatures and isolating polar gyre circulation. The
results imply that strongly eddying model simulations are required to recon-
cile discrepancies between regional proxy data and models, and demonstrate
the importance of accurate regional palaeobathymetry for proxy-model com-
parisons.

6.1 Introduction

Model-data comparisons for warm periods in the geologic past are used to un-
derstand climates considerably different from today (Braconnot et al., 2012;
Cramwinckel et al., 2018; Dowsett et al., 2013; Hutchinson et al., 2021; Kennedy-
Asser et al., 2020; Liu et al., 2009; Lunt et al., 2021; Schmidt et al., 2014a; Tabor
et al., 2016; Tierney et al., 2020b; Zhu et al., 2020). Using state-of-the-art ge-
ographic boundary conditions (Baatsen et al., 2016), and estimated atmospheric
CO2 levels, model results of the Eocene are consistent with deep-sea temperatures
(Cramwinckel et al., 2018) and are broadly found to match well with reconstruc-
tions of Sea Surface Temperatures (SST) from proxy data, but large regional dis-
crepancies remain (Baatsen et al., 2020; Huber & Caballero, 2011; Hutchinson et
al., 2021; Kennedy-Asser et al., 2020; Lunt et al., 2012; Lunt et al., 2021). Critically,
most models are not able to obtain the low meridional SST gradient as suggested by
proxies, independently of the boundary conditions of radiative forcing used (Lunt
et al., 2021). Equatorial SSTs are generally warmer or high latitude SSTs colder in
the models compared to the proxy data (which depends on these model boundary
conditions). Regional SST mismatches remain, in particular near the equator and in
the southwest Pacific (Lunt et al., 2021).

One challenge in palaeoclimate model-data comparisons is the scale difference be-
tween proxies and models. The proxies capture a regional environment and effects
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of small-scale regional setting (e.g. geography, bathymetry, and oceanography),
while general circulation models have difficulties capturing regional climate cor-
rectly due to the coarse resolution that is typically used (1◦ horizontally or coarser
for the ocean) (Dowsett et al., 2013; Eyring et al., 2019; Harrison et al., 2016;
Kennedy-Asser et al., 2020; Nooteboom et al., 2020; Tabor et al., 2016). It is well-
known that the quality of ocean models improves considerably at a higher horizontal
resolution (0.1◦) (Dong et al., 2014; Griffies et al., 2015; Hewitt et al., 2016; Mc-
Clean et al., 2006; McWilliams et al., 2014; Müller et al., 2019; Sun et al., 2019;
Viebahn et al., 2016), especially their regional flow (Delworth et al., 2012; Mar-
zocchi et al., 2015; Nooteboom et al., 2020). The improvement is not only due
to higher level of detail, but also because of the smaller scale interactions resolved
(including mesoscale eddies of 10-30km size) that influence the large-scale flow
properties (Porta Mana & Zanna, 2014) and increase the importance of the local
setting (i.e. the palaeogeography and bathymetry) in the resulting regional ocean
flow.

Biogeographic patterns of microplankton (e.g. dinoflagellate cysts; dinocysts) in
Southern Ocean marine sediments have been used as tracer of past surface oceanog-
raphy. For instance, Eocene sediments deposited near Antarctica contain dinocyst
species that are endemic to circum-Antarctic locations (Bijl et al., 2011). Hence,
Southern Ocean regions with many of these endemic species, as opposed to those
with abundant cosmopolitan species, must be oceanographically connected. This
implies that these biogeographic patterns of dinocysts provide a direct proxy of the
flow direction itself (Bijl et al., 2011). So far, climate models were broadly able to
match the circulation patterns deduced from microplankton endemism in the South-
ern Ocean, sometimes after adaptations of the model palaeobathymetry (Bijl et al.,
2013; Houben et al., 2019; Huber et al., 2004) or details of the configuration of crit-
ical Southern Ocean gateways (Sijp et al., 2016). However, these model simulations
cannot explain the occurrence or absence of endemic dinocysts at some sites.

Moreover, regional discrepancies with low-resolution ocean flow simulations re-
main in these biogeographic patterns. Matching geographic boundary conditions
so that simulated ocean flow is consistent with those from plankton records led
to profoundly cooler simulated southwest Pacific SSTs than the proxy records sug-
gest. State-of-the-art fully coupled climate model simlations did come close to the
proxy-based warmth in the southwest Pacific Ocean, but this required a throughflow
through the Tasmanian Gateway which was incompatible with microplankton-based
evidence of surface ocean flow (Cramwinckel et al., 2020; Stickley et al., 2004).
As a result, no model simulation exists that can reconcile southwest Pacific Ocean
warmth with ocean flow that is compatible with the plankton records. We here
assess whether a high resolution ocean model is able to improve this mismatch.
Recently, it was shown that these biogeographic patterns of microplankton can be
represented in models using sinking Lagrangian particles (Huber et al., 2004; Noote-
boom et al., 2019), which requires time-evolving flow patterns from eddying ocean
models (Nooteboom et al., 2020).
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Here we present the first simulations of a global eddying Eocene ocean model with a
0.1◦ horizontal resolution (HR2 and HR4; Table 5.1). These simulations are initial-
ized and forced with atmospheric fields from an equilibrium state of a coarser (1◦)
resolution model having a fully coupled ocean and atmosphere (LR2 and LR4; see
Table 5.1) (Baatsen et al., 2020). Hence, the high- and low-resolution simulations
have a similar atmospheric forcing and bathymetry. These high-resolution simula-
tions are run for a few decades (42 and 27 years for HR2 and HR4 respectively),
sufficient for upper-ocean circulation to equilibrate.

Table 6.1: The ocean model simulations of the middle-late Eocene (38Ma) in this chap-
ter, for different atmospheric Pre-Industrial (PI) CO2 levels (Baatsen et al., 2020).

Simulation resolution layers type forcing years run
LR2 (Baatsen et al., 2020) 1◦ 60 fully coupled 2×PI CO2 3000
LR4 (Baatsen et al., 2020) 1◦ 60 fully coupled 4×PI CO2 4000
HR2 0.1◦ 42 ocean-only, 2× PI CO2 42

LR2 atmosphere
HR4 0.1◦ 42 ocean-only, 4×PI CO2 27

LR4 atmosphere

6.2 Methods

6.2.1 Data

We used two datasets in this chapter. The first includes the SST proxies from UK
37,

TEXH
86, Mg/Ca, ∆47 and δ18O, which are described in detail in (Baatsen et al., 2020).

Proxy-based SST reconstructions come with uncertainties, limitations and biases
(Hollis et al., 2019), related to the depth, or season they represent.

The second dataset are sediment samples with dinocysts from (Bijl et al., 2011),
combined with the samples described in (Bijl et al., 2021; Cramwinckel et al., 2020;
Houben et al., 2019). We averaged dinocyst abundance of Antarctic-Endemic, cos-
mopolitan and low-latitude-derived for the respective time slices.

6.2.2 Model set-up

We used the Parallel Ocean Program (POP) (Smith et al., 2010; Toom et al., 2014;
Viebahn et al., 2016) to perform eddying ocean model simulations for the middle-
late Eocene (38Ma). To derive the forcing of this model, we made use of the fully-
coupled (ocean and atmosphere) simulations with Community Earth System Model
v1.0.5 (CESM) from (Baatsen et al., 2020), with a non-eddying ocean. We used
both the CESM simulations with 2× pre-industrial atmospheric CO2 (LR2) and 4×
pre-industrial CO2 (LR4) configuration.

The high-resolution POP is forced at the surface by a fixed atmosphere of the
CESM simulation. To construct the surface forcing, we interpolated the average
(over the last 50 model years of LR2 and LR4) Sea Surface Temperature (SST),
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Figure 6.1: Illustration of the modelled dinocyst endemism near Antarctica. (a) Virtual
particles are released at the bottom release location and tracked back in time with some
sinking speed to determine their surface origin location. If the SST at the back-tracked origin
location is lower than the threshold SST (ŜST = 16◦C in this illustration), it is assumed to
originate close to Antarctica, hence it is flagged as endemic. (b) A histogram of SSTs at the
surface origin locations.
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Sea Surface Salinity (SSS) and wind stress (zonal and meridional) of the CESM
simulation for every month of the year (such that a seasonal cycle is included in
the surface forcing). These SST and SSS fields were used as restoring boundary
conditions at the surface. The restoring boundary conditions imply that POP is
‘pushed’ towards the SST and SSS output of the CESM at the surface with a spe-
cific timescale (30 and 1020 days respectively). This means that differences between
the SST and SSS at different model resolutions arise due to the internal trans-
port (vertical and horizontal) of heat and salt in the ocean, not due the surface
forcing. The bathymetry that CESM uses was interpolated linearly on the high-
resolution grid that POP uses, making both bathymetries similar (see the code at
https://github.com/pdnooteboom/MCEocene).

For initialisation of the eddying model, the three-dimensional ocean output at the
end of the CESM simulations (LR2 and LR4) is interpolated on the higher resolution
grid that the POP (HR2 and HR4) uses. We simulated 42 and 27 years in total for
HR2 and HR4, respectively. Since we investigate the response of the simulations to
an increase in horizontal resolution, the same 5 model years of both HR2 and HR4
are used in most analyses in this chapter: year 23 to 27. For the same analyses
of the low-resolution simulations (LR2 and LR4), we used the last 5 years of these
simulations.

Using this setup of POP, we can investigate the sensitivity of simulations to the stud-
ied resolution difference only, because the model is forced by the same atmosphere
and their geographic boundary conditions are based on the same reconstruction of
(Baatsen et al., 2016), and the three-dimensional eddying ocean is initialized by the
equilibrated output of the CESM. As a result, the atmosphere is representative of
the middle-late Eocene climate, but does not respond to changes in the ocean. We
hence cannot investigate the effect of atmospheric feedbacks on the results (Arzel
et al., 2011; Rahmstorf & Willebrand, 1995; Toom et al., 2012; Zhang et al., 2015).

The model set-up is suited to study the effects of model resolution on Eocene ocean
flows, but it is not suitable to study dynamics which involve atmospheric coupling,
such as the El Niño Southern Oscillation. The model set-up can best be used to in-
vestigate the upper ocean circulation, as the deep ocean is not in equilibrium yet.
Therefore, we can only use this setup to obtain a transient response of the deep
meridional overturning, not its equilibrium.

6.2.3 Sinking Lagrangian particles

We released particles on a 2◦ × 1◦ grid of locations between 32-80◦S every day for a
year and waited until all of the particles reached the near-surface (i.e. 17,520 par-
ticles in total). This analysis requires a higher than monthly temporal resolution of
model output (chapter 5). Therefore we used daily fields for the years 35-42 (HR2)
and years 20-27 (HR4) to perform this backtracking analysis.

The used particle sinking speed of the Lagrangian particles in this chapter is 6 m
day−1. This represents a low sinking speed for single dinocysts (Anderson et al.,
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1985). We choose this low sinking speed, because it is considered as a lower bound
of the realistic sinking speeds where most lateral transport occurs, which makes it
easier to explain low abundances of dinocyst species. However, this sinking speed
could in reality be different due to e.g. aggregation with other particles. We also
applied a sinking speed of 25 m day−1 (see Fig. C.8), which represent small ag-
gregates (chapter 2). The main conclusions on the model-data comparison do not
change if 25 m day−1 instead of 6 m day−1 sinking speed is used.

The percentage of dinocyst endemism in the model is determined by the percent-
age of particles that originated from an environment with a temperature below ŜST
(which must be close to Antarctica; see Fig.6.1; similar approach as in Huber et al.,
2004; see Appendix D). The percentage of modeled dinocyst endemism is not ex-
pected to compare well with the percentage of measured endemic dinocyst, because
this match is also sensitive to the species-specific susceptibility of dissolution during
the sinking journey and their productivity at the ocean surface (chapter 3 and 4).
Therefore, we compare whether any endemic species occur in sites (0 or >0%) be-
tween model and data instead of the exact percentage.

We assume that the sinking Lagrangian particles are not greatly influenced by the
fact that the deep circulation is not in full equilibrium yet in the eddying simula-
tions. Most of the lateral particle displacement occurs near the surface which is in
equilibrium and where the currents are the strongest. Moreover, the eddying sim-
ulations are initialised with output from the non-eddying simulations, which are in
reasonable equilibrium. The mechanistic development of the flow, given the heat
and salt distribution from the initialisation, occurs in a few years (see also Fig. 6.4c-
h). Hereafter, the flow changes slowly and may equilibrate after ∼1000 years due
to the flow response to changing density distributions. The assumption that sinking
Lagrangian particles are not greatly affected by the deep ocean equilibration, is sup-
ported by the results that use sinking Lagrangian particles in HR2 and HR4: These
results are similar, even though the deep ocean circulation is different in HR2 and
HR4.

6.2.4 Decomposition of meridional heat transport

The Meridional Heat Transport (MHT ) is computed as:

MHT = cpρ0

∫ ∫
vTdxdz, (6.1)

with cp the ocean heat capacity and ρ0 = 1gr cm−3 the reference density, v the
meridional flow velocity and T the ocean temperature. We use two decompositions
of the MHT (Viebahn et al., 2016). The first is to distinguish the time-mean from
the transient eddy component:

MHT = MHT +MHT ’, (6.2)
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with

MHT = cpρ0

∫ ∫
v̄T̄ dxdz

MHT ’ = cpρ0

∫ ∫
vT − v̄T̄ dxdz

Here a bar denotes a time mean.
Second, the MHT is decomposed in an overturning part (MHTO) and a part which
represents the heat transport due the horizontal flow (MHTH ; such as gyres):

MHT = MHTO +MHTH , (6.3)

with

MHTO = cpρ0

∫ ∫
v̄
x
T̄ dxdz,

MHTH = cpρ0

∫ ∫ (
v̄ − v̄

x)
T̄ dxdz,

where x denotes a zonal mean.

6.3 Results

6.3.1 Effect of model resolution on Eocene flow

The ocean circulation is different between the eddying and non-eddying configura-
tions (Fig. 6.2). In the eddying model, the time-mean flow strength has a higher
spatial variability, the bathymetry has a larger influence on the flow strength and
direction (especially in the Southern Ocean; see Fig. C.2 for the bathymetry), and
local scale features are much more pronounced, compared to the low-resolution
model. All western boundary and equatorial currents increase in strength, except
in the North Atlantic. The spatial structure and separation locations of the western
boundary currents are also shifted. For instance, the eastward Agulhas separation
(near South-Africa) is only present in the eddying simulations (it retroflects more
eastward compared to the present day). Moreover, east of Australia, the East Aus-
tralia Current (EAC) extends further southeastwards in the eddying compared to the
non-eddying simulation, while there is a narrow but strong northward current east
of Tasmania that is not present in the low-resolution simulations.

The EAC flow provides an example of the stronger influence of the palaeobathymetry
on the flow in HR4 compared to LR4, even though the bathymetry is the same in
both configurations. Eddies are responsible for the downward transfer of momen-
tum input at the ocean surface by winds that is eventually balanced by bottom form
stresses (Munday et al., 2015). As a consequence, the flow is strongly determined by
isobaths (i.e. lines of constant bathymetry) (Marshall, 1994; Rintoul, 2018). Hence,
the bathymetry has a much larger influence on the flow if the ocean is eddying (in
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Figure 6.2: Magnitude of the time-mean surface horizontal flow velocity in the model of (a)
1◦ (mean over years 3995-4000) and (b) 0.1◦ horizontal resolution (mean over years 23-27).
Both with 4×pre-industrial atmospheric carbon (LR4 and HR4). The Drake Passage (DP),
Tasman Gateway (TG), East Australian Current (EAC), Kuroshio current and proto-Antarctic
Circumpolar Current (ACC) are labeled.
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HR4 and HR2) than if it is not (LR4). In HR4, the EAC is steered further southeast-
ward than in LR4 along the submerged continental block of Lord Howe Rise (see Fig.
C.2 for the bathymetry). Moreover, jets like the EAC have a narrower structure in
the eddying flow, due to interactions between eddies and the time-mean flow (Wa-
terman et al., 2011), which has profound impacts on the regional oceanography.

6.3.2 Model-data comparison: plankton biogeography

The new Eocene ocean model velocity fields enable us to use sinking Lagrangian
particles (Nooteboom et al., 2020) to reveal biogeographic provinces of microplank-
ton in the Eocene Southern Ocean. In this way, we can test how representative the
modeled flow is compared to the reconstructed ocean flow from sediment records.
In this approach, it is determined where sedimentary particles originated from at the
ocean surface, while taking into account how the particles were advected by ocean
currents during their sinking journey. If these virtual particles originate from an en-
vironment with a temperature below a threshold value indicated by ŜST, the particle
is assumed to originate close to Antarctica, and flagged as representing Antarctic-
endemic dinocyst species (see Materials and Methods section and Fig. 6.1 for an
illustration).

Due to the circulation differences between eddying and non-eddying simula-
tions, the model-derived occurrence of Antarctic-endemic sedimentary dinocysts is
clearly different between both configurations (Fig. 6.3). While the endemism is
more strongly dependent on latitude and a sharper boundary exists between low-
endemism and high-endemism in LR4, sinking particles are transported further away
from Antarctica in specific areas (especially near western boundary currents) in HR4.
As a consequence, the occurrence of several recorded endemic species can be ex-
plained in HR4, while it cannot in LR4 (see e.g. site SanB). Moreover, the modeled
endemism in the non-eddying LR4 cannot match with both DSDP277 and MH at the
same time, because these sites contain an opposite signal (i.e. MH contains endemic
species and DSDP277 does not) while being located closely to each other. In HR4 on
the other hand, the sedimentary particles in site DSDP277 (Fig. 6.3) originate only
from the warm waters of the southeastward flowing EAC, while the closely located
site MH also contains particles originating from cold waters in the east, in agreement
with the occurrence of endemic species at MH.

Overall we find that only the eddying simulations produce circulation patterns con-
sistent with plankton biogeographic patterns. As a result, the model-data compari-
son has a better overall fit in HR4 compared to LR4 (Fig. 6.3a,c). The model-data
fit improvement in HR4 compared to LR4 highlights the need for accurate recon-
structions of the geographic boundary conditions (Baatsen et al., 2016) to optimize
model-data matches as in Fig. 6.3a,b: It are the details in the ocean flow that induce
a better model-data fit in HR4 compared to LR4.

The modeled dinocyst endemisms in the 2× and 4×pre-industrial atmospheric CO2

configurations are similar (see Fig. C.7), even though HR2 and HR4 are forced by
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Figure 6.3: Model-data comparison: Antarctic endemism of sedimentary dinocysts in config-
urations HR4 and LR4. The model dinocyst endemism at the ocean bottom is determined by
the percentage of virtual particles that started sinking (with 6 m day−1 sinking speed) in a
surface environment with temperature below ŜST (see Supporting Information Fig. S4 for
an illustration). (a), (c) Model-data fit for HR4 and LR4 respectively, for different values of
ŜST (given by the dot colors). Model and data compare better if the following two measures
of fit are lower: 1) the number of sites with a point-to-point model-data mismatch in terms
of endemic dinocyst species occurrence and 2) shortest cumulative distance of these sites to
a location in the model that does match in terms of endemic dinocyst occurrence (i.e.

∑
i Di,

where Di is the distance between a site i and a location in the model that does match with site
i in terms of the endemic dinocyst occurrence). (b), (d) Model-data comparison of dinocyst
endemism at the ŜST value that minimizes the measures of fit in (a), (c). The sedimentary
endemism of the data is the percentage of measured endemic species at the site (Bijl et al.,
2011), representative of 41-39 Ma. Labeled sites are named in the main text.
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a different atmosphere and respond differently after initialisation (Fig. 6.4). How-
ever, the transient response of the upper ocean equilibrates similarly in the 2× and
4×pre-industrial CO2 cases in a few decades, which also results in a similar time-
mean surface flow (Fig. C.1).This implies that plankton biogeographic patterns and
surface ocean circulation are to a large extent affected by bathymetry, rather than
the climate boundary conditions of the model.

At the beginning of the HR2 and HR4 simulations, much of the energy input at
the surface is used to set up the circulation and the development of eddies, as can
be seen from a reduction of Southern Ocean gateway transports in the first 5 years
(similar in both HR2 and HR4), after which they recover (Fig. 6.4c-f). After 9
years, the Drake Passage transport (through the gateway between South America
and Antarctica) exceeds the transport in the low-resolution simulations and equi-
librates at a higher level. The increased Drake Passage transport is mainly caused
by the lower (more realistic) viscosity that the high-resolution models allows com-
pared to the low-resolution model (which becomes numerically unstable at this low
viscosity value). Interestingly, the volume transport through the Tasman Gateway
in HR2 and HR4 does not exceed the volume transport in LR2 and LR4. Instead, a
larger fraction of the water is transported north of Australia, resulting in the stronger
southeastward East Australian Current (EAC; Fig. 6.2).

6.3.3 Model-data comparison: sea surface temperatures

Now that we have established that the high-resolution POP model simulates an
Eocene ocean flow, which is consistent with proxy data for ocean circulation, we
compare the results of these simulations to proxy data for SST. SST distributions
however, are also influenced by the model background state and sensitive to their
global-scale equilibration. Moreover, the background flow affects the distribution of
heat differently in the eddying versus non-eddying simulations. Meso-scale eddies
are important for the distribution of heat, and eddying ocean models do a better job
in representing heat transport compared to non-eddying models that use parame-
terizations for eddy-induced heat transport (Griffies et al., 2015; McWilliams et al.,
2014; Viebahn et al., 2016).

Indeed, heat is distributed differently in the top km of the eddying compared to
the non-eddying simulations (Fig. 6.4a and 6.4b). Eddies efficiently transport heat
to the subsurface (Delworth et al., 2012), which leads to subsurface warming in
both eddying simulations (HR2 and HR4) and a lower vertical temperature gradient
compared to LR2 and LR4. However, in HR2 the surface cools more, while the sub-
surface warms less compared to HR4.

Much of the heat transport change from LR to HR is related to the Southern and
Northern Meridional Overturning Circulation (SMOC and NMOC respectively). In
both HR2 and HR4, North Pacific sinking develops (in a few decades) next to ex-
isting South Pacific sinking, while in the low-resolution simulations there is only
Southern Hemisphere sinking (Fig. C.3). Overall, the North Pacific sinking leads to
an increase in the NMOC and a decrease in the SMOC. These changes in the MOC
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Figure 6.4: Response of the ocean model after initialisation, HR2 (left) and HR4 (right). Note
that the initial state of HR2 (HR4) corresponds to LR2 (LR4). (a), (b) Depth-dependent evo-
lution of the horizontal mean temperature increase compared to the initialisation state (upper
1km only). Water volume transport through the (c), (d) Drake Passage (65◦W) and (e),(f)
Tasman Gateway (150◦E). (g), (h) Northern and southern maximum meridional overturning.
MOC=Meridional Overturning Circulation, NMOC=Northern MOC, SMOC=Southern MOC,
Sv=Sverdrup.
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are stronger in HR2 compared to HR4, and both the NMOC and SMOC are still in-
creasing in magnitude at the end of the HR2 simulation.

The SMOC also differs in structure between the high- and low-resolution simulations
(see the mixed layer depth in Fig. C.3). In HR2 and HR4, more volume transport
through the Drake Passage increases the surface salinity in the South Atlantic result-
ing in denser surface water in the Weddell Sea (Tumoulin et al., 2020). Therefore,
the main deepwater formation location is the South Atlantic in HR2 and HR4, while
it is the South Pacific in LR2 and LR4.

These results imply that HR2 and HR4 are run long enough for the upper-ocean
circulation to equilibrate, while the deep ocean is not in equilibrium yet, as can be
seen from the MOC in HR2 (Fig. 6.4g). Although the transient evolution of the deep
ocean circulation differs between HR2 and HR4, we can nevertheless investigate
their impact on SST distributions and compare those to proxy-data.

Both the tropical and Arctic Ocean cool significantly in HR2 compared to LR2, while
in HR4 the equatorial regions cool less and high-latitude (north and south) regions
warm more as compared to LR4 (see Fig.6.5). For both atmospheric CO2 levels, local
SST differences between the high- and low-resolution simulations mostly occur near
western boundary currents of which the location shifts in the eddying simulation
(Fig 6.5a and d). These shifts have an effect on the model-data comparison at sites
near western boundary currents. In fact, the EAC transports warm waters southeast-
wards in the southwest Pacific, which (partly) explains why sites in the southwest
Pacific are found to be warmer compared to model simulations with a coarse reso-
lution. Notably, similar SST changes occur near the Kuroshio and Agulhas currents.
The Weddell Sea warms up in HR2 and HR4 compared to LR2 and LR4 respectively,
which is related to the South Atlantic sinking that occurs in HR2 and HR4.

Climate models generally do not produce the low meridional temperature gradients
of warm climates as inferred from proxy data (Huber & Caballero, 2011; Sijp et al.,
2014). While the simulations LR2 and LR4 were found to generate a lower merid-
ional SST gradient compared to other models of 1◦ horizontal resolution or coarser
(Baatsen et al., 2020), this gradient reduces further in HR2 and HR4. The tropics
are cooler in HR2 and HR4 compared to LR2 and LR4, while in the zonal-mean the
southern high-latitudes are only slightly warmer in HR4 (Fig.6.5d-f). Regionally,
there is, however, significant warming of Southern Ocean SSTs in HR4. Overall, this
improves comparison of the high-resolution model results with SST proxies in the
tropics, while the modeled high-latitude SST values are often still lower than the
proxy-derived SST values. The eddying simulations show stronger horizontal gradi-
ents in the time-mean SST field compared to the non-eddying simulations, which re-
sults in a higher time-mean SST variation in the model around the sediment sample
sites. The model-data fit greatly improves in the eddying compared to non-eddying
simulations (figs 6.5 g-j), although a mismatch with some sites remains (especially
for the 2×pre-industrial CO2 case) and the high-latitude temperatures are overall
lower compared to the proxy data.
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Figure 6.5: Model-proxy data comparison: sea surface temperature (SST). The 2× and
4×pre-industrial case are compared to SST proxy data of 38-34Ma and 42-38Ma respec-
tively. (a), (d) SST difference of the high- compared to the low-resolution model with the site
locations of the SST proxies for 2× and 4×pre-industrial carbon configuration, respectively
and (b), (e) their zonal mean. Solid white lines indicate ±5◦C contours. (c), (f) the zonally
averaged annual mean SST in the high resolution (black) and the low resolution (red) model
for 2× and 4×pre-industrial carbon configuration respectively. The shaded areas show zonal
spread (i.e. minimum and maximum) of the annual mean SST. Markers indicate SST proxy
estimates with their uncertainty. (g-j) Scatter plots between proxy-derived and model-derived
SST for all four configurations, with Root Mean Squared Errors (RMSE). Error bars represent
proxy calibration errors. To consider the palaeolocation uncertainty of sites (Hinsbergen et
al., 2015), each site is compared to the model SST value from up to 3◦ distance of the site
that minimizes the RMSE of the scatter plot (similar to (Baatsen et al., 2020); see Fig. C.10
for a point-to-point comparison). The dashed black line is the one-to-one line representing
the perfect match between model and proxy data.
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Overall, the eddying ocean model reduces the SST model-data mismatch from the
non-eddying model, because it alters the local transport of heat. However, the SST
model-data comparison is also sensitive to the model background state (i.e. the state
of the ocean at a global scale), which depends on the used atmospheric forcing and
long time scales phenomena, such as the deep meridional overturning circulation.
Hence, the SST model-data mismatch could be reduced even further if better model
boundary conditions are used which lead to a more realistic background state of
the late Eocene. To distinguish between the mechanisms which are reponsible for
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Figure 6.6: Decompositions of the ocean advective meridional heat transport (MHT; zon-
ally and vertically integrated; see Viebahn et al., 2016). The (a) time-mean versus the (b)
transient eddy component of MHT. The (c) overturning versus (d) horizontal MHT.

any changes in meridional heat transport (MHT), we use two types of decomposi-
tions (fig. 6.6). The first distinguishes between the time-mean and transient eddy
component (Fig. 6.6a and 6.6b respectively). We find from the time-mean MHT
that more heat is transported towards the North Pole in the high- compared to the
low-resolution simulations. The additional heat that is transported from the equa-
tor towards the North Pole and hence there is less southward MHT at the Southern
Hemisphere (the so-called ‘heat piracy’ effect; (Sijp et al., 2014)).
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The transient eddy component typically compensates the dominant time-mean heat
transport towards the poles and hence it is pointed equatorward. The transient eddy
MHT is typically stronger in the high- compared to the low-resolution simulations,
where the eddy-driven heat transport is parameterized with the Gent-McWilliams
parameterization. Since both the time-mean and transient eddy component of the
MHT are higher at southern midlatitudes in HR2 and HR4 compared to LR2 and
LR4, the three-dimensional Southern Ocean is more isolated in the high- compared
to the low-resolution.

The second decomposition is spatial, and distinguishes between the MHT that is
caused by the horizontal (gyre) circulation and the MHT part that is caused by both
deep and shallow overturning. Both high-resolution simulations have a stronger hor-
izontal gyre circulation in both hemispheres and stronger western boundary currents
compared to LR2 and LR4, resulting in more poleward horizontal heat transport in
HR2 and HR4 (Fig 6.6d). At the same time, the North Pacific sinking in HR2 and
HR4 induces a stronger heat transport towards the North Pole (Fig 6.6c) compared
to LR2 and LR4. This increase in northward heat transport also leads to a lower
southward heat transport in the Southern Hemisphere.

The different background states responses of HR2 and HR4 are also visible in the
MHT decompositions (Fig. 6.6). Although the MHT in LR2 and LR4 are similar, the
northward heat transport in HR2 is much larger than HR4, which is caused by the
stronger North Pacific sinking in HR2. The MHT difference between HR2 and HR4
is unrelated to a heat piracy effect, since the MHT transport in the Southern Hemi-
sphere is similar in both simulations. In contrast, the equator cools more strongly in
HR2 compared to HR4.

6.4 Conclusion and outlook

We have shown that an eddying Eocene ocean model provides a more detailed ocean
flow compared to a non-eddying version of the same model. As a result, model-data
mismatches in the geologic past (Baatsen et al., 2020; Bijl et al., 2011; Houben et
al., 2019; Huber et al., 2004; Hutchinson et al., 2021; Lunt et al., 2021) can at least
partly be explained by the lack of eddies in the ocean models used. Our eddying
simulations of the late Eocene are better able to explain the occurrence or absence
of endemic dinocyst species near Antarctica compared to non-eddying simulations.
The SST model-data comparison also improved in the eddying compared to non-
eddying simulations.

The explicit representation of eddies in ocean models may have implications for
comparison of models with other proxy types than considered here. For instance,
pollen-based temperature reconstructions imply that it did not freeze at the Antarc-
tic coast during winter in the early Eocene (globally ∼ 6◦C warmer than the late
Eocene), despite polar darkness (Pross et al., 2012). Eddy-induced flow, and its im-
pact on ocean heat transport, could in part explain such conditions.
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The simulations in this chapter are computationally expensive. However, other
types of model set-ups may be interesting if not limited by computational capa-
bilities. First, the strong influence of bathymetry on the eddying flow implies that
the uncertainty of palaeogeography reconstructions has a major impact on model-
data comparisons. Future studies could make adaptations on the bathymetry within
uncertainty of palaeogeograhic reconstructions, to find its impact on the modeled
ocean circulation and model-data comparison. Moreover, since the eddying flow
has a direct response to bottom topography, it seems suitable for a downscaling,
or eddy parameterization type of approach to obtain this influence of bathymetry
on the flow with reduced computational costs. However, these type of approaches
are found to be challenging in present-day configurations (Fox-Kemper et al., 2019;
Lanzante et al., 2018; Nooteboom et al., 2020).

Second, we used the model equilibrium of the non-eddying climate model simu-
lations (which are in radiative equilibrium (Baatsen et al., 2020)) to start and force
the eddying model. However, this switch induces a drift of the deep ocean circula-
tion, which is not equilibrated yet in the high-resolution simulations of this chapter.
Hence, the background state of the model will change further if the model is run for
longer time periods (a few millennia). Future simulations may have the capabilities
to perform longer simulations. These changes of the model background state on
long time scales might have implications for the regional flow and the quality of the
model-data comparisons.

Finally, atmospheric feedbacks greatly influence the ocean model background state
on long time scales, such as the meridional overturning circulation (Arzel et al.,
2011; Rahmstorf & Willebrand, 1995; Toom et al., 2012; Zhang et al., 2015). Hence,
the high-resolution ocean should be coupled to a high-resolution atmosphere, which
could further enhance the meridional transport of heat and lead to an improved
model-data comparison.

6.5 Code and data availability

The code that is used for this work is distributed under MIT license and can be found
here: https://github.com/pdnooteboom/MCEocene, and for the MHT decomposi-
tions: https://github.com/pdnooteboom/MHeatTransport. The model data used
to generate the main figures in this chapter are publicly available on the Utrecht
University Yoda platform: https://doi.org/10.24416/UU01-AYNLZP.

https://github.com/pdnooteboom/MCEocene
https://github.com/pdnooteboom/MHeatTransport
https://doi.org/10.24416/UU01-AYNLZP
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CHAPTER 7
Summary and outlook

“ What we know is a drop, what we don’t know is an ocean. ”
Isaac Newton
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In this chapter we summarize the main conclusions of the thesis by answering the
research questions as formulated in chapter 1. We also provide an outlook of future
research, dealing with outstanding questions that arise from the conclusions of this
thesis.

7.1 Summary

How much can the lateral transport of microplankton influence their sedimen-
tary species composition, and does this impact their relation with environmen-
tal variables at the ocean surface?

Using sinking speeds of single dinocysts, chapter 3 shows that sinking microplank-
ton can transport up to 1500km in extreme cases. This could lead to differences
between the environment at overlying and at back-tracked surface origin locations
of up to ±16◦C and ±4PSU. Sedimentary microplankton could hence represent a
very different climate compared to the environment at the overlying surface. This
environmental difference depends on 1) the water depth, 2) the particle sinking
speed, 3) the strength of local ocean currents, 4) the orientation of those ocean
currents and 5) the gradients of environmental variables in the directions of these
currents.
As a consequence of the lateral displacement of microplankton species by ocean
currents, some of these species may occur in marine sediments which are located
outside of their typical habitat region at the ocean surface, as was shown for the
dinocyst species S. antarctica and S. delicatus (chapter 3). Hence, this lateral dis-
placement does influence the sedimentary species composition.

The influence of ocean transport on sedimentary microplankton composition is fur-
ther generalised in chapter 4: this influence is provincial, due to the spatial varying
character that these backtracking analyses have. This implies that sinking particles
become relatively more mixed in specific areas (e.g. near Western boundary cur-
rents). It was shown that the measured sedimentary biodiversity is often higher in
these areas with strong mixing, partly because of the species occurrence in sediments
that are located outside of their habitat area at the surface. Moreover, a clearer re-
lationship between the sedimentary microplankton composition and environmental
variables at the surface could be obtained if the sediment samples in those areas of
‘strong mixing’ were excluded. An interesting observation in this chapter is that the
provinces of strong mixing do not change much if different particle sinking speeds
are used.

What is the impact of resolving eddies in an ocean model on sinking Lagrangian
particles, and hence the modelled transport of sinking microplankton?

Spatial resolution is a relevant property of an ocean model to determine the tra-
jectories of sinking Lagrangian particles in chapter 5, where back-tracked particle
distributions are compared in different OGCM configurations (with different spa-
tial and temporal resolutions of the OGCM and its output respectively). Lagrangian
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particles are transported differently in a strongly eddying OGCM, with 0.1◦ horizon-
tal resolution, compared to a non-eddying OGCM of 1◦ horizontal resolution. Dif-
ferences between the back-tracked particle distributions in both model types arise
because 1) eddies provide mesoscale (10-30km) fluctuations in the flow field that
cause a stronger divergence of particle trajectories and 2) the time-mean flow field
is different in the eddying compared to the non-eddying OGCM, because the smaller
scales that are resolved in the eddying OGCM have an influence on the large scale
flow.

Fluctuations can be added to the non-eddying flow field, to mimic the transport
of sinking particles by eddies. In chapter 5, these fluctuations are added with the
addition of stochastic noise while particles were tracked in the flow field. Using this
approach, similar back-tracked particle distributions are obtained between the ed-
dying and non-eddying configurations in locations where the local time-mean flow
was similar in both eddying and non-eddying OGCM. Such locations exist, but there
are very few, and it is not possible to foresee where these are located from the non-
eddying flow field alone. Moreover, the effect of eddies on the time-mean flow is not
captured if stochastic noise is added to the particle trajectories after the flow field
has already been created. Hence, this approach is insufficient to mimic the transport
of sinking Lagrangian particles in eddying OGCMs in most locations.

Not only the spatial resolution of the OGCM, but also the temporal resolution of
its model output influences the results of the back-tracking analysis. Performing
the back-track analysis with both monthly and 5-daily model output, it was found
that the particle distributions of surface origin locations can greatly differ in some
cases. Overall, it is recommended to only apply sinking Lagrangian particles using
an eddying OGCM with model output which has a temporal resolution in the order
of days.

Do model-data comparisons of past climates improve if an eddying ocean
model is used instead of a non-eddying model?

Chapter 6 shows the potential of eddying model simulations to explain model-data
mismatches in past climates. Except for their spatial detail, the eddying ocean sim-
ulations in this chapter are similar to the non-eddying simulations in their set-up:
they use the same atmospheric forcing and geographic boundary condition repre-
sentative of the middle-late Eocene. Nevertheless, the meso-scale eddies induce a
different time-mean flow in the eddying configuration. As a result of the adapted
time-mean flow, the eddying simulations improve the model-data fit with two types
of proxy-derived quantities.

First, eddying models are better able to explain the occurrence and absence of
Antarctic-endemic dinocysts in the middle-late Eocene compared to non-eddying
models. Sinking Lagrangian particles are used to determine the model-derived
Antarctic endemism of species, which is why this quantitiy is expected to be dif-
ferent in eddying and non-eddying models (chapter 5). The eddying horizontal flow
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is more strongly determined by the bathymetry compared to the non-eddying flow,
which implies that this type of model-data fit strongly depends on the geographic
boundary condition that the model uses. Moreover, since eddying simulations better
represent surface flow compared to non-eddying simulations, eddying ocean models
should be used to study ocean connectivity (Appendix D and chapter 4).

Second, the eddying model simulations compare better than non-eddying simula-
tions with proxy-derived sea surface temperatures. This type of model-data fit is
different in the eddying and non-eddying simulation due to differences in the time-
mean flow and caused by the eddy-induced ocean heat transport that is more realis-
tic in the eddying models and parameterized in the non-eddying models. However,
a discrepancy of sea surface temperatures remains, because this type of model-data
comparison is sensitive to the background ocean state of the model. Hence, this
model-data fit could be further improved by choosing a different atmosperic forcing
or by coupling the ocean to an atmospheric model.

7.2 Outlook

In this thesis, we find a great potential for the application of sinking Lagrangian par-
ticles in eddying Ocean Genereal Circulation Models (OGCMs) to represent sinking
microplankton and to explain discrepancies between palaeoclimate model results
and proxy data. This indicates that the usage of high-resolution, eddying palaeo-
models has the potential to bridge model-data gaps in other time periods than the
late Eocene. Interesting topics for future research are already discussed in the chap-
ters of this thesis. Here we identify two fundamental challenges.

Microplankton-environment relationship

First, it is important to understand how the relationship between sedimentary mi-
croplankton species and overlying environmental variables can be described, in or-
der to make accurate palaeoceanographic reconstructions of these variables using
microplankton. Hence, the first challenge is to explain how sedimentary microplank-
ton distributions are shaped, in both the present-day and in the past, to obtain a
better understanding of the relationship between sedimentary microplankton and
the ocean surface environment.

More realistic simulations of sinking Lagrangian particles could explain microplank-
ton biogegraphic patterns in more detail. In this thesis, we often applied sensitivity
studies on the sinking speed, such as in chapter 3. However, one could incorporate
the mechanisms that determine the sinking speed as discussed in chapter 2, possibly
also including particle-particle interactions, integrating species-specific susceptibility
for dissolution and designing these backtracking analyses for specific microplankton
types (e.g. dinocysts, planktic foraminifera or coccoliths). Measured sedimentary
microplankton distributions could be compared with similar measurements near the
ocean surface. Then ideally, one could quantify a downward species flux, making
the Lagrangian analysis better comparable with relative abundances of sedimentary
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microplankton species, instead of comparing only the occurrence or absence of mi-
croplankton species in sediment sites as is done in chapters 6 and 3 of this thesis.

Apart from their sinking journey, sedimentary microplankton distributions are also
determined by the plankton community structure near the ocean surface. It is un-
clear how surface plankton distributions are exactly shaped in the first place (Lima-
Mendez et al., 2015), and the processes that shape plankton community structures
may have changed through time. Especially for dinocysts, little is known about
their near-surface distributions, which is partly due to the fact that specific biolog-
ical producers (i.e. the dinoflagellate types) of dinocysts are unknown. Hence, a
better understanding of the processes that determine surface plankton distributions
may contribute to the reliability of palaeoceanographic reconstructions that use sed-
imentary microplankton.

Some proxies use the biogeochemical properties of specific microplankton species
instead of the species composition that is considered in this thesis. These biogeo-
chemical properties could be shaped in a different way by the advection of sinking
microplankton compared to the species composition (Dämmer et al., 2020; Turney
et al., 2020). Future research could investigate the effect of particle advection on all
types of specific microplankton biogeochemical properties.

Computational costs and opportunities of high-resolution simulations

The second challenge concerns the computational cost (i.e. computing power and
internal memory usage) of both the climate model simulations (i.e. the GCMs) and
the application of Lagrangian particles. The usage of sinking Lagrangian particles
in eddying ocean GCMs improves the comparison between modelled and measured
bioprovencialism in the late Eocene (see chapter 6), which shows the potential of
these high-resolution model simulations to resolve model-data mismatches in past
climates. However, in chapter 6 we only used two model simulations (with differ-
ent atmospheric forcing), because these simulations are computationally expensive.
Two approaches can tackle this computational challenge: either by increasing the
computional power or by reducing the computational costs of the simulations.

Computational costs could be reduced by improving the parameterisation of sub-
grid scale effects in the non-eddying OGCMs. Sub-grid scale parameterisation is
known as a great challenge in both the Eulerian and Lagrangian setting (Fox-Kemper
et al., 2019; Le Sommer et al., 2018), due to the influence of sub-grid scales on the
large-scale flow (as discussed in chapter 5). Nevertheless, attempts have been made
while considering the effect of mesoscale eddies on the large-scale flow (Hewitt et
al., 2020).

If this computational challenge can be overcome, high-resolution ocean model sim-
ulations provide several opportunities. First, we could apply more eddying simula-
tions compared to the two simulations in chapter 6, under more boundary conditions
such as atmospheric CO2 and bathymetry configurations. Since boundary conditions
are often uncertain in past climates, these type of sensitivity studies may result in
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considerably different realisations of the model, which has a relevant impact on
model-data comparisons such as those in chapter 6. The application of simulations
under multiple boundary conditions could further improve model-data comparisons,
and show which boundary conditions are most realistic for specific time periods.

Second, we could perform longer eddying simulations (∼ 1000 years), such that
the ocean fully equilibrates. If the ocean is fully equilibrated, the simulations can be
used to study large-scale features of the ocean, such as the deep meridional over-
turning circulation. The explicit representation of eddies in GCMs is known to have
implications for the deep overturning circulation in the present-day (Hirschi et al.,
2020; Jackson et al., 2020).

Third, atmospheric feedbacks influence the ocean flow, among which the deep over-
turning circulation, and the ocean background state on long time scales (Arzel et al.,
2011; Rahmstorf & Willebrand, 1995). We could perform high-resolution palaeocli-
mate GCMs with a fully coupled ocean and atmosphere, which also allows us to
study processes in past climates that are influenced by the atmosphere such as El
Niño Southern Oscillation (Oldeman et al., 2021). Moreover, the atmosphere is
responsible for a large part of the meridional heat transport (Fasullo & Trenberth,
2008; Trenberth & Caron, 2001; Yang et al., 2015). If the ocean is coupled to a high-
resolution atmosphere, processes such as tropical cyclones (Roberts et al., 2020) and
their effect on heat transport (Scoccimarro et al., 2011) are represented, which may
result in a better match with the low equator-to-pole temperature difference in the
Eocene that is inferred from proxy data compared to chapter 6.

It is in particular the ocean models with 0.1◦ horizontal resolution that greatly
improve characteristics of the large-scale flow and the location of boundary cur-
rent separations compared to non-eddying models with ≥ 1◦ horizontal resolution
(Chassignet et al., 2020; Smith et al., 2000). However, 0.1◦ resolution models do
not fully resolve the dynamics of mesoscale eddies everywhere (Fig. 7.1). If com-
putational limits do not exist, at which model resolution should one stop? Recently,
0.02◦ horizontal resolution models have been shown to substantially improve ocean
variability, western boundary currents (Ajayi et al., 2020; Chassignet & Xu, 2021)
and the transport of heat (Su et al., 2018) compared to 0.1◦ resolution models in
the present-day.
Since proxy data exhibit large uncertainty and are unlikely to include detailed ocean
variability, a higher model resolution should substantially improve large-scale fea-
tures in order to reduce model-data mismatches (e.g. the East Australia Current that
substantially transports more heat southeastward in the eddying compared to the
non-eddying simulation; chapter 6). Nevertheless, the variability that is contained
in increasingly higher resolution palaeoclimate model simulations is interesting to
investigate, since it may be different from the type of variability that we observe
today and could be similar to the variability in a warm future climate.
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Figure 7.1: Figure from (Hallberg, 2013). Estimation (based on a 1/8◦ Mercator grid) of the
horizontal resolution needed to resolve the first baroclinic deformation radius with two grid
points. The solid line shows the contour where the deformation radius is resolved with two
grid points at 1◦ and 1/8◦ resolutions.
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APPENDIX A
Clustering methods (chapter 4) explained

A.1 Additional information on oceanographically connected
clusters in the present-day

A.1.1 Hierarchical clustering

Figure A.1: Illustrations for the embedding types that the hierarchical clustering method uses. (a) Illus-
tration of the surface-bottom transportation matrix (figure adapted from (Nooteboom et al., 2019)). The
transportation matrix contains the probabilities that a particle that is found in a bottom box, originated
from a surface box. The transportation matrix can also be interpreted as a bipartatite graph in (b), which
has a bottom projection (c): the bottom nodes are linked with a weight that is determined by the amount
of mutually linked surface vertices in the bipartite graph.

The particle tracking results from (Nooteboom et al., 2019) can be described by a
bipartite graph (or transportation matrix; Fig A.1a). This bipatite graph consists of
bottom and surface nodes (representative of surface and bottom boxes in the trans-
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portation matrix; we use 1◦ × 1◦ boxes in chapter 4). Bottom and surface nodes are
linked if the probability that a particle which is found in a bottom box originates
from the surface box is greater than zero. We will use the projection of this bipartite
graph on the bottom nodes (Fig A.1c). This provides us with a graph of only bottom
nodes, where the weight of a link between two nodes is determined by the amount
of common surface nodes they are linked to in the bipartite graph.
Given the projection of the bipartite graph on the bottom nodes, we apply the hier-
archical clustering method as described in (Wichmann et al., 2020). Starting with
the largest connected component in the bottom projection as the only cluster (which
represents the full global ocean), the clustering algorithm chooses one cluster at ev-
ery iteration and splits it into two clusters, such that the Normalized Cut (NCut) is
minimized (Shi & Jitendra, 2000). For K clusters S1, · · · , SK , the NCut is defined
as:

NCut(S1, · · · , SK) :=

K∑
i=1

Q
(
Si, S

C
i

)
Q (Si, S)

,

where Q (Si, Sj) is the sum of all weigths connecting Si and Sj , SC
i is the comple-

ment of Si. By definition, the NCut increases at every iteration (i.e. if the amount of
clusters is higher).

A.1.2 Ordering Points To Identify Clustering Structure

We use OPTICS to compare clusters with the sediment sample sites, which is density
based and distinguishes different clusters from ‘noise’ (Wichmann et al., 2020). We
apply OPTICS to the ‘direct embedding’ of surface origin distributions (Fig. 2.1a).
The main result from OPTICS is the reachability plot (see (Wichmann et al.,
2021) for more details). The reachability plot is a representation of the global
and local distribution of points (which represent sedimentary sites in chapter
4) at once. The valleys correspond to dense regions with similar surface ori-
gin location, while the hills correspond to the ‘noisy’ locations. The reachabil-
ity plot depends on a parameter smin, for which we test multiple values (smin ∈
[100, 200, 300, 400, 500, 600, 700, 800, 900, 1000]). smin sets the minimum amount of
‘nearby’ points in the reachability plot for every point in a cluster (MinPts in (Ester
et al., 1996)). In general, a larger smin results in a smoother reachability plot and
larger clusters. If we let every particle release location (released on a 1◦ × 1◦ grid)
represent an area of 1 square degree (∼104 km2), the OPTICS algorithm searches
for a cluster with a spatial scale ∼ smin·104 km2.
In chapter 4, we use ξ-clustering to obtain clusters from the reachability plot
(Ankerst et al., 1999). This implies that we set a threshold on the steepness of
the density (ξ), and cluster the valley of points that is surrounded by this steepness
ξ. In general, a larger ξ will reduce both the size and the amount of clusters.
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AA.2 The distance matrices defined

We use (symmetric) distance matrices based on four different metrics. First, we
use a matrix that contains Euclidean taxonomic distances, calculated from the rel-
ative abundances (fractions) of species. Second, we use the absolute SST differ-
ences between the sites. Third, we use a distance which is based on the reacha-
bility from the OPTICS algorithm. Specifically, if r(pk) is the reachability of point
pk and the n points are ordered from p0 · · · pn, the reachability distance between
two sediment sample sites (located near pi and pj respectively with i ≤ j) is
Dr

ji = Dr
ij = maxi≤k≤j r(pk)−mini≤k≤j r(pk). Intuitively, Dr

ij represents how much
one has to climb or descent in the reachability ‘landscape,’ if one likes to move from
point i to j. Fourth, we use a distance matrix which contains the spatial distance
(in meters) between sediment sample sites. The partial Mantel test determines the
correlation between the reachability distance and either SST or taxonomy distance
matrices, keeping the spatial distance matrix constant.

A.3 Supporting figures chapter 4
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Figure A.2: Same as figure 4.2, but with 25 m day−1 sinking speed.
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Figure A.3: Same as figure 4.2, but if only particles are used that started sinking in summer.
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Figure A.4: Same as figure 4.2, but if only particles are used that started sinking in winter.
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Figure A.5: Same as figure 4.3, but with 25 m day−1 sinking speed.

Figure A.6: Same as figure 4.6, but with 25 m day−1 sinking speed.
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Figure A.7: Same as figure 4.7, but with 25 m day−1 sinking speed.
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Figure A.8: Same as figure 4.6b, but if only the near-surface dwelling foraminifera species are used, and
for (a) 6 m day−1 (b) 11 m day−1 (c) 25 m day−1 (d) 250 m day−1 sinking speed. The CCA analyses
lead to significant results for fewer combinations of ξ and smin, but the increase of CCA variance is
higher if it is significant, compared to the case where the full ForCens dataset is used.
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APPENDIX B
Supporting figures with chapter 5
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Figure B.1: Comparison between the reference configuration R0.1 (red) and the temporally averaged
configuration R0.1m (blue) at two release locations (wf = 6 m day1). (a) 45.5◦S, 39.5◦E at 2068m
depth (red on top of blue) (b) 46.5◦S, 42.5◦E at 2238m depth (blue on top of red).
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Figure B.2: Geographic plot of the time mean eddy kinetic energy at the surface. The eddy kinetic
energy is defined as 1

2
u′u′ , where the bar denotes the time mean and u′ the deviation from the time

mean velocity vector u (so u (x⃗, t) = u (x⃗) + u′ (x⃗, t)).
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https://doi.org/10.1371/journal.pone.0238650.s003
Figure B.3: Animation (back in time) of particle back-tracking analysis (wf = 6 m day1) with particle
release at the Uruguayan margin (47.9◦E and 37.15◦S, ∼4800m depth). (a) the configuration R0.1 with
5-daily model ouput and (b) the configuration R0.1m with monthly model output.

https://doi.org/10.1371/journal.pone.0238650.s003


APPENDIX C
Description of the eddying Eocene model

simulations

C.1 Supporting figures chapter 6



C

126 | Appendix C – Description of the eddying Eocene model simulations

Figure C.1: Same as figure 6.2, but for the 2×pre-industrial CO2 case (LR2 and HR2).



Section C.1 – Supporting figures chapter 6 | 127

C

Figure C.2: Global bathymetry in (a) the present-day (PD) and (b) the middle-late Eocene (38Ma).
Black contours are lines of constant f

H
that the flow tends to follow in eddying simulations to conserve

potential vorticity, with f = 2Ω sin(ϕ) the coriolis parameter (Ω is the rotation rate of the Earth and ϕ
the latitude) and H the bathymetry.

Figure C.3: Maximum monthly mean of the mixed layer depth.



C

128 | Appendix C – Description of the eddying Eocene model simulations

Figure C.4: Meridional overturning stream function of the time-mean flow (over the same years as figure
6.4) in configuration (a) HR2, (b) HR4, (c) LR2 and (d) LR4
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Figure C.5: Temperature versus salinity diagram. Contours indicate lines of constant density (in gram
m−3 anomaly from 1kg m−3).
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Figure C.6: Barotropic stream functions of the four configurations.
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Figure C.7: Same as figure 6.3, but for the 2×pre-industrial case (LR2 and HR2).
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Figure C.8: Same as figure 6.3, but with 25 m day−1 sinking speed
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Figure C.9: Same as figure 6.3, but with 25 m day−1 sinking speed and 2×pre-industrial case (LR2 and
HR2)
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Figure C.10: Same as figure 6.5, but with a point-to-point comparison of model and data. The vertical
uncertainty bars show the SST spread (minima and maxima) within a 4×4◦ box around the sites.



APPENDIX D
Surface ocean connectivity in the Eocene

compared to the present-day

In chapter 6, we assume that Antarctic-endemic dinocyst species are always rep-
resented by sinking Lagrangian particles that originate from cold surface waters
(Fig. 6.3). In reality however, it may be that cold surface waters exist where
the Antarctic-endemic biological producers of the dinocysts do not occur, because
Antarctic-endemic plankton species are isolated from these cold waters. In this Ap-
pendix section, we quantify on which timescales different areas in the ocean are
connected by surface currents in both the Eocene and the present-day. We find that
the Eocene surface ocean is in general connected on shorter timescales compared
to the present-day, which implies that dinoflagellate species spread more easily to-
wards areas in which they can survive. Hence, sedimentary microplankton distri-
butions are more strongly determined by the environment in the Eocene, instead of
oceanographic isolation by surface currents.

D.1 Method

D.1.1 Ocean model simulations

We used the surface currents from five years of Parallel Ocean Program (POP) model
output (ocean-only) in all three configurations (Table D.1). The horizontal resolu-
tion of these model simulations is 0.1◦ (∼ 10km). The temporal resolution of the
output is daily, which is enough to capture realistic divergence timescales of La-

Table D.1: Ocean model simulations used in this Appendix section

Simulation Time period Atmospheric forcing
Pc (Weijer et al., 2012) Present-day Atmosphere of the present-day
HR2 (chapter 6) Eocene (38Ma) 2×pre-industrial CO2 case from (Baatsen et al., 2020)
HR4 (chapter 6) Eocene (38Ma) 4×pre-industrial CO2 case from (Baatsen et al., 2020)
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Figure D.1: Illustration of the connectivity timescales between patches. (a) Three particle trajectories
that connect patches A, B and C. (b) The same patches as nodes in a directed network, where the edge
weight is the minimum time (days) that particles took to travel between patches (i.e. the raw connectivity
time). The Dijkstra connectivity time between two patches is the shortest path in the network (the Dijkstra
connectivity time from A to B is 11 days).

grangian particles (Qin et al., 2014). The Eocene configurations (HR2 and HR4) are
repetitively forced by the 50-year climatological mean atmospheres from the equili-
brated model simulations with a fully coupled ocean-atmosphere of (Baatsen et al.,
2020). This implies that the seasonal cycle is present in the atmospheric forcing of
every configuration.
The Eocene simulations (HR2 and HR4) use the same geographic boundary condi-
tions, based on the reconstruction from (Baatsen et al., 2016). Their surface forcing
is different, using the different configurations of atmospheric greenhouse gas con-
centrations in (Baatsen et al., 2020). Their surface flow is similar, but diverges most
in the North Pacific, since the Kuroshio current is stronger in HR2 compared to HR4.

D.1.2 Lagrangian experiments

We released particles at a uniform global 0.5× 0.5◦ grid in the surface layer (0-10m
depth) at the first day of every month during the first year of the simulation (>4
million particles in total) and saved their locations every 2 days. These particles are
passively advected by two-dimensional surface currents with the Parcels framework
(Delandmeter & Sebille, 2019b). We advected the particles for 40 years in total, by
looping the 5 years of available velocity fields. We performed the same analysis with
Lagrangian particles in every configuration of Table D.1. We also performed these
Lagrangian experiments by releasing particles in the fourth depth layer (30-41m
depth) instead of the surface layer (see Appendix C).

D.1.3 Connectivity timescales

To determine timescales of surface ocean connectivity, we applied an analysis similar
to (Jonnson & Watson, 2016). The ocean surface is divided in 2 × 2◦ patches. Our
goal is to find the minimum times that particles can travel between these patches,
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because only a very low connection probability is required for plankton to spread
from a patch A to another patch B (Hedgecock et al., 2007) . Two types of connec-
tion times are considered in this Appendix section (see Fig. D.1).

First, the ‘raw’ connection time from patch A to B is determined by the shortest
time period that a particle released (i.e. created) in A takes to end up in B (i.e. the
minimum time over all particles released in A). A lot of particles are required if raw
connectivity times are used to determine the shortest possible connection time be-
tween all patches in the ocean model simulations, which makes it computationally
infeasible to find all shortest possible paths between the patches. However, we can
use the raw connectivity times that are computed with the Lagrangian experiment
of this Appendix section (and the number of particles that these experiments use),
to determine a shorter pathway between patch A and B.
Second, the ‘Dijkstra’ connection time better represents the shortest possible connec-
tivity between patches (Jonnson & Watson, 2016). Raw connectivity times between
patches can be interpreted as a directed network, where nodes represent patches
and edges repesent their raw connectivity times (Fig. D.1b). The Dijkstra connectiv-
ities between patches are the shortest paths (in time) between nodes in this network,
as determined with Dijkstra’s shortest path algorithm.

If the Dijkstra algorithm is applied, artificially short connectivity times may emerge
over long distances, because a patch may have an artificially short raw connectiv-
ity time with its neighbouring patch if a particle is released near the boundary of a
patch. Hence, we removed all raw connectivity times below 1 year before applying
the Dijkstra algortithm, to limit the effect of including these within-patch crossing
times (Jonnson & Watson, 2016). As a result, Dijkstra connectivity times below 1
year are identical to raw connectivity times in this Appendix section.

All model simulations in this Appendix section are similar: POP ocean-only with
the same resolution and repetitively forced by the same atmosphere every year. Be-
cause the Lagrangian experiment is also the same in every configuration, the applied
set-up is ideal to study connectivity differences between these configurations (Table
D.1). However, it is possible that additional variability in the atmosphere, which
is not present in these simulations (e.g. El Niño Southern Oscillation), changes
the absolute connectivity timescales by increasing the number of pathways between
patches. Moreover, even with the large number of particles (>4 million) used in ev-
ery experiment, it is possible that shorter connectivity times exist between patches
if more particles are used. Therefore, it may be that shorter absolute connectivity
times are possible than found in this Appendix section.

D.2 Timescales of connectivity

The Eocene surface ocean was much better connected compared to the present-day
(Fig. D.2). We find a large imprint from upwelling and downwelling areas on the
connectivity timescales. In general, the connectivity timescales are short towards
and long from downwelling areas where particles accumulate.



D

138 | Appendix D – Surface ocean connectivity

Figure D.2: Mean of Dijkstra connectivity times from (left) and towards (right) the 2×2◦ patches with
other patches for (a), (b) the present-day and (c), (d) the Eocene. (e), (f) Histograms of these mean
connectivity times from and towards the patches, respectively. If a patch is not reached from another
patch, the connectivity time between these patches is set to 40 years (i.e. the total time that particles are
advected in this Appendix section).
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In the present-day, all particles near Antarctica are transported northward and none
towards Antarctica (Fraser et al., 2018). As a consequence, the connectivity time
towards the Southern Ocean and Benguala and Peruvian upwelling systems is long
(more than 20 years in Fig. D.2). Since the Southern Ocean strongly repells par-
ticles, and also because patches within the Southern Ocean are strongly connected
due to the eastward circumpolar flow, connectivity times from the Southern Ocean
to other parts of the ocean are short. In the Eocene on the other hand, connections
towards Antarctica exists, because the ACC is weaker and Antarctica is less isolated
compared to the present-day.

The mean connectivity times between the configurations are best summarized in
histograms (Fig. D.2e, f). Overall, these histograms clearly show that the sur-
face Eocene ocean is better connected (i.e. on shorter time-scales) compared to
the present-day. Particle attracting and repelling areas do not attract or repel par-
ticles as strongly in the Eocene as in the present-day, which results in a unimodal
distribution of Eocene connectivity times and typically shorter timescales. In the
histograms of the present-day configuration however, a peak with relatively short
(from) connection times exist (but still longer than in the Eocene) that represents
the Southern Ocean and a peak with long connection times exists that represents
the North Atlantic. Patches that are located in particle-repelling areas contain on
average long connection times (see Fig. D.4d, f; particle distributions are low in
particle-repelling areas).

Although the ocean surface is better connected in both configurations of the Eocene
(HR2 and HR4; see Table D.1) compared to the present-day (Pc), some differences
between HR2 and HR4 exist. The HR2 ocean is globally connected on shorter
timescales compared to HR4 (Fig. D.2e). This difference cannot be caused by
different geographic boundary conditions, as those are identical in the HR2 and
HR4 simulations. Hence, the difference must be attributed to properties of the flow,
which is dependent on (i) the atmospheric forcing and (ii) the initialisation of the
simulation. The surface flow is similar in HR2 and HR4, except for the Kuroshio
current in the North Pacific, which is stronger in HR2 than HR4, which is likely due
to a different temperature distribution in this area (see chapter 6). As a result, the
North Pacific particle accumulation area is stronger in HR4 compared to HR2 (see
Fig. D.5), and the HR2 connectivity times are overall shorter from patches in the
North Pacific compared to HR4.

The horizontal flow divergence weakens at the near-surface compared to the surface
layer (Wichmann et al., 2019). As a consequence, particle-accumulation areas are
weaker attractors of particles at deeper layers compared to the surface, and basins
become better connected with each other. Hence, we find that connectivity times
are generally shorter if particles in the Lagrangian set-up are released in the fourth
depth layer (30-41m depth; see Appendix Figs. D.6 and D.7) instead of the surface
layer. Connectivity times remain shorter in the Eocene compared to the present-day
configurations if particles are released in the fourth depth layer.
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D.3 Supporting figures

Figure D.3: Connectivity from and towards a 2 × 2◦ patch near the Straigt of Gibraltar (the white dot;
35◦N and 6◦W) in the present-day (left; Pc) and the Eocene (right; HR2). (a), (b) The raw connec-
tivity time from the patch. (c), (d) The Dijkstra connectivity time from the patch. (e), (f) The Dijkstra
connectivity time towards the patch. Note that the colormap is logarithmic from 1 to 40 years.
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Figure D.4: Particle distributions in the present-day (Pc; left) and the Eocene (HR2; right) after (a), (b)
2 years, (c), (d) 10 years, (e), (f) 26 years and (g), (h) 40 years of simulation.
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Figure D.5: (a)-(d) Same as Figure D.4b, d, f, h respectively, but for the 4× instead of 2×pre-industrial
atmospheric CO2 case (i.e. HR4 instead of HR2).
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Figure D.6: (a)-(d) Same as Figure D.3, but if particles are released in the fourth depth layer (∼35m
depth) instead of the surface layer.
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Figure D.7: (a)-(d) Same as Figure D.2, but if particles are released in the fourth depth layer (∼35m
depth) instead of the surface layer.
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