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Abstract

In the Standard Model of particle physics, Quantum Chromodynamics (QCD) is the
theory describing the strong interaction among quarks and gluons. Under extreme
conditions of temperature and/or pressure, QCD predicts a phase transition from
ordinary matter to the so-called Quark-Gluon Plasma (QGP), in which quarks and
gluons are deconfined.

QGP can be created at accelerators, like the Large Hadron Collider at CERN, by
colliding heavy-ion at ultra-relativistic speed. Due to its short lifetime, the QGP can-
not be observed directly and, therefore, the investigation of its properties proceeds by
means of probes. The idea is that quarks interact with the hot and dense medium
losing energy in the process and acquiring collective features. Afterward, once the
plasma cools down below a certain temperature, they dress to form hadrons. By
investigating the properties of those hadrons with respect to reference properties eval-
uated in a system where QGP is not created, it is possible to infer information on the
plasma thermodynamical and transport properties.

A well established experimental observable is the so-called nuclear modification factor.
It is based on the comparison of the yield of particles produced in heavy-ion collisions
to a reference evaluated in proton-proton collisions. In this thesis dissertation, we will
discuss recent measurements of the D∗+ meson production in lead-lead collisions at√
sNN = 5.02 TeV and relative nuclear modification factor. In addition, the detailed

comparison with theoretical models will be discussed.
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Chapter 1

Heavy-ion physics

1.1 Introduction to the Quark-Gluon Plasma

Theoretical and experimental advances in our understanding of the fundamental struc-
ture of matter made in the second half of the past century, have led to the so-called
“Standard Model of particle physics”. Over the last five decades almost all the ex-
perimental results confirmed the validity of the model predictions making it the best
established theory of fundamental particles and their interactions. Developed in the
late seventies, it successfully describes three of the four fundamental forces and clas-
sifies all the known elementary particles. The Standard Model categorizes the com-
ponents of matter into two types of particles: quarks and leptons. Both of them are
fermions, which have half-integer spin and follow Fermi-Dirac statistics. Both quarks
and leptons interact with each other via boson exchange. Leptons interact weakly
via W+, W−, Z0 exchange, and electromagnetically via γ exchange. In addition,
quarks interact via gluon exchange and the corresponding fundamental force is known
as “strong interaction”. The elementary particle classification is shown in figure 1.1 as
well as listed in Table 1.1.

The strong interaction between quarks and gluons is described by Quantum Chromo-
dynamics (QCD). In particle physics, quarks and gluons are collectively called partons
and are considered the elementary constituents of the hadrons. Quarks have various
intrinsic properties, such as electric charge, mass, colour charge, and spin. Colour
charge comes in three states: red (r), green (g), and blue (b). The exchange particles,

Flavour Charge (e) Bare mass (MeV/c2) Constituent mass (MeV/c2)
up +2/3 2.3+0.7

−0.5 220-360
down −1/3 4.8+0.5

−0.3 220-360
charm +2/3 1275± 25 1550-1710
strange −1/3 95± 5 419-540

top +2/3 173210± 510± 710 -
beauty −1/3 4180± 30 ∼ 4000

Table 1.1: Quarks with their charges, bare masses [1] and constituent
masses [2, 3].
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Figure 1.1: The elementary particles of the Standard Model. Figure
from [4].

the gluons, also carry the colour charge of the strong interaction. This makes gluons
qualitatively different from the exchange particle in Quantum Electrodynamics, the
photon, which mediates the electromagnetic interaction but carries no charge. Quarks
cannot be observed freely. They are confined inside mesons and baryons. A meson
is composed of a quark-antiquark pair, while a baryon consists of three quarks that
carry three different colours. Gluons can produce quark-antiquark pairs. At any given
momentum, there is a probability that a proton contains extra quark pairs, i.e. uū, or
dd̄, or ss̄. In addition, it can contain even heavier quark pairs though the possibility
is very small because of their large masses, i.e. cc̄, or bb̄, or tt̄. The quarks that
contribute to the quantum numbers of hadrons are called valence quarks, while the
additional qq̄ pairs that do not influence the quantum numbers are called sea quarks.

All quarks, along with their masses and charges, are listed in Table 1.1. The Standard
Model predicts that the mass of quarks is determined by the combination of their cou-
pling to the Higgs field (the bare masses) and spontaneous chiral symmetry breaking.
Figure 1.2 shows the Higgs component of the quark mass on the y−axis and the total
quark mass on the x−axis. The heavy-quark masses (c, b, and t) are due to Higgs
coupling in the electroweak sector, while the light-quark masses (u, d, and s) have a
significant contribution from chiral symmetry breaking in the QCD vacuum.

Due to confinement, quarks cannot be observed experimentally as free particles. Their
properties can be deduced from observing the behaviour of hadrons. This is studied
via the properties of the QCD interaction potential between a quark-antiquark pair,
expressed by:

VQCD(r) = −4αs

3r
+ σ · r, (1.1)

where VQCD is the QCD potential between the quark and antiquark, r is the distance
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Figure 1.2: Plot of quark masses in the Higgs vacuum (y−axis) and
in the QCD vacuum (x−axis). For the light quarks (u, d, s), a large
proportion of their masses arises due to chiral symmetry breaking in

the QCD vacuum [2].

between the two of them, αs is the QCD coupling and σ is the QCD string tension.
The first term in Eq.1.1 is known as a Coulomb-like term with a 1/r component. This
component 1/r arises from the exchange of a single massless spin-1 boson.

The coupling constant αs is a function of r, the distance between the two partons.
This variation, expressed as a function of the four-momentum transfer Q2, is shown
in figure 1.3 and usually referred as “running coupling constant”. Large Q2 values
correlate with higher collision energies and smaller separation between partons, while
small Q2 values relate to lower collision energies and larger separation between partons.

Figure 1.3: Running of the QCD coupling constant αs as a function
of the four-momentum transfer Q2 [3].
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The strength of αs can be determined by perturbative QCD (pQCD) calculations.
The running coupling constant αs can be expressed in terms of the four-momentum
transfer of the gluons as follows [5]

αs(Q
2) =

12π

(33− 2nf )ln(Q2/Λ2
QCD)

, (1.2)

where nf is the number of active quark flavors and ΛQCD is the QCD scale parame-
ter, which represents the momentum scale at which the perturbative coupling αs(Q

2)

becomes divergent. ΛQCD is a free parameter, which is determined from experimental
data, and is of the order of ∼200 MeV [3]. This behaviour of the running coupling con-
stant has been verified at various energy scales using results from relativistic colliders,
as shown in Fig. 1.3 [3]. In Eq. 1.1, the second term will dominate at large separation
between quark and antiquark. It leads to a linear increase of the QCD potential as a
function of r. Therefore, the quarks require an infinite amount of energy to be freed
from this potential. This phenomenon is called confinement. On the contrary when
r → 0 (i.e. large Q2), the second term in Eq. 1.1 becomes less relevant, and the
coupling constant becomes very small. In this condition, the hadron constituents can
be considered free and weakly interacting. Such a behaviour is referred as asymptotic
freedom. In the latter region where αs � 1, it is possible to perform perturbative
calculations.

Perturbative calculations are possible only for small values of the coupling constant.
Therefore, lattice QCD is developed to perform QCD calculations in the non-perturbative
regime. Lattice QCD is a numerical technique which is based on the approximation of
continuous space-time by a finite lattice of points. Lattice QCD calculations predict
that a phase transition from hadronic matter to a plasma state of deconfined quarks
and gluons can occur at extremely high temperature and/or pressure of the strongly
interacting system.

Figure 1.4 shows the phase diagram, temperature versus net baryon density, of QCD
matter. The region, at low temperature and low density, contains normal nuclear
matter. By increasing the baryon density and keeping the temperature low, equal to
compressing nuclear matter, a phase transition is expected to take place when the
density reaches about four times the ordinary nuclear matter density. This condition
is expected to be present in the core of neutron stars. By increasing the temperature
and keeping the density low, a hadronic gas state is created in which the quarks are
under confinement conditions. At extremely high temperature and/or density with
respect to hadronic gas, a new state of matter called Quark-Gluon Plasma (QGP) is
expected to be formed. In this state, quarks and gluons are effectively deconfined.
The QGP is a plasma of strongly interacting partons and it is assumed to have been
the state of matter of our Universe a few microseconds after the Big Bang.
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Figure 1.4: Phase diagram, temperature vs net baryon density, of
QCD matter, ranging from regular nuclear matter to Quark-Gluon

Plasma [6].

1.2 In-medium energy loss

1.2.1 General overview

The QGP state of matter can be created in high-energy heavy-ion collisions and
investigated by means of probes. Typically those probes are themselves elementary
particles, like quarks and gluons. During the propagation through the medium, the
probes interact with its constituents and lose energy via elastic scatterings with the
partons of the medium (collisional energy loss) [7, 8, 9] and gluon radiation [10, 11].
The first mechanism is similar to the ionization energy loss of charged particles which
are moving through matter and are exposed to electromagnetic interaction with the
electrons of atoms in the material. The second mechanism is similar to Bremsstrahlung
for electromagnetic processes and also known as radiative energy loss.

In general, the energy loss ΔE depends on the properties of the particle traversing in
a medium (i.e. energy E, mass m, and charge) as well as on the medium properties,
such as temperature T , the interaction coupling constant α, and thickness L. We
can express the energy loss ΔE as a function of energy E, mass m, temperature
T , coupling constant α, and thickness L as: ΔE(E,m, T, α, L). There are several
variables that are useful to characterise the interaction of a particle inside a medium:

• the mean free path λ is the average distance traveled by a moving particle
between successive collisions. It is expressed as λ = 1/ρσ, where ρ is the medium
density and σ is the cross-section,

• the opacity N is the number of scatterings experienced by a particle traveling
through a medium. It is expressed as N = L/λ, where L is the thickness of the
medium,

• the Debye mass mD is important for a phenomenological discussion of the QGP
formation,
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• the transport coefficient q̂ contains information about the properties of the
plasma medium and is defined as q̂ ≡ m2

D/λ = m2
Dρσ,

• the spatial diffusion constant (2πTDs) characterises the dynamics of heavy non-
relativistic particles traveling through the plasma.

Figure 1.5: Energy loss diagrams for collisional (left) and radiative
(right) mechanisms of a quarks of energy E traversing a quark-gluon

medium [12].

The total energy loss experienced by a particle traveling through a medium is the sum
of collisional and radiative mechanisms,

ΔE = ΔEcoll +ΔErad. (1.3)

Figure 1.5, on the left, shows the collisional energy loss through elastic scatterings
with the medium constituents, while on the right it shows radiative energy loss (gluon
radiation) through inelastic scatterings. In case of a high energy parton, the dominant
energy loss mechanism is expected to be gluon radiation (radiative energy loss). It can
be described by a theoretical model, i.e. the Baier-Dokshitzer-Mueller-Peigne-Schiff
model [11]. According to this model, the average energy loss 〈ΔE〉 is expressed by:

〈ΔE〉 ∝ αsCRq̂L
2, (1.4)

where L is the distance traversed in the medium, αs is the coupling constant of the
parton-medium interaction, CR is the colour factor (which is equal to 3 for gluons
and equal to 4/3 for quarks) and q̂ is the transport coefficient given above. The mean
energy loss depends on the gluon density (and therefore the energy density) of the
medium. Moreover, the dead cone effect [13] predicts that the radiative energy loss
decreases with increasing mass of the travelling parton, since the gluon emission is
forbidden at angles smaller than

θc = Mq/Eq, (1.5)
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where Mq and Eq are the mass and the energy of the quark respectively.

At the time this thesis work started, there was an important open debate on the
theoretical formulation of the in-medium energy loss and, therefore, a strong need of
precise experimental data. In particular, there were several ideas on how to implement
in the QCD framework and interpret the proposed “dead-cone” effect and in general
the mass dependence. In this manuscript, we will add information to this debate by
experimentally using heavy-flavour quarks as a probe and then comparing our findings
with model predictions.

The choice of heavy-quarks as QGP probe is motivated by several factors, due to
their large masses, they witness the full evolution of the system and maintain their
identities (thermal production is expected to be negligible [14]). In addition, the
expected differences in the in-medium energy loss with respect to light quarks and
gluons (mass dependence in the collisional and radiative energy loss), as well as their
ability to be a clean self-generated probe make them ideal for testing the mechanism
of in medium energy loss and the QGP diffusion coefficient.

1.2.2 Implementation of heavy-quark energy loss in models

Models implementing in-medium parton energy loss are categorized in two main
groups: perturbative QCD (pQCD) based and transport based.

The pQCD models use perturbative QCD calculations to describe the in-medium
energy loss and thus to describe the interaction between heavy quarks and the colored
medium constituents. In the first step, the pQCD-based calculations describe the hard
processes where heavy quarks are produced. The second step may vary for each model.
As example, some models include the energy loss mechanisms in a medium that may
or may not expand. Some models depend on the running coupling constant. Some of
them are weakly coupled parton gas or strongly coupled fluid. The final step describes
the hadronisation mechanisms of heavy quarks. The main pQCD based models in the
field are Djordjevic [15], CUJET [16] and SCET [17] (Soft Collinear Effective Theory).
The Djordjevic and CUJET models implement both energy loss processes, collisional
and radiative, in order to describe the quark-medium interactions. As hadronisation
mechanism, all the models consider hadronisation via fragmentation. In addition, all
models also use a running coupling.

As aforementioned, the transport coefficient q̂ quantifies the strength of the interaction
between the hard parton and the plasma medium and its energy density. Therefore,
it is an important property of the QGP medium as probed by propagating energetic
partons. Apart from the transport coefficient q̂, other quantities which characterize
the in-medium heavy quark interactions can be computed in thermal lattice QCD,
i.e., the diffusion coefficient, and the heavy flavour susceptibilities. Even though
those quantities are not directly considered experimental observables, they can be an
important constraint for model calculations which provide a bridge to experimental
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observables. Those features provide for a promising framework to determine the basic
QCD force in the medium and the phenomena of heavy flavour transport in QCD
matter.

The heavy-quark transport models start with the space-time evolution of heavy quarks
in heavy-ion collisions. Different models can use different approaches, i.e. the TAMU
[18] model use the Fokker-Plank equation which is implemented via Langevin dynam-
ics [19], while the MC@sHQ+EPOS2 [20] and BAMPS [21] models use the Boltzmann
equation to model the heavy quark evolution. Each model implements different mech-
anisms of heavy flavour transport through the QCD medium including perturbative
and non-perturbative elastic (collisional) heavy quark interactions in the QGP, pertur-
bative radiative energy loss of heavy quarks, heavy-meson scattering in the hadronic
matter, transport through the quark-hadron transition and pre-equilibrium phases of
heavy-ion collisions. The models such as BAMPS [21] and MC@sHQ+EPOS2 include
both perturbative QCD collisional energy loss and radiative energy loss mechanisms.
The heavy-quark transport models describe the hadronization mechanism via frag-
mentation and recombination, such as TAMU [18], MC@sHQ+EPOS2 [20], LBT [22],
and PHSD [23] models.

1.3 Signatures of Quark-Gluon Plasma

The Quark-Gluon Plasma (QGP) cannot be observed directly since it has a very short
lifetime of about 10−12−10−15 s [24] and then hadronises before reaching the detector.
Therefore, as discussed in the previous sections, the investigation of the QGP proceeds
by means of probes. The general idea is that quarks interact with the hot and dense
medium losing energy in the process and/or acquiring collective features. Afterward,
once the temperature goes below a certain threshold, they dress to form hadrons. By
investigating the properties of those hadrons, it is possible to infer information on
QGP properties and evolution.

Among the many possible observables, in this thesis we will discuss mainly the nuclear
modification factor (RAA) and, to a lesser extent (for model discussion purposes), the
elliptic flow (v2).

1.3.1 Nuclear modification factor

In the early stage of heavy-ion collisions, heavy quarks (i.e. charm and beauty) are
scattered in the hot and dense medium. They are produced early in hard parton scat-
tering processes before the QGP is formed. Their production time is about 0.1 fm/c
for charm quarks and 0.02 fm/c for beauty [25], which is shorter than the one of the
QGP of about 0.3–1.5 fm/c at Large Hadron Collider (LHC) energies [26]. Therefore,
heavy quarks have the ability to traverse the medium and experience interactions with
its constituents, forming an effective self-generated probe for medium tomography.
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One way to investigate the QGP properties is to compare the yield of particle produced
in nucleus-nucleus collisions to a reference evaluated in proton-proton (pp) collisions.
Proton-proton collisions are usually considered a baseline because the energy density is
expected to be not large enough to produce the plasma. In recent years the possibility
of a creation of a QGP like matter even in high multiplicity pp collisions was proposed.
However, there is a consensus that even in such a case, the system size would be small
enough to not produce sizeable effects of in-medium parton energy loss, as already seen
in p–Pb collisions [27, 28]. If a heavy-ion collision is assumed to be a superposition of
multiple pp collisions without any nuclear effects, scaling the pp yield by the number of
nucleon-nucleon collisions (Ncoll) should give the same result as a heavy-ion collision.

As mentioned above, heavy quarks interact with the constituents of the medium and
lose their energy via collisional and radiative energy loss. Afterward, they form into
hadrons (as example, in about 90% of the cases, a charm quark forms into a D meson)
that can be experimentally detected in order to obtain RAA. The RAA is defined as
the transverse momentum (pT) differential production yields of hadrons in nucleus-
nucleus collisions (dNAA/dpT) divided by the cross section in proton-proton collisions
(dσpp/dpT) scaled by the average nuclear overlap function 〈TAA〉:

RAA =
1

〈TAA〉 ·
dNAA/dpT
dσpp/dpT

, (1.6)

where 〈TAA〉 is the average number of nucleon-nucleon collisions 〈Ncoll〉, which can be
estimated via Glauber calculations [29, 30, 31, 32], divided by the inelastic nucleon-
nucleon cross section σinel. If there is no medium modification and no effects related
to nuclear parton distribution functions (PDF), the RAA is expected to be unity,
while the presence of the medium effects will lower the RAA values below unity at
intermediate and high-pT. The RAA below unity also implies a suppression with
respect to pp collisions and it is generally considered an indication of in-medium
energy loss.

Effects related to nuclear PDF and in general cold-nuclear-matter effects can in prin-
ciple mimic a QGP signature by producing an RAA below unity. However, detailed
studies [27, 28] proved that at LHC energies such effects are small, resulting in a
negligible effect above pT ∼ 1 GeV/c.

1.3.2 Azimuthal anisotropy

The second observable we will discuss in this thesis is collective flow of particle, which
can give an indication of collective expansion in the medium, offering advanced insight
into the properties of the QGP and in particular its transport properties.
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The collective flow of the medium includes a common radial expansion component
affecting the thermal spectra of outgoing particles and this is called radial flow. It also
includes an anisotropic component, which influences the spatial orientation of particle
momenta. This is called anisotropic flow or azimuthal anisotropy. The azimuthal
distributions can be parametrized through a Fourier decomposition:

dN

dφ
=

N0

2π
(1 + 2v1 cos(φ−ΨRP) + 2v2 cos(2(φ−ΨRP)) + ...), (1.7)

where angle φ is the azimuthal angle about the beam in z−axis with respect to the
reaction plane ΨRP, N0 is the normalisation parameter and vn is the flow parameter
for each harmonic n.

The most important contribution to anisotropic flow is the elliptic flow v2, the 2nd

harmonic. In figure 1.6 can be seen a sketch of semi-central collisions. The orange
areas (almond-shaped) represent the collision region, and the blue areas represent the
spectator (.i.e. non-colliding) nucleons of each nucleus. The grey grid is the reaction
plane and is defined by the beam direction z and the impact parameter. The v2 can
be used to quantize the inhomogeneous expansion rate of the medium and extract its
transport properties. By measuring the v2, the thermalization of heavy quarks in the
QGP at low transverse momentum and the path-length dependence of energy loss at
high transverse momentum can be investigated.

Figure 1.6: Sketch of a semi-central collision and pressure gradients
arising from a geometrical anisotropy. The blue areas represent the
spectator (.i.e. non-colliding) nucleons of each nucleus, and the orange
areas (almond-shaped) represent the collision region. The grey grid is
the reaction plane, and is defined by the beam direction z and the

impact parameter.



11

Chapter 2

The ALICE detector

There are seven experiments in total at the Large Hadron Collider (LHC). Each
experiment has a different purpose and is characterised by its detectors. One of the
four largest detectors at the LHC is A Large Ion Collider Experiment (ALICE). This
experiment is run by a collaboration of scientists from institutes all over the world
involving more than 1500 physicists, engineers and technicians, including around 350
graduate students, from 154 physics institutes in 37 countries. As mentioned, the
ALICE detector is one of the four main experiments at the LHC together with CMS,
ATLAS, and LHCb. These four detectors were built underground in huge caverns on
the LHC ring, as shown in Fig. 2.1.

Figure 2.1: Large Hadron Collider. Figure is taken from [33].

ALICE is the only dedicated heavy-ion experiment at CERN which is built to exploit
the physics of nucleus-nucleus collisions at the LHC energies. It is designed to study
the physics of the strongly interacting matter at extremely high energy densities,
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where a phase of matter with high energy density and temperature called Quark-
Gluon Plasma is expected to be formed. Understanding of the underlying collision
dynamics is required to evaluate the properties of the created matter. Besides running
heavy-ion collisions in the energy regime accessible at the LHC, the ALICE detector
also studies proton-proton and proton-nucleus collisions as a complement to separate
the QCD-matter from the cold-matter initial- and final-state effects.

The ALICE apparatus, which has overall dimensions of 16×16×26 m3, was designed
to cope with the particle densities expected in central Pb–Pb collisions at the LHC.
It has a high detector granularity, a low transverse momentum threshold pmin

T ≈ 100

MeV/c, and good particle identification capabilities up to 20 GeV/c. The ALICE
setup consists of two parts, the central-barrel detectors which are set inside the L3
solenoid magnet which has a magnetic field B = 0.5 T and the forward detectors, as
shown in figure 2.2.

Figure 2.2: ALICE detector schematic for Run 2.

The central-barrel detectors consist of the Inner Tracking System (ITS), the Time
Projection Chamber (TPC), the Transition Radiation Detector (TRD), the Time Of
Flight (TOF), the Photon Spectrometer (PHOS), the Electromagnetic Calorimeter
(EMCal), and the High Momentum Particle Identification Detector (HMPID).

The ITS is composed of six layers, two Silicon Pixel Detector (SPD), two Silicon Drift
Detector (SDD), and two Silicon Strip Detector (SSD) and it is used for tracking
and secondary vertexing. The TPC, the main ALICE tracking device with up to 160
space-points, is filled with Ne-CO2 gas which has a 90 m3 drift volume. The TPC
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provides charged-particle identification via the specific ionization energy loss mea-
surement dE/dx. The TRD detector provides charged-particle tracking and electron
identification via transition radiation as well as dE/dx. The TOF, the HMPID, the
PHOS, and the EMCal are electromagnetic calorimeters. They are used for photon
and electron measurement and identification.

The ALICE forward detectors include the Photon Multiplicity Detector (PMD), the
Forward Multiplicity Detector (FMD), the T0 and the V0 which are used for the event
characterisation and triggering. The PMD and the FMD provide the measurement of
photons and charged particles. The information of the time and longitudinal position
of the interaction are delivered by the T0 detector. The V0, which consists of two
scintillator arrays, measures charged particles at −3.7 < η < −1.7 and 2.8 < η < 5.1,
and is used for triggering and for the determination of centrality and the event plane
angle in Pb–Pb collisions.

The forward muon arm consists of a hadron absorber, a dipole magnet, and five
tracking stations with two pad chambers each (Muon Chambers). At about ±112.5 m
from the nominal interaction point there are the Zero Degree Calorimeters (ZDC) for
further event characterisation and on top of the solenoid magnet there is a cosmic-ray
trigger detector (ACORDE) to take data with cosmic ray triggers.

The main detectors that are used in the analysis of this thesis are the ITS, the TPC,
the TOF, and the V0 detector will be discussed in the following sections.

2.1 Inner Tracking System

Figure 2.3: Layout of the Inner Tracking System detector [34]. Six
layers of silicon detectors are composed of the two inner layers form the
Silicon Pixel Detector (SPD), the two middle layers form the Silicon
Drift Detector (SDD) and the two outer layers form the Silicon Strip

Detector (SSD).

The Inner Tracking System (ITS), which is one of the central barrel detectors, consists
of six concentric cylindrical layers of silicon which are located at radial distances r

of about 4–43 cm from the beam direction (which is defined as the z−axis). The
ITS was designed to provide an efficient track finding, primary and secondary vertex
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reconstruction as well as particle identification (PID). It covers the pseudorapidity
range |η| < 0.9 and the full azimuth. Figure 2.3 shows the layout of the six layers of
the ITS.

The two innermost layers form the Silicon Pixel Detector (SPD). The SPD innermost
layer covers the pseudorapidity range |η| < 1.95 for particles produced at zvtx = 0.
The two SPD layers have key importance in the secondary vertex determination. The
two middle layers form the Silicon Drift Detector (SDD) and the two outermost layers
form the Silicon Strip Detector (SSD). The four outer layers of the ITS are able to
perform PID via the measurement of the ionization energy loss of particles dE/dx.
This is useful for tracking low momenta charged particles (e.g. pT ∼ 80 MeV/c for
pions), where the ITS is used for standalone tracking. It means that ITS is able to
operate independently of other detectors. Figure 2.4 shows an example distribution
of the measured energy loss values dE/dx as a function of momentum in the ITS in
Pb–Pb collisions at

√
sNN = 2.76 TeV [35]. It shows that the separation between kaon

and pion for pT � 0.7 GeV/c is about one standard deviation.

Figure 2.4: Distribution of the energy-loss dE/dx in the ITS as a
function of momentum in Pb–Pb collisions at

√
sNN = 2.76 TeV. Both

energy loss and momentum were measured by the ITS alone [35].
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2.2 Time Projection Chamber

Figure 2.5: A sketch of the Time Projection Chamber (TPC). The
volume is (filled with Ne-CO2 gas) divided into two parts by the central

cathode, creating two opposite electric fields [36].

The Time Projection Chamber (TPC) is a gas detector which is divided into two halves
by a cathode, creating two opposite electric fields as shown in Fig. 2.5 [36]. It operates
as the main ALICE tracking device. It is designed to be able to provide good tracking
performance and particle identification (PID). The TPC has a cylindrical shape with
inner radius of about 85 and outer radius of about 250 cm, as well as an overall length
in the beam direction of 500 cm. It contains with 85.7% of Ne, 9.5% of CO2 and 4.8%
of N2 gas mixture. The TPC inner radius was defined by the maximum acceptable
hit density while the outer radius was defined by the minimum length required for a
dE/dx resolution better than 10%. The TPC enables tracking performance with up
to 160 three-dimensional space points with a position resolution in the rφ plane of
1100 to 800 μm and in the z−direction of 1250 to 1100 μm.

The TPC has an acceptance of |η| < 0.9. Charged particles in the TPC form an
ionization trace that will move at constant velocity towards one of the two end-plates
when traversing the gas volume. The ionization density depends on the velocity and
mass of the particle. The readout chambers allow to amplify and register the signals
of particle tracks once an ionization reaches the end-plates. The end-plates with 18
trapezoidal sectors are equipped with multi-wire proportional chambers covering an
overall active area of 32.5 m2.

The TPC PID performance covers a wide momentum range. It is done by simultane-
ously measuring the charge, the momentum as well as the specific energy loss dE/dx
of the particles traveling through the detector. The specific energy loss dE/dx is
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Figure 2.6: Distribution of the energy-loss signal in the TPC as a
function of momentum in Pb–Pb collisions at

√
sNN = 2.76 TeV. The

lines show the parametrizations of the expected mean energy loss [35].

described by the Bethe-Bloch formula which is parametrized by a function originally
proposed by the ALEPH Collaboration [37]

f(βγ) =
P1

βP4

(
P2 − βP4 − ln

(
P3 +

1

(βγ)P5

))
, (2.1)

where β is the velocity of the particle, γ is the Lorentz factor, and P1−5 are fit
parameters. The measured dE/dx as a function of the track momentum in the TPC
in Pb–Pb collisions at

√
sNN = 2.76 TeV is shown in Fig. 2.6. The separation among

the different particle species is observed clearly for pT � 1 GeV/c, which allows a
PID on a track-by-track basis. The separation is still feasible on a statistical basis at
high pT via multi-Gaussian fits. The PID resolution differs depending on the collision
system, i.e. it is about 5.2% in pp collisions and 6.5% in the 5% most central Pb–Pb
collisions.
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2.3 Time-Of-Flight

Figure 2.7: A view of the ALICE Time-Of-Flight detector.

The Time Of Flight detector (TOF) which is based on Multigap Resistive Plate Cham-
ber (MRPC) technology, is used for particle identification at intermediate momenta.
It has a cylindrical shape and is positioned at a radius of 370 to 399 cm from the
beamline. The TOF covers the full azimuthal range and has the pseudorapidity range
of |η| < 0.9. Figure 2.7 shows the TOF detector which has a modular structure with
18 sectors in ϕ. Each of those sectors is divided into 5 modules along the z direction
(the beamline). This detector is fully dedicated to PID.

The TOF operates in conjunction with the T0 detector, which consists of two arrays
of the Cherenkov counters, T0A and T0C, and which are located at the opposite sides
of the interaction point at −3.28 < η < −2.97 and 4.61 < η < 4.92. The TOF
PID performance is based on the difference between the expected time-of-flight of
the particle and its measured value, where the T0 detector is used for the start time
determination. The expected value depends on the particle’s mass hypothesis and is
computed from the track length and the momentum of the particles. When there is
no signal from the T0, the time-of-flight is obtained using the arrival times of the
particle at the TOF. The TOF has a time resolution of 80 ps for pions with pT ≈ 1

GeV/c in 0–70% Pb–Pb collisions, while for the T0 detector the resolution is 20–25 ps
in Pb–Pb collisions. This value of the TOF already considers the detector resolution,
the contribution from the electronics and calibration as well as the uncertainty on the
start time of the event. The TOF which provides PID at the intermediate momenta
allows the separation of pions and kaons at 3 standard deviation up to pT ≈ 2.5 GeV/c
and the separation of kaons and protons up to pT ≈ 4 GeV/c. The distribution of
the measured velocity β as a function of momentum by the TOF detector in Pb–Pb
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Figure 2.8: Distribution of β velocity measured by the TOF detector
as a function of momentum for particles reaching the TOF in Pb–Pb

interactions [35].

collisions at
√
sNN = 2.76 TeV is shown in figure 2.8 [35].

2.4 V0

The V0 detector is mainly used for triggering and for the determination of centrality
classes. The V0 detector is made of two arrays of scintillators, V0A and V0C, which
are positioned on both sides of the interaction point. The V0A detector is located
at 340 cm distance from the nominal interaction point position, along the beamline,
on the side opposite to the muon spectrometer. The V0C is fixed to the front face
of the hadronic absorber, and is located 90 cm from the nominal interaction point.
They cover the pseudorapidity ranges 2.8 < η < 5.1 for V0A and −3.7 < η <

−1.7 for V0C and are segmented into 32 individual counters each distributed in four
radial rings and 8 azimuthal sectors, as shown in figure 2.9. Besides triggering and
centrality determination, the V0 detector is able to separate beam-beam interactions
from background events such as beam-gas interactions, either on the trigger level or
in off-line analysis.

During the V0 detector operation at the LHC, it can be affected by machine-induced
background, which scales with the beam intensity. The sources of this background
can be:

1. beam-gas interactions which are caused by nucleons in the beams which interact
with residual gas in the beam pipe;

2. interactions between the beam halo and mechanical structures in the machine;
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Figure 2.9: Sketches of V0A and V0C arrays showing their segmen-
tation [38].

3. collisions of bunches in the main radio-frequency buckets with satellite bunches
which are located at a short distance from the main bunches.

The background mentioned from sources 1. and 2. can be rejected by exploiting the
arrival time of the signal in the two V0 detectors. The background that is caused by
one of the LHC beams produces in fact an early signal on one of the two V0 detectors
(it depends on the side from where the beam arrives) compared to the time of the
collision at the nominal interaction point. The difference of the expected beam with
the background signals is about 22.6 ns in the V0A and 6 ns in the V0C [35].
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Chapter 3

Pb–Pb data samples at√
sNN = 5.02 TeV

The Pb–Pb collision data samples at
√
sNN = 5.02 TeV collected in 2015 and in the end

of 2018 by the ALICE collaboration are used for this analysis. In the 2015 data-taking
period, the Pb–Pb data sample was recorded with a minimum-bias trigger while for
the 2018 data-taking period the events were recorded using specific centrality triggers,
central and semi-central triggers, in addition to the minimum-bias interaction trigger
configuration. The data samples that were used in the analysis are those provided by
the Data Preparation Group after having rigorous quality assurance checks as will be
partially discussed in the following section. The Monte Carlo (MC) samples used for
the corrections are anchored to the data reported in the next section and generated
with the same detector configuration as the data productions. The simulation used in
this manuscript corresponds to central (0–10%) and semi-central (30–50%) collisions.

3.1 Triggering

In Pb–Pb collisions, event triggering was performed using the V0 detector which is
configured to obtain high efficiency for hadronic interactions. The V0 detector consists
of two scintillator arrays covering the full azimuth in the pseudorapidity η intervals
2.8 < η < 5.1 for V0A and −3.7 < η < −1.7 for V0C [38]. It delivered three different
triggers:

• the coincidence of V0A and V0C asking for at least one cell in each array (called
minimum-bias trigger),

• a signal selecting the collisions corresponding to a centrality of 30–50% (called
semi-central trigger),

• a signal selecting the 0–10% most central collisions (called central trigger).

As mentioned earlier, the 2015 data sample was recorded with a minimum-bias in-
teraction trigger, while the 2018 sample was recorded with central and semi-central
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trigger together with the minimum-bias configuration. In addition, the 2018 trigger
consists of two stages, online and offline.

The online trigger is based on a coincidence of at least one beam-beam hit in V0A
and V0C cells in each array out of 32 in total. In the online trigger, coincidence
windows of 8 ns in length are placed around the beam-beam timing in order to select
the beam-beam events and reject most of the beam-induced background events. The
offline trigger consists of an average time measurement on V0A and V0C arrays, by
calculating a weighted average time of flight over the channels. The weighted average
time resolutions for V0A and V0C arrays are about 0.45 ns and 0.35 ns, respectively.

Figure 3.1: Distribution of the sum of amplitudes in the two V0
arrays (black histogram) in Pb–Pb collisions at

√
sNN = 5.02 TeV

[39]. The distribution is fitted with a Glauber model (red line) [29].
The shaded areas define the different centrality classes of hadronic
collisions. The inset shows the low amplitude part of the distribution.

The collision geometry can be categorised with respect to its centrality. The centrality
is defined as the percentile of the total hadronic Pb–Pb cross section and was deter-
mined from the sum of the signal amplitudes in the V0 scintillators. The distribution
of the V0 summed amplitudes was fitted with a function based on the Glauber model
[29, 30, 31, 32] combined with a two-component model for particle production [40],
which decomposes particle production in nucleus-nucleus collisions into the contribu-
tions due to soft and hard interactions. Figure 3.1 represents a typical distribution
of the sum of amplitudes in the two V0 arrays. The fit has been applied to a cen-
trality range where the trigger reaches 100% efficiency for hadronic interactions and
contributions from electromagnetic interactions were negligible. From the aforemen-
tioned fit, as show in figure 3.1, the centrality of the collision can be determined and
it represents an indirect evaluation of the impact parameter between the two nuclei.
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3.2 Quality assurance

The data quality assurance (QA) is performed in order to guarantee the quality of
the events recorded and, therefore, to ensure that the sample matches the minimal
requirements for further physics analysis. Our data undergo several QA steps starting
with the moment of the data-taking and then at the physics object reconstruction
level to finish with the analysis level QA. This last check is done both to guarantee
the quality of the collected data specifically for heavy-flavour analyses and to make
sure that a sample that had been labeled for special purposes (as detector calibration)
is not accidentally used for physics analysis. In this section, some of the performed
quality assurance checks of the MC sample will be shown. These checks are similar
for each D meson (D0, D+, D∗+ and D+

s ) analysis since all mesons utilize a similar
secondary vertex strategy and the same approach based on the reconstruction of the
topology of the decay.

Figure 3.2: Comparison distributions of the number of ITS clusters
of selected tracks in Pb–Pb data period 2015 and 2018 for D0 daugh-
ters, normalized with respect to the total amount of selected tracks.

Figure 3.3: Distribution of the number of ITS clusters of selected
tracks in Pb–Pb data period 2015 (left) and 2018 (right) for D0 daugh-
ters, normalized with respect to the total amount of selected tracks.
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Figure 3.4: Amount of tracks with a point in a certain layer in data
(left) and Monte Carlo simulations (right), normalized with respect to

the total amount of tracks.

The distributions of hits in the Inner Tracking System (ITS) from the sample of heavy-
flavour candidate tracks are shown in figures 3.2 and 3.3. In addition, the distribution
of the tracks with a point in a specific layer is checked as shown in figure 3.4 in data
and MC. The difference between 2015 and 2018 depicted in Fig. 3.2 originates from
different detector conditions (detector aging and interventions on thresholds) while
figures 3.3 and 3.4 are extremely useful, once compared with Monte Carlo simulations
in order to investigate if the data suffer from in-bunch pileup. In the latter case, the
occupancy of the layers in data would differ significantly from the one in simulation.

Figure 3.5, 3.6, 3.7, and 3.8 show examples of the particle identification (PID) quality
assurance, for the specific energy loss in TPC and the time-of-flight in TOF. The
average, is expected to be zero, is drawn in black, where the standard deviation, is
drawn in red, is expected to be at unity. The scatter points represent the reduced
χ2/ndf in the TPC and TOF. Deviations from the expected values happen in regions
with contamination, where other particle bands come close or even overlap each other.

All the data samples corresponding to data and MC simulations that were used in the
analysis are reported in section 3.2.1 and 3.2.2.

Figure 3.5: TPC PID estimator as a function of momentum for pions
in data (left) and MC simulations (right) for Pb–Pb collisions 2018.
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Figure 3.6: TOF PID estimator as a function of momentum for pions
in data (left) and MC simulations (right) for Pb–Pb collisions 2018.

Figure 3.7: TOF PID estimator as a function of momentum for pions
in data (left) and MC simulations (right) for Pb–Pb collisions 2015.

Figure 3.8: TPC PID estimator as a function of momentum for pions
in data (left) and MC simulations (right) for Pb–Pb collisions 2015.

3.2.1 2015 data sample

In 2015, the ALICE Collaboration collected four weeks of Pb–Pb data into one period
called in ALICE jargon LHC15o. The Pb–Pb collisions data sample has a total number
of events of 167 × 106 and corresponds to an integrated luminosity of 13 μb−1. The
collected data are subdivided in run number, as reported below.

246994, 246991, 246989, 246984, 246982, 246948, 246945, 246928, 246851, 246847,
246846, 246845, 246844, 246810, 246809, 246808, 246807, 246805, 246804, 246766,
246765, 246763, 246760, 246759, 246758, 246757, 246751, 246750, 246495, 246493,
246488, 246487, 246434, 246431, 246424, 246276, 246275, 246272, 246271, 246225,
246222, 246217, 246185, 246182, 246181, 246180, 246178, 246153, 246152, 246151,
246148, 246115, 246113, 246089, 246087, 246053, 246052, 246049, 246048, 246042,
246037, 246036, 246012, 246003, 246001, 245954, 245952, 245949, 245923, 245833,
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245831, 245829, 245705, 245702, 245692, 245683, 245145, 245146, 245148, 245151,
245152, 245231, 245232, 245233, 245259, 245343, 245345, 245346, 245347, 245349,
245353, 245396, 245397, 245401, 245407, 245409, 245410, 245411, 245439, 245441,
245446, 245450, 245452, 245453, 245454, 245496, 245497, 245501, 245504, 245505,
245507, 245535, 245540, 245542, 245543, 245544, 245545, 245554, 244918, 244975,
244980, 244982, 244983, 245061, 245064, 245066, 245068, 246390, 246391, 246392

3.2.2 2018 data sample

During the 4 weeks of the 2018 Pb–Pb data campaign, the ALICE Collaboration
collected the following statistic: 160× 106 events (integrated luminosity of 130 μb−1)
for 0–10% central Pb–Pb collisions and 133 × 106 events (integrated luminosity of
56 μb−1) for 30–50% semi-central Pb–Pb collisions. Such a high statistic data sample
assures roughly 8 times more events in 0–10% centrality region and 5 times more in
30–50% with respect to what is available in the 2015 sample. The run numbers used
in this manuscript are reported below.

296623, 296622, 296621, 296619, 296618, 296616, 296615, 296594, 296553, 296552,
296551, 296550, 296549, 296548, 296547, 296516, 296512, 296511, 296510, 296509,
296472, 296433, 296424, 296423, 296420, 296419, 296415, 296414, 296383, 296381,
296380, 296379, 296378, 296377, 296376, 296375, 296312, 296309, 296304, 296303,
296280, 296279, 296273, 296270, 296269, 296247, 296246, 296244, 296243, 296242,
296241, 296240, 296198, 296197, 296196, 296195, 296194, 296192, 296191, 296143,
296142, 296135, 296134, 296133, 296132, 296123, 296074, 296066, 296065, 296063,
296062, 296060, 296016, 295942, 295941, 295937, 295936, 295913, 295910, 295909,
295861, 295860, 295859, 295856, 295855, 295854, 295853, 295831, 295829, 295826,
295825, 295822, 295819, 295818, 295816, 295791, 295788, 295786, 295763, 295762,
295759, 295758, 295755, 295754, 295725, 295723, 295721, 295719, 295718, 295717,
295714, 295712, 295676, 295675, 295673, 295668, 295667, 295666, 295615, 295612,
295611, 295610, 295589, 295588, 295586, 295585, 297595, 297590, 297588, 297558,
297544, 297542, 297541, 297540, 297537, 297512, 297483, 297481, 297479, 297452,
297451, 297450, 297446, 297442, 297441, 297415, 297414, 297413, 297406, 297405,
297380, 297379, 297372, 297367, 297366, 297363, 297336, 297335, 297333, 297332,
297317, 297311, 297310, 297278, 297222, 297221, 297218, 297196, 297195, 297193,
297133, 297132, 297129, 297128, 297124, 297123, 297119, 297118, 297117, 297085,
297035, 297031, 296966, 296941, 296938, 296935, 296934, 296932, 296931, 296930,
296903, 296900, 296899, 296894, 296852, 296851, 296850, 296848, 296839, 296838,
296836, 296835, 296799, 296794, 296793, 296790, 296787, 296786, 296785, 296784,
296781, 296752, 296694, 296693, 296691, 296690
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D∗+ analysis

4.1 D∗+ reconstruction

The D∗+ mesons and their antiparticles are reconstructed via their hadronic decay
channel D∗+(2010) → D0π+ with branching ratio (67.7 ± 0.5)%, while the D0 mesons
decay into K− and π+ with branching ratio (3.93 ± 0.04)% [3]. Being a strong decay,
the D∗+ decay vertex cannot be resolved from the primary vertex and, therefore,
topological selections were applied on the secondary vertex of the daughter D0 in
order to reduce the combinatorial background. The reconstruction of the D0-meson
will be discussed in detail in the next section.
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Figure 4.1: Correlation between transverse momentum of D∗+-
meson versus transverse momentum of soft pion πsoft.

The D*+ candidates were formed by combining the D0 candidates with pion tracks.
The pions produced in the D∗+ decays have a low momentum (see Fig. 4.1) and are
called soft pions πsoft. The mass of the D0 is about 1864.8 MeV/c2 and the mass of
the D∗+ is about 2010 MeV/c2. Since the mass of the D0 is close to the mass of the
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D∗+ and the pion is very soft, it is more advantageous calculating the invariant-mass
difference ΔM = MKππ−MKπ instead of MD∗+ . This strategy removes the resolution
effects of the D0 and, consequently, the signal is seen as a sharp peak around the mass
of the π+, near the edge of the combinatorial background phase space. Indeed, the
invariant-mass difference ΔM = MKππ −MKπ shows a peak at about 145.4 MeV/c2,
which is slightly higher than the π+ mass (π+ = 139.5 MeV/c2). The pT-integrated
invariant-mass difference ΔM is shown in Fig. 4.2 in the centrality classes 0–10% and
30–50%.
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D∗+ mesons candidate in the 0–10% and 30–50% centrality classes in

Pb–Pb collisions at
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4.2 D0 reconstruction

D0 mesons were reconstructed via the golden hadronic decay channel D0 → K−π+

with branching ratio of (3.93 ± 0.04)% [3] and its charge conjugates. The D0 candi-
dates were formed by pairing the pion and kaon tracks with the correct charge-sign
combination. The D0 mesons have mean proper decay length cτ of about 123 μm and
mean life time of about 10−15s. Figure 4.3 shows a sketch of the D0 decay topology
which can be used to impose topological selections.

Figure 4.3: The D0-meson decay topology.

The primary vertex defines the position of the primary interaction inside the beam pipe
of the collider and it contains the region where the charm quark is produced during the
collision. Within detector resolution this is also assumed to be the position where the
D0 mesons were produced since the D∗+ decay proceed via strong force and therefore
it happens within few nm from the creation point. The primary vertex is essential for
the event characterization and it can be used to determine various parameters of the
decay. The decay point vertex of the D0-meson into a kaon and a pion is referred to
as the secondary vertex, as can be seen in the sketch Fig 4.3.

4.3 Selection criteria

Several selection criteria are applied in order to maximize the signal while rejecting
combinatorial background. The background rejection is carried out in steps by ap-
plying event selection, track selection, particle identification (PID) and topological
selection. During the event selection step, only events that meet certain criteria are
accepted for further analysis, such as trigger condition and centrality of the collision.
The selection on the track properties is applied to the daughter particles that are
used to reconstruct the D∗+ candidates, while the PID is applied to the D0 daughters
by using the response of the TPC and the TOF detectors. The final steps are the
topological selections which exploit the decay topology of the D0 meson. For a more
detailed discussion, see the next sections.
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4.3.1 Event selection

The event selection begins at detector level with the trigger. The trigger is based
on hits in the V0 or SPD detectors. In 2015 data taking, the minimum-bias trigger
(MBand) was used in Pb–Pb collisions. It required coincident signals in both V0A
and V0C scintillator arrays. In Pb–Pb collisions 2018 data taking, dedicated central
and semi-central trigger were used. The central and semi-central trigger were based
on the V0 detector. For central trigger, the signal amplitude thresholds were chosen
in such a way that the trigger efficiency was 100% for events belonging to the 0–10%
centrality percentile, dropping rapidly for higher centrality events, while for the semi-
central trigger, the trigger efficiency was 100% for events belonging to the 30–50%
centrality percentile.

The timing information of the V0 scintillator arrays was used together with the one
from the ZDC detector for offline rejection of events produced by the interaction of
the beams with residual gas in the vacuum pipe. Only events with a reconstructed
interaction point (primary vertex) within z = ±10 cm from the centre of the ITS
detector along the beam line were used in the analysis. For the data sample considered
in this analysis, the probability of in-bunch collision pileup (i.e. collisions with two
or more simultaneous interactions per bunch crossing) was negligible. In particular
at peak luminosity, the probability of in-bunch collision pileup is less than one per
mill. Finally, events without primary vertex and/or magnetic field information were
rejected.

4.3.2 Track selection

In order to reduce the combinatorial background of D∗+-meson candidates, selections
criteria were applied to the daughter tracks. An important step was the request for the
tracks to pass the so-called kITSrefit and TPCrefit conditions. The refit procedure
was performed with the Kalman filter algorithm. D∗+ candidates were formed by
combining D0 candidates with soft pion tracks having |η| < 0.8 and pT > 0.1 GeV/c.
Moreover, all the tracks required a minimum number of 70 (out of 159) associated
space points in the TPC and at least three (out of 6) associated hits in the ITS layers,
with at least one hit in the SPD layers.

The aforementioned track selection with |η| < 0.8 limits the D-meson acceptance in
rapidity. The acceptance varies depending on pT, from |y| < 0.6 for pT = 1 GeV/c
to |y| < 0.8 for pT > 5 GeV/c. Therefore, a pT-dependent fiducial acceptance cut
was applied to the D-meson rapidity. The fiducial acceptance value yfid(pT) increases
from 0.6 to 0.8 in the transverse momentum range 1–5 GeV/c. For pT > 5 GeV/c, it
has a constant value of 0.8.

For the soft pion, the only selection applied was the ITSrefit condition. It required a
minimum of three associated hits in the ITS layers, of which at least one associated



4.3. Selection criteria 31

hit in either of the two pixel layers. Low momentum soft pion tracks are reconstructed
using the ITS standalone method.

4.3.3 Particle identification

Further background rejection was achieved by applying particle identification (PID)
to the D0 meson candidate decay daughters. The detectors used at this step are
the TPC in the low momentum region, that assures PID via specific energy loss
dE/dx, and the TOF detector that assures PID information up to higher pT via the
measurement of the time-of-flight. In order to assign the kaon or pion mass to the
decay tracks, selections are applied to the difference in the measured and expected
signals. The selections were based on the width σ distributions of dE/dx in the TPC
and time-of-flight in the TOF. When tracks were without TOF signal, the TPC only
was used for particle identification. Tracks with contradicting PID were considered
to be non-identified and maintained for further analysis. Figure 4.4 shows the TPC
dE/dx distribution as a function of momentum (left panel) and time-of-flight β as a
function of momentum (right panel) in Pb–Pb collisions at

√
sNN = 5.02 TeV.

Figure 4.4: Left: TPC dE/dx as a function of momentum with
superimposed Bethe-Bloch lines for various particle species. Right:

TOF β versus momentum in Pb–Pb collisions
at

√
sNN = 5.02 TeV.

4.3.4 Topological selection

The D0-meson decay topology was exploited in order to further reduce the combina-
torial background. The selections on the decay topology are pT dependent. While a
total of sixteen topological variables were used, the one reported below accounts for
over 90% of the total background rejection power

• the impact parameter of kaon dK0 and pion dπ0 : the impact parameters of the
two daughter tracks measured in the transverse plane to the beam direction,

• cosine pointing angle or cos θpoint: the cosine of the angle between the recon-
structed D0 momentum and its flight line (see figure 4.3),
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• normalised decay length: the projection of the decay length onto the transverse
plane normalised by its resolution,

• dK0 × dπ0 : the product of impact parameters of a pion and a kaon,

• cos θ∗: the cosine of the angle between the kaon flight line in the D0 rest frame
and the boost direction,

• the distance of closest approach (DCA): the distance of closest approach between
the two daughter tracks around the secondary vertex.
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Figure 4.5: Impact parameter distribution of kaon (left) and pion
(right) for signal and background for 2 < D0

pT
< 2.5 GeV/c.

The D0-meson within detector resolution is produced at the primary vertex, and then
it flies about 100 μm before decaying at the secondary vertex into a pion and a kaon.
The decay tracks can be prolonged back towards the primary interaction point. Their
displacement from the interaction vertex is referred as the impact parameter d0. The
impact parameter of kaons and pions are denoted by dK0 and dπ0 , respectively. Figure
4.5 shows the impact parameter of kaons and pions for signal (in red) and background
(in black). At a value of about 0.02 cm, data and background of kaons and pions start
to show a different distribution. This difference gives us an idea to define a cut value
to reduce the background and enhance the signal.

From figure 4.3, one can reconstruct the flight line of the D0 from the primary and
secondary vertex. Due to momentum conservation, the total D0 momentum can be
reconstructed by combining the pKT and pπT. Since the D0 momentum reconstruction
and the flight line are independent, these two vectors have a different orientation. The
angle between the reconstructed momentum and the flight line of the D0 connecting
between the primary and secondary vertices is denoted as pointing angle or θpoint. If
the candidate under scrutiny is a real D0 meson, its reconstructed momentum should
point to the flight line.

The distance between the two vertices, the primary and secondary vertex, is denoted as
decay length. The decay length divided by its uncertainty is defined as the normalized
decay length. The normalised decay length distribution is shown in Fig. 4.6 for signal
and background. The signal distribution is higher than the background at a value
above 5. The cut value for background rejection can be applied below this value.
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Figure 4.6: Normalised decay length distribution for signal and back-
ground at 2 < D0

pT
< 2.5 GeV/c.

Another parameter that reduces the combinatorial background is the product of im-
pact parameters of the pion and of the kaon, dK0 × dπ0 . This parameter is correlated
with the D0 decay length. The distance of the secondary and primary vertex is very
small, and the secondary vertex resolution is limited. Therefore, it is more advan-
tageous to work with the product of impact parameters. The product of impact
parameters distribution for signal and background is shown in figure 4.7. The signal
and background distribution can be distinguished at a value below −0.25×10−3 cm2.
This comparison gives us an indication of how to enhance the signal and reduce the
background.
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Figure 4.7: Product of impact parameter distribution d0K × d0π

for signal and background at 2 < D0
pT

< 2.5 GeV/c.

The decay angle parameter of a kaon and a pion is produced back-to-back in the rest
frame of the D0 decay. The cosine of the angle between kaon and the D0 flight line in
the D0 rest frame is given by cos θ∗. The last parameter is the distance of the closest
approach (DCA), which is defined as the shortest distance to which the D0 candidate
daughter tracks approach each other. Since D0 daughter tracks are expected to come
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from the same secondary vertex, their DCA is expected to be smaller than random
combinations of background tracks.

4.4 D*+ yield extraction

4.4.1 Invariant mass analysis

The D0 candidates are formed by pairing two oppositely charge particles, pion and
kaon, passing the selection criteria discussed earlier in this manuscript. After the
D0 decay parameters are determined, the algorithm calculates the invariant mass
distributions of the daughter particles:

MKπ =

√
(EK + Eπ)2 − ( �PK + �Pπ)2. (4.1)

Only candidate pairs within an invariant mass region of 3σ around the nominal mass
peak of the D0 are considered for further analysis. The width of the invariant-mass
peak of the D0 mesons, investigated in data and MC, is pT dependent and ranges from
9 MeV/c2 at low pT up to 40 MeV/c2 at high pT.

After the D0 candidates were successfully reconstructed, the algorithm loops over
the new selection of positive charge pion to calculate the invariant mass of the D*+

candidates that consist of triplet charged particles,

MKππ =

√
(EK + Eπ + Eπ soft)2 − ( �PK + �Pπ + �Pπ soft)2. (4.2)

4.4.2 Signal extraction

The D∗+-meson yield extraction is performed by separating the signal and background
in the invariant mass spectra. A Gaussian fit function is used to describe the signal
and an exponential term convoluted with a power law is used to account for the
combinatorial background. The empirical background fit function is given by:

f(ΔM) = a
√

ΔM −mπ · eb(ΔM−mπ), (4.3)

where mπ is the charged pion mass, a and b are free parameters.
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4.5 Corrections

The transverse momentum dependent production of prompt D∗+ mesons was calcu-
lated by correcting the measured inclusive raw yields according to the formula

dND∗+

dpT

∣∣∣∣∣
|y|<0.5

=

fprompt(pT) · 1
2N

D∗± raw
(pT)

∣∣∣
|y|<yfid(pT)

Δy(pT) ·ΔpT · (Acc× ε)prompt(pT) · BR ·Nevents
, (4.4)

where the raw yield, ND∗± raw , was divided by a factor of two to take into account
that we measure particle and antiparticle. The contribution of feed-down from beauty-
hadron decays (D mesons that come from the decay of a beauty quark hadrons) was
accounted for by multiplying the raw yields with the fraction of promptly produced
D mesons, fprompt. The D∗+ raw yields also depend on the detector acceptance (Acc)
and reconstruction efficiency ε of prompt D∗+-meson. Moreover, normalization factors
to account for the branching ratio (BR) of the D∗+ decay channel, the transverse mo-
mentum interval width ΔpT and the number of analysed events Nevents are included.

The correction for acceptance and efficiency (Acc × ε)prompt includes the tracking
efficiency, the acceptance of pions and kaons, and the kinematical and topological
selection efficiency. The D∗+-meson yields were measured in a rapidity range varying
from |y| < 0.5 at low pT to |y| < 0.8 at high pT. The rapidity acceptance correction
factor Δy = 2yfid assumes a flat rapidity distribution for D∗+ mesons in the measured
rapidity y range. This assumption was verified to the 1% level with the PYTHIA
v6.421 [41] pp simulations with the Perugia-2011 tune.

The acceptance-times-efficiency (Acc × ε) were obtained using Monte Carlo simula-
tions. The underlying Pb–Pb events at

√
sNN = 5.02 TeV were produced with the

HIJING v1.383 event generator [42]. Prompt and feed-down D∗+-meson signals were
added using pp events from the PYTHIA v6.421 event generator [41] with the Perugia-
2011 tune. All simulated pp events were required to contain a cc̄ or bb̄ pair, and D
mesons were forced to decay in the hadronic decay channels of interest for the analysis.
Only particles coming from the heavy quark hadronization and decays were injected
in the HIJING event generator. The number of pp events added to each Pb–Pb event
was adjusted according to the Pb–Pb collisions centrality class ranging from 60 in
central 0–10% events to 5 in 50–60% events. The simulations used the GEANT3
transport package [43] together with a detailed description of the apparatus geometry
and of the detector response. The simulation was configured to reproduce the con-
ditions of the luminous region and of all the ALICE subsystems, in terms of active
electronic channels, calibration level, and their time evolution within the Pb–Pb data
taking period.

The fraction of prompt D∗+ mesons coming from c quarks hadronization, fprompt,
was evaluated using the beauty-hadron production cross section from the FONLL
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calculations [44]. It was folded with the B → D+X decay kinematics using the EvtGen
package [45]. The computed cross section for the feed-down component of D∗+-meson
was used, together with the Monte Carlo acceptance-times-efficiency (Acc×ε)feed−down

for D∗+ mesons from B decays, to compute the expected feed-down contribution in
the measured raw yields:

fprompt = 1− ND∗± feed−down
raw

ND∗±
raw

(4.5)

with:

ND∗± feed−down
raw

∣∣∣
|y|<yfid

= 2
dσD∗± feed−down

FONLL

dpT

∣∣∣∣∣
|y|<0.5

·Δy ·ΔpT · (Acc× ε)feed−down · BR · Lint

(4.6)

where ND∗± feed−down
raw is the estimated raw yield of D*+ mesons from beauty-hadron

decays and Lint is the integrated luminosity.
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Figure 4.8: Left: Example of fits to D∗+ impact-parameter dis-
tribution. The curves show the fit functions describing the prompt,
feed-down and background contributions, as well as their sum. Right:
fraction of prompt D∗+ raw yield as a function of pT [27] compared to

the values obtained with FONLL-based approach.

The fraction of D mesons coming from c quarks that were estimated with the FONLL-
based method [44], can also be estimated with the data-driven method that exploits
the different shapes of the distributions of the transverse-plane impact parameter to
the primary vertex of prompt and feed-down D mesons. The fprompt fraction with
this method was estimated via an unbinned likelihood fit of the impact parameter
distribution of D∗+-meson candidates with a mass difference ΔM < 2.5σ, where σ is
the standard deviation of the Gaussian function of the invariant-mass signal. The fit
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function which was used is discussed in ref [27]. The fraction of prompt D∗+ with a
data-driven method is shown in Fig. 4.8. These results, on one side, give us confidence
our FONLL-based method match the result of the data-driven method and therefore
it is solid and safe to use for the analysis and on the other side prove we cannot yet
use the data-driven method in the analysis due to the limited pT coverage and large
uncertainties.
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Chapter 5

D∗+ analysis using Pb–Pb 2015
data sample

5.1 Introduction

The analysis described in this chapter will focus on the measurement of pT-differential
yields and the nuclear modification factor (RAA) of prompt D∗+ mesons (and their
antiparticles) in Pb–Pb collisions at

√
sNN = 5.02 TeV collected by ALICE in 2015.

The measurement was performed in the 0–10% (central) and 30-50% (semi-central)
centrality classes. Previous, low precision, measurements at

√
sNN = 2.76 TeV indicate

a strong suppression of non-strange D mesons (D0, D+, and D∗+) of a factor 5–6
for transverse momenta of about 10 GeV/c in the 0–10% centrality class and of a
factor 3 for transverse momenta of about 10 GeV/c in the 30–50% centrality class
[46, 47, 48, 49].

Single track and topological selection criteria were applied to maximize the significance
of D∗+ signal in the various transverse momentum bins. The single track selections
criteria are summarized in Table 5.1. The topological and kinematic selections criteria
used to select the D∗+-meson signals in the 0–10% and 30–50% centrality classes using
2015 Pb–Pb collisions are reported in Tables 5.2 and 5.3.

Table 5.1: Topological and kinematic selections applied for the D∗+

analysis in the 0–10% centrality class.

Track selection threshold value
D0 daughter track ITSrefit and TPCrefit

Soft pion track (π+
s ) ITSrefit

Cluster in ITS ≥ 4, for which ≥ 1 in SPD
Cluster in TPC ≥ 70 (out of 159)

TPC, TOF pasticle identification 2σ, 3σ for 0–10% ; 3σ, 3σ for 30–50%
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Table 5.2: Topological and kinematic selections applied for the D∗+

analysis in the 0–10% centrality class.

pT (GeV/c)/variable [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36] [36,50]

ΔMD0 (GeV) 0.024 0.03 0.03 0.034 0.036 0.055 0.055 0.074 0.074 0.094 0.09

DCA (cm) 0.022 0.021 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

cos(θ∗) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.5 0.5 0.5

pT(K) (GeV/c) 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.7 0.5 0.5 0.5

d0,K (cm) 0.1 0.1 0.1 0.12 0.12 0.12 0.15 0.15 0.15 0.2 0.2

d0,π (cm) 0.1 0.1 0.1 0.12 0.12 0.12 0.15 0.15 0.15 0.2 0.2

d0,K × d0,π (×10−3) (cm2) −4.5 < −3.5 −2.3 −1.0 −1.0 −7.5× 10−2 −7.5× 10−2 −7.5× 10−2 −5× 10−2 4.0 4.0

cos(θpoint) 0.99 0.98 0.93 0.93 0.93 0.93 0.93 0.93 0.92 0.85 0.8

cos(θpoint)XY 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.99 0.99 0.9 0.9

NDLXY 8 6.5 6 6.5 6 5 5 3.7 2 0 0

Table 5.3: Topological and kinematic selections applied for the D∗+

analysis in the 30–50% centrality class.

pT (GeV/c)/variable [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36]

ΔMD0 (GeV) 0.024 0.032 0.032 0.040 0.043 0.045 0.055 0.06 0.074 0.074 0.094

DCA (cm) 0.025 0.022 0.022 0.022 0.021 0.021 0.02 0.02 0.02 0.02 0.02

Cos(θ∗) 0.8 0.8 0.8 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 1.0 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.7 0.5 0.5

pT(K) (GeV/c) 1.0 1.0 1.0 1.0 1.0 1.0 0.9 0.9 0.7 0.5 0.5

d0,K (cm) 0.1 0.1 0.1 0.1 0.12 0.12 0.12 0.15 0.15 0.15 0.2

d0,π (cm) 0.1 0.1 0.1 0.1 0.12 0.12 0.12 0.15 0.15 0.15 0.2

d0,K × d0,π (×10−3) (cm2) −2.0 −3.0 −3.0 −2.3 −1.0 −1.0 −7.5× 10−2 −7.5× 10−2 −7.5× 10−2 −5× 10−2 4.0

cos(θpoint) 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.92 0.85

cos(θpoint)XY 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.99 0.99 0.9

NDLXY 7 6.5 6.5 6.5 6.4 6.4 4.7 4.7 3.7 2 0
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5.2 Raw yield extraction
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Figure 5.1: ΔM invariant-mass distributions of the D∗+ candidates
in the 0–10% centrality class in the transverse momentum range

3 < pT < 50 GeV/c. Fitted values for the mean and sigma are in
GeV/c2 unit.

The D∗+ raw yields were extracted by performing a fit to the mass difference ΔM =

M(Kππ) − M(Kπ) distributions with a function composed of a Gaussian peak for
the signal and an exponential term convoluted with a power law to account for the
combinatorial background line shape:

fbkg = a
√

ΔM −mπ · eb(ΔM−mπ) (5.1)

where mπ is the pion mass (139.57 MeV/c2) and a and b are free parameters. Figure
5.1 and 5.2 show the invariant-mass distributions for the 0–10% centrality class in
the transverse momentum range 3 < pT < 50 GeV/c and for the 30–50% centrality
class in the transverse momentum range 2 < pT < 36 GeV/c. The goodness of the
mass fit against the Monte Carlo (MC) expectation was checked for each pT interval
in terms of mass peak width (sigma) and mean. The comparison between data and
MC is reported in figures 5.3 and 5.4 for central and semi-central collisions.
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The results show a good agreement of data and Monte Carlo in all of the transverse
momentum ranges under consideration. Some tension between data and MC was
observed around 1 standard deviation, for example in the 0–10% centrality class, in
the pT range 12 < pT < 16 GeV/c for the mass and above 16 GeV/c for the width. As
a consequence the aforementioned transverse momentum regions were examined with
particular attention at the moment to assign a systematic from the yield extraction
with the multi trial approach. The results are reported in the section 5.4, which gives
us confidence that such fluctuations do not influence the final result.
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Figure 5.2: ΔM invariant-mass distributions of the D∗+ candidates
in the 30–50% centrality class in the transverse momentum range

2 < pT < 36 GeV/c. Fitted values for the mean and sigma are in
GeV/c2 unit.
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Figure 5.3: Comparison of Gaussian width (top) and mean (bottom)
extracted from the invariant-mass fits of D∗+ candidates in the 0–10%

for data and MC simulation.
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Figure 5.4: Comparison of Gaussian width (top) and mean (bottom)
extracted from the invariant-mass fits of D∗+ candidates in the 30–50%

for data and MC simulation.
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5.3 Efficiencies

The correction for acceptance and efficiency (Acc × ε) was determined using Monte
Carlo simulations with a detailed description of the detector geometry and its response,
based on the GEANT3 transport package [43]. The HIJING v1.383 event generator
[42] is used to simulate the underlying Pb–Pb events and D-meson signals were added
using the PYTHIA v6.421 event generator [41] with Perugia-2011 tuning. The prompt
yield of D mesons is obtained by subtracting from the inclusive yields the beauty-
hadron decays estimated based on FONLL calculations [44, 50]. Figure 5.5 show
the acceptance-times-efficiency correction (Acc× ε) for prompt (red circles) and feed-
down (blue squares) D∗+ mesons with rapidity |y| < yfid(pT) in the 0–10% and 30–50%
centrality classes.
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Figure 5.5: Production of acceptance and efficiency as a function of
pT for prompt (red circles) and feed-down (blue squares) D∗+ mesons
in Pb–Pb collisions for the 0–10% centrality class (left panel) and for
the 30–50% centrality class (right panel) obtained from MC simula-

tions [51].

Figure 5.6 shows the study of the efficiency in the 30-50% centrality class versus the
various analysis steps due to:

• Monte Carlo acceptance (step 2): not all D∗+ mesons produced in the collision
end up in the detector, some of them fly away in the beamline direction. All
candidates with a pseudorapidity of |η| > 0.8 are rejected.

• vertex reconstruction (step 3): the reconstruction of the primary and secondary
vertices occurs in this step. A certain number of associated hits in the ITS and
TPC is required for vertex reconstruction (see previous chapter).

• ITS refit (step 4): in this step, the track is refitted with the Kalman filter
algorithm from the outwards toward the beamline (see chapter 4).
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• reconstructed (step 5): after the primary and secondary vertex reconstruction
and the refitting has been done, then the next step is the candidate reconstruc-
tion.

• reconstructed within acceptance (step 6): in this step, it is checked that the
pseudorapidity η of the daughter tracks satisfy the acceptance requirements
|η| < 0.8.

• required number of ITS cluster (step 7): the daughter tracks within detector
acceptance have to have a certain number of associated hits in the ITS, at least
three associated hits in the ITS layers with at least one hit in the SPD layers
(see subsection 4.3.2).

• topological selection (step 8): selections on the topology of the D0 candidates
are applied.

• particle identification (step 9): after events pass the topological selection, par-
ticle identification is used to identify the D0 daughter tracks (see subsection
4.3.3).

The plot shows a decreasing trend due to the selection of D∗+-meson candidates for
each step obtained from Monte Carlo simulation.
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Figure 5.6: Efficiency study for each step in the 30–50% centrality
class.

The reconstruction efficiency is evaluated with several steps that have described above,
starting with D∗+ mesons produced in a limited acceptance region, |η| < 0.5, until the
D∗+ mesons passing the particle identification and topological selections. Each step
relates to passing a certain selection, and it is possible to calculate the efficiency for
each step as shown in Fig. 5.6.
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5.4 Systematic uncertainties

The systematic uncertainties of the D∗+-meson analysis were determined from the
following sources:

• the raw yield extraction from the invariant-mass distribution,

• topological selection efficiency,

• particle identification efficiency,

• track reconstruction efficiency,

• generated Monte Carlo pT shape of the D mesons,

• feed-down subtraction from beauty-hadron decays.
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Figure 5.7: Top: Yield distributions versus trials for pT 5–6 GeV/c
in the 30–50%. Bottom: Sigma and mass distribution versus trials at

the same pT interval and centrality class.

In addition, the uncertainties from the branching ratios [3] were also considered. The
systematic uncertainties on the raw yield extraction were evaluated using a multi
trial approach. Each bin of the invariant-mass distributions is smeared according to
a Poissonian distribution based on the statistical error of the bin itself. The smear-
ing procedure is repeated 10000 times each time fitting the resulting invariant mass
distribution. Each 2000 times the following quantity is varied:

• background fit function (a power law a(x − mπ)
b and exponential with power

law),
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• the fit range (0.160 GeV/c2 and 0.165 GeV/c2 with respect to 5.1 and 5.2),

• the invariant-mass bin width,

• and the bin counting method instead of yield from fit method.
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Figure 5.8: Top: Comparison of yield distributions with standard
background fit function and alternative background fit function for
pT 5–6 GeV/c in the 30–50%. Bottom: Yield distributions for all

variations in the same pT interval.

In addition, all the fits were repeated with the sigma of the Gaussian function fixed to
the values obtained from the Monte Carlo simulation and the mean of the Gaussian
function to the particle data group value of the D∗+ mass in order to check the possible
effect of the statistical fluctuations one sees in Fig. 5.3 and 5.4. The fits which did
not converge or had χ2/ndf > 2.0 were rejected and not considered in the evaluation
of the systematic. The yield distributions from the multi trial are shown in Fig. 5.7,
top panel, while the bottom panel of the same figure shows the sigma and the mass
distributions for each variation. Figure 5.8, on top, shows the comparison between
the distribution of the yield using the standard background fit function for D∗+ and
alternative background fit function after performed the multi trial. As clear from
the plot, the yields with alternative background fit function are shifted with respect
to the standard background function. Figure 5.8 (on the bottom) shows all yields
distributions compared to the standard fit function. The systematic uncertainty was
assigned by calculating the root mean square (RMS) of the yield ratios for all variations
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with respect to the standard fit. The summary of the systematic uncertainty of the
yield extraction is shown in Fig. 5.9.

Figure 5.9: Systematic uncertainty summary of the raw yield
extraction in the 30–50% centrality class.

The systematic uncertainty on the topological selection efficiency of the D∗+-meson
represents a possible non-exact description of the D∗+-meson kinematic properties
and of the detector resolution and alignment in simulation. This effect was evaluated
by repeating the analysis by varying the selection criteria values, looser, and tighter
(±5%, ±10%, ±15%, and ±20%), with respect to the standard selection. These
variations were significantly modifying the efficiencies, raw yields, and background
values. The modification of the yields of 5% looser and tighter selection criteria with
respect to the standard one, i.e. for pT 12–16 GeV/c in the 30–50% centrality class, is
shown in Fig. 5.10. The modification of the efficiency for looser and tighter (±5% and
±10%) selection values is shown in Fig. 5.11, on top, i.e. for 0–10% centrality class.
At high pT, the efficiency does not change so much because the selection values are
already open to gain more signals where less background is expected. The systematic
uncertainty was assigned by comparing the corrected yields of the standard selection
criteria with respect to the one obtained with the different variations of the selection
as shown in Fig. 5.11.
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Figure 5.10: Difference selection criteria for pT 12–16 GeV/c in the
30–50%. From left to right: loose, central and tigh selection applied.

An additional source of systematic uncertainty derives from the applied particle iden-
tification strategy. The systematic effect due to the PID selections was studied by
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Figure 5.11: Top: Efficiency of prompt ratio in the 0–10% centrality
class for looser and tighter (±5% and ±10%) selection values. Bottom:
Corrected yield ratios for looser and tighter selection values with re-
spect to the standard selection criteria values in the 30–50% centrality

class.

repeating the analysis without PID selection. The uncertainty was evaluated by com-
paring the corrected yield ratio obtained with and without PID, which is shown in Fig.
5.12 for the 30–50% centrality class. All the points are compatible with unity, most
of them at better then 1σ level. Therefore, no systematic uncertainty was assigned to
PID efficiency.

The systematic uncertainty related to the tracking efficiency includes the effects arising
from track propagation from the TPC to the ITS in data and Monte Carlo simula-
tion, and track-quality selection criteria. The systematic uncertainty was estimated
by varying the track-quality selection criteria and by comparing the probability to
match the TPC tracks to the ITS hits in data and simulation. The comparison of
the matching efficiency in data and simulations were made after weighing the relative
abundances of primary and secondary particles in the simulations to match those ob-
served in data, which were estimated via fits to the inclusive track impact parameter
distributions. The matching efficiency in data and Monte Carlo simulation as a func-
tion of transverse momentum is shown in Fig. 5.13. Figure 5.14 shows the D∗+-meson
daughter distributions versus D∗+-meson pT on the left, and on the right shows the
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Figure 5.12: Particle identification systematic: comparison the cor-
rected yield with and without PID in the 30–50% centrality class.

summary of the tracking efficiency systematic for D∗+ mesons (3-prong) as a function
of pT.

Figure 5.13: Matching efficiency, both in data and MC, for the three
sample analysed as a function of pT.

Figure 5.14: Scatter plot of daughter’s pT as a function of D∗+-meson
pT on the left and tracking systematic uncertainty for D∗+ kinematic

tracks in percentage as a function of pT.

The systematic uncertainty due to a possible difference between the real and simu-
lated D-meson transverse momentum distributions was investigated. The uncertainty
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was estimated by weighting the assumed PYTHIA6 D∗+ pT distribution in simulation
with alternative pT shapes. In particular, the pT distribution from FONLL calcu-
lations with and without hot-medium effects parameterized based on the RAA from
BAMPS [21], and LBT [22] models were used in central and semi-central collisions.
The systematic uncertainty was assigned considering the variation of the efficiency
obtained by applying the FONLL pT distribution with respect to the result obtained
by applying the FONLL and LBT pT distribution in central collisions, which is shown
in Fig. 5.15. The same procedure was done for semi-central collisions by comparing
the FONLL pT distribution and the FONLL and BAMPS pT distribution to estimate
the systematic uncertainty.
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Figure 5.15: Relative change in efficiencies by using FONLL and
FONLLandLBT weights in the 0–10% centrality class.

The systematic uncertainty on the subtraction of feed-down from beauty-hadron de-
cays (i.e. the calculation of the fprompt fraction) was estimated by varying:

• the pT-differential feed-down D∗+-meson cross section from the FONLL calcu-
lations within the theoretical uncertainties,

• the ratio of the feed-down and prompt D∗+-meson RAA hypothesis.

Figure 5.16 shows the prompt D∗+-meson fraction and the variation of Rprompt
AA as a

function of the feed-down and prompt RAA ratio hypothesis. The resulting uncertainty
ranges between 4% and 12% depending on the centrality classes and pT interval.
The summary for all systematics is shown in Fig. 5.17. In addition, the systematic
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uncertainties for the 0–10% and 30–50% centrality classes are reported in Table 5.4
and 5.5.
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Figure 5.16: Fraction of prompt D∗+ mesons on the left and system-
atic uncertainty from feed-down hypothesis as a function of pT on the

right in the 0–10% centrality class.

Table 5.4: Systematic uncertainties for the 0–10% centrality class.

pT interval (GeV/c) [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36] [36,50]
Yield extraction 11% 7% 7% 7% 7% 6% 6% 6% 5% 5% 5%

Tracking efficiency 10% 10% 10% 10% 10% 9% 8.5% 8% 7.5% 7.5% 7.5%
Particle identification efficiency 0 0 0 0 0 0 0 0 0 0 0

Cut efficiency 13% 13% 10% 10% 10% 10% 10% 10% 10% 10% 10%
MC pT shape 4% 0 0 0 0 0 0 0 0 0 0

Feed-down substraction +6
−7%

+7
−9%

+7
−9%

+8
−10%

+11
−12%

+9
−11%

+8
−10%

+9
−11%

+10
−12%

+4
−5%

+4
−4%

Table 5.5: Systematic uncertainties for the 30–50% centrality class.

pT interval (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36]
Yield extraction 10% 6% 5% 5% 4% 4% 3% 3% 3% 3% 3%

Tracking efficiency 6% 6% 6% 6% 6% 6% 6% 6% 6% 7% 7%
Particle identification efficiency 0 0 0 0 0 0 0 0 0 0 0

Cut efficiency 10% 10% 5% 5% 5% 5% 5% 5% 5% 5% 0
MC pT shape 5% 1% 0 0 0 0 0 0 0 0 0

Feed-down substraction +5
−6%

+6
−8%

+6
−8%

+6
−8%

+7
−10%

+9
−12%

+9
−12%

+8
−10%

+9
−11%

+10
−11%

+4
−4 %
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Figure 5.17: Summary of systematic uncertainties for the 0–10% and
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5.5 D∗+ corrected transverse momentum distributions
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Figure 5.18: Transverse momentum distributions dN/dpT of prompt
D∗+ meson as a function of pT in the 0–10%, 30–50%, and 60–80%

centrality classes in Pb–Pb collisions at
√
sNN = 5.02 TeV [51].

The differential corrected pT spectra of prompt D∗+ mesons, dN/dpT, as a function
of the transverse momentum in Pb–Pb collisions at

√
sNN = 5.02 TeV for the 0–10%,

30–50% and 60–80% centrality classes [51], are shown in Fig. 5.18. The vertical bars
represent the statistical uncertainties and the empty boxes the systematic uncertain-
ties. The uncertainty on the branching ratios is quoted separately.

Figure 5.19 shows the transverse momentum dependent ratios of meson yields, D+/D0,
D∗+/D0 and D+

s /D0 in Pb–Pb collisions at
√
sNN = 5.02 TeV, compared to the values

measured in pp collisions at
√
s = 7 TeV [52]. They are found to be compatible in

Pb–Pb and pp collisions within uncertainties, indicating no significant modification
of their relative abundances as a function of pT and in centrality classes at the LHC
energies. The D+

s /D0 ratio in Pb–Pb collisions at
√
sNN = 5.02 TeV is measured with

a better precision by a factor about two with respect to one measured in 2.76 TeV [48].
The values of these ratios in Pb–Pb are larger than in pp collisions, in the 0–10%,
30–50% and 60–80% centrality classes, however the measurements in the two systems
are compatible within about one standard deviation of the combined uncertainties.
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Figure 5.19: Ratio of D+/D0, D∗+/D0 and D+
s /D0 as a function

of pT in Pb–Pb collisions at
√
sNN = 5.02 TeV and pp collisions at√

s = 7 TeV [51].
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5.6 Proton-proton reference
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Figure 5.20: D*+ mesons pT-differential cross section in pp collisions
at

√
s = 7 TeV [52] compared to FONLL model calculations. In the

data-to-theory ratios the 3.5% normalisation uncertainty due to the
luminosity determination is not included in the systematic uncertainty

on the data points.

To calculate the nuclear modification factor, the proton-proton cross sections were
needed as reference. Figure 5.20 shows the prompt D∗+-meson cross sections measured
in pp collisions at

√
s = 7 TeV compared with the FONLL calculations. The measured

cross sections of prompt D∗+ mesons are described well by the FONLL calculations
within uncertainties. The data lie systematically on the upper edge of the uncertainty
band of the theory prediction.

Figure 5.21: ΔM invariant-mass of the D∗+ in pp collisions
at

√
s = 7 TeV [52].

In the 2015 data analysis, the proton-proton reference at
√
s = 5.02 TeV was obtained

by scaling the measurements of prompt D∗+ mesons cross section at
√
s = 7 TeV [52]

to
√
s = 5.02 TeV using the FONLL calculations [53]. The D∗+-meson cross section at√

s = 7 TeV was used a reference due to the measurement precision in terms of larger
statistic and smaller uncertainty with respect to pp collisions at

√
s = 5.02 TeV. Figure

5.21 shows ΔM of the D∗+ candidates in pp collisions at
√
s = 7 TeV. The scaling
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factor was evaluated from the ratio of the theoretical cross sections at these energies
and the uncertainties were determined by the envelope of the scaling factors obtained
by varying the calculation parameters (factorisation and renormalisation scales, and
charm-quark mass). These scaling measurements reach up to pT = 24 GeV/c.

At high pT where the measured pp cross sections are not available, the FONLL cal-
culation at

√
s = 5.02 TeV [53] was used as a reference by scaling the values to match

the central value of the scaled data at lower transverse momentum. The procedure
consists in the evaluation of the ratio data-to-theory considering the measurement
statistical uncertainties. The systematic uncertainty of the extrapolated cross section
was assigned by varying the FONLL parameters and shifting up and down the data
points of an amount equal to their systematic uncertainty. At this point the ratio is
fitted with a constant and the next value extrapolated.

5.7 D∗+ meson nuclear modification factor
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Figure 5.22: RAA of prompt D∗+ mesons in the 0–10% and 30–50%
centrality classes in Pb–Pb collisions at

√
sNN = 5.02 TeV.

The D∗+ nuclear modification factor (RAA) can be computed from the ratio between
the transverse momentum production yields in Pb–Pb collisions (dNAA/dpT) and the
cross section in proton-proton collisions (dσpp/dpT) scaled by the number of binary
nucleon-nucleon collisions. The pT-differential cross section of prompt D∗+ mesons
in pp collisions at

√
s = 5.02 TeV, used as reference for the RAA, were obtained by

scaling the measurements at
√
s = 7 TeV to

√
s = 5.02 TeV with FONLL calculations

[53]. The procedure is discussed in detail in [52]. Figure 5.22 shows the RAA of D∗+

mesons as a function of transverse momentum in central (left) and semi-central (right)
collisions.

The nuclear modification factor of the D∗+ is compatible within uncertainties with the
other D-meson species (D0 and D+) in both centrality classes, as shown in Fig. 5.23.
The uncertainties are obtained by propagating those on the Pb–Pb yields and those
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Figure 5.23: RAA of prompt D0, D+ and D∗+ (in blue) mesons
for the 0–10% and 30–50% centrality classes in Pb–Pb collisions at√
sNN = 5.02 TeV [51]. Statistical (bars), systematic (empty boxes),

and normalisation (shaded box around unity) uncertainties are shown.
Filled markers are obtained with the pp rescaled reference, empty

markers with the pT-extrapolated reference.

of the pp reference. The suppression of the D meson RAA increases from semi-central
to central collisions. The RAA of the D*+-meson shows minimum values of about 0.2
in the centrality class 0–10% and 0.4 in the centrality class 30–50%.

5.8 Average nuclear modification factor (D0, D+ and D∗+)
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Figure 5.24: Average RAA of the non-strange D-meson (D0, D+

and D∗+) for the 0–10% and 30–50% centrality classes in Pb–Pb col-
lisions at

√
sNN = 5.02 TeV [51]. Statistical (bars), systematic (empty

boxes), and normalisation (shaded box around unity) uncertainties
are shown. Filled markers are obtained with the pp rescaled reference,

empty markers with the pT-extrapolated reference.

The nuclear modification factors of all D-meson species are consistent within the ex-
perimental uncertainties. The average was calculated in order to reduce the statistical
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uncertainty and have a better comparison with models. The average nuclear modi-
fication factor of non-strange D mesons (D0, D+ and D∗+) was computed using the
inverse of the quadratic sum of the relative statistical and uncorrelated systematic
uncertainties as weights, in the pT interval where more than one D-meson species
is available. The systematic errors were calculated by propagating the uncertainties
through the weighted average, where the contribution from the tracking efficiency,
the beauty hadron feed-down correction and the FONLL-based method scaling of√
s = 7 TeV to

√
sNN = 5.02 TeV were taken as a fully correlated among the three

D-meson species.
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Figure 5.25: Left: average RpPb of the non-strange D-meson in p–
Pb collisions at

√
sNN = 5.02 TeV compared to non-strange D-meson

RAA in the 0–20% and 40-80% centrality classes in Pb-Pb collisions
at

√
sNN = 2.76 TeV [54]. Right: average RAA of the non-strange

D-meson for the 0–10% centrality class in Pb–Pb collisions measured
at the same energy.

The average RAA of prompt D0, D+ and D∗+ mesons in Pb–Pb collisions for the 0–10%
and 30–50% centrality classes are shown in Fig. 5.24. The two measurements show a
suppression that is maximal at transverse momentum 6–10 GeV/c. The suppression
gets smaller with decreasing pT for pT < 6 GeV/c, and RAA is compatible with unity
for the pT interval 1–3 GeV/c. The average RAA shows minimum values of 0.2 and
0.4 in the 0–10% and 30–50% centrality classes at pT of 6–10 GeV/c, respectively. On
the left panel of figure 5.25 is reported the average RpPb of non-strange D mesons
measured in p–Pb collisions at

√
sNN = 5.02 TeV, compared with the non-strange D-

meson RAA measured in the 0–20% and 40-80% centrality classes in Pb-Pb collisions at√
sNN = 2.76 TeV [54] while the right panel of the same figure shows the average RAA

of non-strange D mesons measured in Pb–Pb collisions at
√
sNN = 5.02 TeV. Since

no significant modification of the D-meson production is observed in p–Pb collisions,
the strong suppression observed in Pb–Pb collisions, i.e. for pT > 3 GeV/c, cannot
be explained by the cold-nuclear-matter effects and, therefore, can be attributed to
final-state effects and in particular parton in-medium energy loss.
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5.9 D mesons nuclear modification factor vs models
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Figure 5.26: Average RAA of non-strange D mesons compared with
the Djordjevic model [15] in the 0–10% centrality class at two collisions
energies. Statistical (bars), systematic (empty boxes), and normalisa-

tion (shaded box) uncertainties are shown.

Figure 5.26 shows the comparison of the nuclear modification factor of non-strange D
mesons in Pb–Pb collisions at

√
sNN = 5.02 TeV with the one calculated at

√
sNN =

2.76 TeV at the same centrality class 0–10% [47]. The measurements with Run 2
data have better precision in terms of uncertainties (total uncertainties reduced by a
factor of about two) and extended pT coverage from 36–50 GeV/c. The suppression
between the two measurements is compatible within uncertainties. The average RAA

measurements at the two energies are well reproduced by the Djordjevic model [15].
It results from the combination of a higher medium temperature at Run 2 energies
(estimated to be about 7% higher than at Run 1 energies), which would decrease the
RAA by about 10%, with a harder pT distribution of charm quarks at Run 2 energies,
which would increase the RAA by about 5% if the medium temperature were the same
between the two center of mass energies.

The interactions of heavy quarks with the medium constituents in the Djordjevic
[15], BAMPS [21], CUJET3.0 [16], MC@sHQ+EPOS2 [20], and LBT [22] models,
is computed considering radiative and collisional processes in the calculations. Only
collisional processes are taken into account in the model calculations POWLANG
[55], TAMU [18], and PHSD [23]. The BAMPS model considers two different options:
including only collisional interactions in a static medium which is called BAMPS
el., or including both collisional and radiative energy loss which is called BAMPS
el.+rad. The SCET [17] model is an effective field theory describing the dynamics of
soft and collinear quarks and gluons in the presence of hard interactions. It includes
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the interactions with the medium that are mediated by Glauber gluon exchange and
heavy quark masses. Glauber gluons are soft gluons with the transverse momenta
much larger than their momentum components along the directions of initial hadrons
[56].

The medium is described using an underlying hydrodynamical model in CUJET3.0,
LBT, MC@sHQ+EPOS2, BAMPS, POWLANG, TAMU and PHSD, while Djordjevic
uses a Glauber model nuclear overlap without radial expansion. The initial heavy-
quark pT distributions are based on next-to-leading order (NLO) or FONLL pertur-
bative QCD calculations in all model calculations, except for LBT model which uses
the PYTHIA event generator. The EPS09 NLO parametrisation of the nuclear parton
distribution functions is included by POWLANG, MC@sHQ+EPOS2, TAMU, PHSD
and LBT.

All model calculations use in-vacuum fragmentation of heavy quarks for the high
transverse momentum region. At low pT region this is supplemented by hadronisation
via recombination in the MC@sHQ+EPOS2, POWLANG, LBT and PHSD models.
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Figure 5.27: Average pT-differential RAA of prompt D mesons in
the 0–10% and 30–50% centrality classes compared to pQCD models

[15, 16, 17].

The average RAA of non-strange D mesons are compared with perturbative QCD
models in Fig. 5.27. In 0–10% centrality class (Fig. 5.27 on the left panel), the
Djordjevic [15], CUJET3.0 [16] and SCET [17] models provide a fair description of
the RAA for pT > 10 GeV/c. The Djordjevic and CUJET3.0 models include energy
loss processes (radiative and collisional) in their calculations, while SCET model in-
cludes finite quark masses and Glauber gluons that describe the interaction of collinear
partons with the medium constituents. In addition, the SCET and Djordjevic mod-
els also consider a nuclear modification of the parton distribution functions in their
calculations. In the 30–50% centrality class, the Djordjevic and CUJET3.0 models
reproduce well the RAA above 10 GeV/c, while SCET model overestimates its mag-
nitude. For pT > 10 GeV/c, both CUJET3.0 and Djordjevic models provide a fair
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description of the RAA in central and semi-central collisions, where radiative energy
loss is expected to be the dominant interaction mechanism.
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Figure 5.28: Average pT-differential RAA of prompt D mesons in the
0–10% and 30–50% centrality classes compared to transport model

predictions [18, 20, 21, 22, 23, 55].

In figure 5.28, the non-strange D-meson RAA are compared with the transport mod-
els. Transport models, BAMPS el. [21], POWLANG [55] and TAMU [18] include
collisional energy loss processes to describe the interactions of heavy quarks with the
medium, while BAMPS el.+rad. [21], LBT [22], MC@sHQ+EPOS2 [20] and PHSD
[23] include collisional energy loss processes and medium-induced gluon radiations.
Most of the models provide a fair description of the RAA in the 0–10% centrality class
for pT < 10 GeV/c, while BAMP el., and POWLANG show some tension with respect
to the data. For pT > 10 GeV/c, the BAMPS el.+rad., and MC@sHQ+EPOS2 models
can describe well the data in the central collisions, while the BAMPS el., POWLANG
and PHSD models underestimate its magnitude and TAMU model overestimates the
RAA. The POWLANG, TAMU, LBT, MC@sHQ and PHSD models include a nuclear
modification of the parton distribution functions. Moreover, they also include a con-
tribution of hadronization via quark recombination, in addition to the independent
fragmentation.

In the 30–50% centrality class for pT < 10 GeV/c, most of the models provide a fair
description of the data, while BAMPS el. which does not include the radiative term,
tend to overshoot the data. At pT larger than 10 GeV/c in semi-central collisions,
the TAMU, BAMPS el.+rad. and MC@sHQ+EPOS2 models reproduce well the
RAA. As clear from the discussion above, the RAA measurement raises interesting
questions once compared with models. However, due to the relatively large statistical
uncertainties, it does not allow yet clear discrimination among the different models,
and therefore it does not allow to extract quantitative information. The results with
high statistics will be discussed in the next chapter.
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Chapter 6

High precision measurements using
Pb–Pb 2018 data sample

6.1 Introduction

The high statistic data sample collected by the ALICE apparatus in 2018, about a
factor of 10 larger than what collected in 2015 data acquisition campaign, allows for
a precision measurement of the D mesons nuclear modification factor and, therefore,
for a comparison of the non-strange D mesons (D0, D+ and D∗+) with D+

s and the
light flavour sector in order to investigate the expected mass effect on the in-medium
energy loss and the possible in-medium hadronization via recombination. Finally, the
larger precision enables a more quantitative comparison with theoretical models.

The events were collected using specific centrality triggers, a dedicated central and
semi-central trigger configuration (see chapter 4, subsection 4.3.1). The run lists were
used in the analysis are those provided by the Data Preparation Group (for a detailed
discussion, see chapter 3). The number of events analyzed was 88 × 106 for the 0–
10% centrality class (integrated luminosity of 130 μb−1) and 76× 106 for the 30–50%
centrality class (integrated luminosity of 56 μb−1).

The signal extraction is based on topological selections of displaced secondary vertices.
Single track and topological selection criteria were applied to maximize the significance
of the D∗+ signal in the various transverse momentum bins. The single track selection
criteria are given in Table 6.1. The topological and kinematic cuts used to select the

Table 6.1: Topological and kinematic selections applied for the D∗+

analysis in the 0–10% centrality class.

Track selection threshold value
D0 daughter track ITSrefit and TPCrefit

Soft pion track (π+
s ) ITSrefit

Cluster in ITS ≥ 4, for which ≥ 1 in SPD
Cluster in TPC ≥ 70 (out of 159)

TPC, TOF pasticle identification 2σ, 3σ for 0–10% ; 3σ, 3σ for 30–50%
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D∗+ meson signal in 0–10% and 30–50% centrality class from 2018 data sample Pb–Pb
collisions are reported in Tables 6.2 and 6.3.

Table 6.2: Topological and kinematic selections applied for the D∗+

analysis in the 0–10% centrality class.

pT (GeV/c) interval [3,3.5] [3.5,4] [4,4.5] [4.5,5] [5,5.5] [5.5,6] [6,6.5] [6.5,7] [7,7.5] [7.5,8]
ΔMD0 (GeV) 0.024 0.024 0. 03 0. 03 0.032 0.032 0.034 0.034 0.036 0.036
DCA (cm) 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021
cos(θ∗) 0.8 0.8 0.9 0.9 0.9 0.9 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
pT(K) (GeV/c) 1.0 1.0 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9

d0,K (cm) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
d0,π (cm) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

d0,K × d0,π (10−3) (cm2) -4.5 -4.5 -3.5 -3.5 -3.0 -3.0 -2.0 -2.0 -1.27 -1.27
cos(θpoint) 0.98 0.98 0.98 0.98 0.95 0.95 0.93 0.93 0.93 0.93

cos(θpoint)XY 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998
NDLXY 7.5 7.5 7 7 6.5 6.5 6.5 6.5 6 6

pT (GeV/c) interval [8,9] [9,10] [10,12] [12,16] [16,24] [24,36] [36,50]
ΔMD0 (GeV) 0.055 0.055 0.055 0.074 0.074 0.084 0.094
DCA (cm) 0.021 0.021 0.021 0.021 0.021 0.02 0.02
cos(θ∗) 1.0 1.0 1.0 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 0.9 0.9 0.9 0.7 0.5 0.5 0.5
pT(K) (GeV/c) 0.9 0.9 0.9 0.7 0.5 0.5 0.5

d0,K (cm) 0.15 0.15 0.15 0.15 0.15 0.2 0.2
d0,π (cm) 0.15 0.15 0.15 0.15 0.15 0.2 0.2

d0,K × d0,π (10−3) (cm2) -7.5 ×10−2 -7.5 ×10−2 -7.5 ×10−2 -7.5 ×10−2 -5 ×10−2 4 4
cos(θpoint) 0.93 0.93 0.93 0.93 0.92 0.87 0.8

cos(θpoint)XY 0.998 0.998 0.99 0.99 0.99 0.9 0.9
NDLXY 5 5 5 3.7 1 0.5 0
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Table 6.3: Topological and kinematic selections applied for the D∗+

analysis in the 30–50% centrality class.

pT (GeV/c) interval [2,2.5] [2.5,3] [3,3.5] [3.5,4] [4,4.5] [4.5,5] [5,5.5] [5.5,6] [6,6.5] [6.5,7]

ΔMD0 (GeV) 0.025 0.025 0.032 0.032 0.032 0.032 0.04 0.04 0.043 0.043
DCA (cm) 0.023 0.023 0.022 0.022 0.022 0.022 0.021 0.021 0.021 0.021
Cos(θ∗) 0.8 0.8 0.8 0.8 0.8 0.8 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
pT(K) (GeV/c) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

d0,K (cm) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.12 0.12
d0,π (cm) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.12 0.12

d0,K × d0,π (10−3) (cm2) -3.5 -3.5 -3.0 -3.0 -3.0 -3.0 -2.3 -2.3 -1.0 -1.0
cos(θpoint) 0.94 0.94 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93

cos(θpoint)XY 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998
NDLXY 7 7 6.7 6.7 6.5 6.5 6.5 6.5 6.4 6.4

pT (GeV/c) interval [7,7.5] [7.5,8] [8,9] [9,10] [10,12] [12,16] [16,24] [24,36]

ΔMD0 (GeV) 0.045 0.045 0.055 0.055 0.06 0.074 0.74 0.094
DCA (cm) 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.02
Cos(θ∗) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

pT(π) (GeV/c) 1.0 1.0 0.9 0.9 0.9 0.7 0.5 0.5
pT(K) (GeV/c) 1.0 1.0 0.9 0.9 0.9 0.7 0.5 0.5

d0,K (cm) 0.12 0.12 0.12 0.12 0.15 0.15 0.15 0.2
d0,π (cm) 0.12 0.12 0.12 0.12 0.15 0.15 0.15 0.2

d0,K × d0,π (10−3) (cm2) -1.0 ×10−2 -1.0 ×10−2 -7.5 ×10−2 -7.5 ×10−2 -7.5 ×10−2 -7.5 ×10−2 -5 ×10−2 4
cos(θpoint) 0.93 0.93 0.93 0.93 0.93 0.93 0.92 0.85

cos(θpoint)XY 0.998 0.998 0.998 0.998 0.998 0.99 0.99 0.9
NDLXY 6.4 6.4 4.7 4.7 4.7 3.7 2 0
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6.2 Raw yield extraction

The D∗+ raw yields were extracted by performing a fit to the mass difference ΔM =

M(Kππ)−M(Kπ) distributions with a function composed of a Gaussian for the signal
and the term describing the background shape is an exponential convoluted with a
power law according to the equation 5.1.

Figure 6.1, 6.2 and 6.3 show the D∗+ invariant-mass distributions in the 0–10% central-
ity class in the transverse momentum range 3–50 GeV/c and in the 30–50% centrality
class in the transverse momentum range 2–36 GeV/c.
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Figure 6.1: ΔM invariant-mass distributions of the D∗+ candidates
in the 0–10% centrality class in the range 3 < pT < 7.5 GeV/c. Fitted

values for the mean in MeV/c2 and sigma in GeV/c2 unit.

The goodness of the mass fit against the Monte Carlo (MC) expectation was checked
for each pT interval in terms of mass peak width and mean. The comparison between
data and MC is reported in figures 6.4 and 6.5 for 0–10% and 30–50% centrality
classes. The results show a good agreement of data and MC in terms of mass peak
width and mean in most of the pT ranges under consideration.
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Figure 6.2: ΔM invariant-mass distributions of the D∗+ candidates
in the 0–10% centrality class in the range 7.5 < pT < 50 GeV/c. Fitted

values for the mean in MeV/c2 and sigma in GeV/c2 unit.



68 Chapter 6. High precision measurements using Pb–Pb 2018 data sample

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

100

200

300

400

500

600

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.178±Mean = 145.316 

 0.164±Sigma = 0.709 

 1.1 ±) 4.5 σSignificance (3

 84 ±) 336 σS (3

 30±) 5295 σB (3

) 0.0635 σS/B (3

c < 2.5 GeV/
T
p2 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

200

400

600

800

1000

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.070±Mean = 145.319 

 0.074±Sigma = 0.696 

 1.1 ±) 11.0 σSignificance (3

 102 ±) 957 σS (3

 31±) 6604 σB (3

) 0.1449 σS/B (3

c < 3 GeV/
T
p2.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

200

400

600

800

1000

1200

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.052±Mean = 145.364 

 0.056±Sigma = 0.563 

 1.1 ±) 12.6 σSignificance (3

 102 ±) 1106 σS (3

 27±) 6622 σB (3

) 0.1670 σS/B (3

c < 3.5 GeV/
T
p3 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

100

200

300

400

500

600

700

800

900

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.051±Mean = 145.479 
 0.071±Sigma = 0.665 

 1.2 ±) 14.6 σSignificance (3

 106 ±) 1183 σS (3

 26±) 5406 σB (3

) 0.2189 σS/B (3

c < 4 GeV/
T
p3.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

100

200

300

400

500

600

700)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.042±Mean = 145.499 

 0.049±Sigma = 0.556 

 1.0 ±) 14.8 σSignificance (3

 73 ±) 935 σS (3

 18±) 3030 σB (3

) 0.3086 σS/B (3

c < 4.5 GeV/
T
p4 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

100

200

300

400

500

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.039±Mean = 145.445 

 0.044±Sigma = 0.536 

 1.0 ±) 15.6 σSignificance (3

 57 ±) 777 σS (3

 13±) 1719 σB (3

) 0.4521 σS/B (3

c < 5 GeV/
T
p4.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

350

400

450)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.038±Mean = 145.463 

 0.045±Sigma = 0.532 

 1.0 ±) 15.9 σSignificance (3

 54 ±) 745 σS (3

 13±) 1461 σB (3

) 0.5098 σS/B (3

c < 5.5 GeV/TP5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.038±Mean = 145.430 

 0.042±Sigma = 0.560 

 0.9 ±) 17.0 σSignificance (3

 46 ±) 684 σS (3

 10±) 938 σB (3

) 0.7285 σS/B (3

c < 6 GeV/
T
p5.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

350)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.045±Mean = 145.510 
 0.055±Sigma = 0.654 

 1.0 ±) 16.4 σSignificance (3

 53 ±) 719 σS (3

 13±) 1205 σB (3

) 0.5965 σS/B (3

c < 6.5 GeV/
T
p6 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0
20
40
60
80

100
120
140
160
180
200
220
240)2 c

C
ou

nt
s 

/ (
0.

4 
M

eV
/

 0.045±Mean = 145.549 
 0.049±Sigma = 0.561 

 0.9 ±) 14.3 σSignificance (3

 39 ±) 498 σS (3

 9±) 707 σB (3

) 0.7036 σS/B (3

c < 7 GeV/
T
p6.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

20

40

60

80

100

120

140

160

180

200)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.042±Mean = 145.427 

 0.044±Sigma = 0.529 

 0.8 ±) 14.2 σSignificance (3
 32 ±) 416 σS (3

 7±) 438 σB (3
) 0.9486 σS/B (3

c < 7.5 GeV/
T
p7 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

20

40

60

80

100

120

140

160)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.043±Mean = 145.479 

 0.041±Sigma = 0.545 

 0.8 ±) 14.3 σSignificance (3

 28 ±) 376 σS (3

 6±) 316 σB (3

) 1.1896 σS/B (3

c < 8 GeV/
T
p7.5 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/

 0.037±Mean = 145.432 
 0.037±Sigma = 0.647 

 0.8 ±) 20.0 σSignificance (3

 45 ±) 798 σS (3

 10±) 788 σB (3

) 1.0117 σS/B (3

c < 9 GeV/
T
p8 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

)2 c
C

ou
nt

s 
/ (

0.
6 

M
eV

/

 0.040±Mean = 145.473 

 0.041±Sigma = 0.599 

 0.8 ±) 17.3 σSignificance (3

 34 ±) 519 σS (3

 7±) 380 σB (3

) 1.3661 σS/B (3

c < 10 GeV/
T
p9 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

300

)2 c
C

ou
nt

s 
/ (

0.
6 

M
eV

/

 0.038±Mean = 145.511 
 0.037±Sigma = 0.649 

 0.7 ±) 19.5 σSignificance (3

 33 ±) 590 σS (3

 6±) 323 σB (3

) 1.8272 σS/B (3

c < 12 GeV/
T
p10 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

50

100

150

200

250

)2 c
C

ou
nt

s 
/ (

0.
6 

M
eV

/

 0.036±Mean = 145.521 
 0.035±Sigma = 0.658 

 0.7 ±) 20.4 σSignificance (3

 30 ±) 571 σS (3

 5±) 212 σB (3

) 2.6956 σS/B (3

c < 16 GeV/
T
p12 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

20

40

60

80

100

120)2 c
C

ou
nt

s 
/ (

0.
6 

M
eV

/

 0.053±Mean = 145.500 

 0.047±Sigma = 0.809 

 0.6 ±) 16.5 σSignificance (3

 21 ±) 318 σS (3

 3±) 54 σB (3

) 5.8674 σS/B (3

c < 24 GeV/
T
p16 < 

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

10

20

30

40

50

60

70)2 c
C

ou
nt

s 
/ (

0.
6 

M
eV

/

 0.076±Mean = 145.491 
 0.070±Sigma = 0.738 

 0.7 ±) 10.8 σSignificance (3

 17 ±) 170 σS (3

 3±) 78 σB (3

) 2.1786 σS/B (3

c < 36 GeV/
T
p24 < 

Figure 6.3: ΔM invariant-mass distributions of the D∗+ candidates
in the 30–50% centrality class in the range 2 < pT < 36 GeV/c. Fitted

values for the mean in MeV/c2 and sigma in GeV/c2 unit.
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Figure 6.4: Comparison of Gaussian mean and width extracted from
the invariant-mass fits of D∗+ candidates in the 0–10% centrality class

for the data (in black) and the MC simulation (in red).
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6.3 Efficiencies
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Figure 6.6: Production of acceptance and efficiency as a function of
pT for prompt (red squares) and feed-down (blue circles) D∗+ meson in
Pb–Pb collisions for the 0–10% centrality class (left panel) and for the
30–50% centrality class (right panel) obtained from MC simulations.

The correction for acceptance and efficiency (Acc × ε) was determined using Monte
Carlo simulations, including a transport package code [43] with a detailed description
of the detector geometry and its response. The HIJING v1.383 event generator [42]
is used to simulate the underlying Pb–Pb events and D-meson signals were added
using the PYTHIA v6.421 event generator [41] with Perugia-2011 tune. The prompt
yield of D mesons is obtained by subtracting from the inclusive yields the beauty-
hadron decays estimated based on FONLL calculations [44, 50]. Figure 6.6 show the
acceptance-times-efficiency correction (Acc × ε) for prompt (red squares) and feed-
down (blue circles) D*+ mesons with rapidity |y| < yfid(pT) in the 0–10% and 30–50%
centrality classes.
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6.4 Systematic uncertainties

The sources of systematic uncertainties of the D∗+-meson analysis in Pb–Pb 2018
data sample are the same with the one in 2015 sample as already discussed in chapter
5, section 5.4. The same technique was used to determine the systematic on the yield
extraction, topological selection, generated Monte Carlo pT shape, and feed-down sub-
traction from beauty-hadron decays. For particle identification and track reconstruc-
tion efficiency, a different procedure was used to assign the systematic uncertainties.
More details about the systematics of the 2018 data sample will be discussed in the
following.
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Figure 6.7: Multi trial results for 10 < pT < 12 GeV/c in the 0–
10%. Top: Sigma and mass distributions versus trials at the same pT
interval and centrality class. Middle: Comparison of yield distributions
with standard background fit function and alternative background fit
function for pT 5–6 GeV/c in the 30–50%. Bottom: Yield distributions

for all variations in the same pT interval and centrality class.

The comparison between the yield distributions using the standard background fit
function and alternative background fit function after performing the multi trial is
shown in Fig. 6.7 as well as the sigma and the mass distributions for each variation.
The middle plot in figure 6.7 shows the yields with alternative background fit function
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are shifted with respect to the standard background function due to the different back-
ground fit function. The same figure on the bottom shows all the yield distributions
compared to the standard fit function. The systematic uncertainty was assigned by
calculated the root mean square (RMS) of the yield difference of all variations with
respect to the standard fit.

Figure 6.8: PID systematic in the 0–10% centrality class for Pb–Pb
data sample 2018.

The systematic on the particle identification efficiency was evaluated with track-by-
track study, using relatively pure samples of pions and kaons. However, in the Pb–
Pb data sample 2018, a discrepancy between the TPC PID efficiency in data and
Monte Carlo simulation up to 5% and 15% for 3σ and 2σ selection was observed.
This was caused by an imperfect calibration of the expected dE/dx for the different
hadron species in the data, which was reflected in a deviation of the number of σ

distributions in the TPC from the Normal distribution. A data-driven approach was
used to correct this discrepancy by fitting the pure samples of pions and kaons with
Gaussian function to extract the mean and the width of the uncalibrated distributions
of pions and kaons. The results are shown in Fig. 6.8 for the 0–10% centrality class.
The same strategy was used for the 30–50% centrality class.

Another source of systematic is the topological selection criteria, which was evaluated
by repeating the analysis by varying the selection criteria values, looser and tighter,
with respect to the standard selection. These variations were significantly modifying
the efficiencies, raw yields, and background values. The modification of the efficiencies,
i.e. in the 0–10% centrality class, is shown in Fig. 6.9. The systematic uncertainty
was assigned by comparing the corrected yields of the standard selection criteria with
respect to the different variations of the selection.

The systematic uncertainty due to a possible difference between the real and simu-
lated D-meson transverse momentum distributions was investigated. The uncertainty
was estimated by using alternative pT distributions. The systematic uncertainty was
assigned considering the variation of the efficiency obtained by applying the FONLL
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pT distribution with respect to the result obtained by applying the FONLL and LBT
pT distribution in central collisions, which is shown in Fig. 6.10. The same procedure
was done for semi-central collisions by comparing the FONLL pT distribution and the
FONLL and BAMPS pT distribution to estimate the systematic uncertainty.
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Figure 6.9: Topological selection systematic in the 0–10% centrality
class.

The systematic uncertainty due to the track-reconstruction efficiency includes the
contributions of the track-finding procedure in the TPC detector and prolongation
in the ITS detector, and the track-quality selections. The same strategy with the
Pb–Pb 2015 data sample analysis was used to evaluate the systematic by varying the
track-quality selection criteria and by comparing the probability to match the TPC
tracks to the ITS hits in data and simulation. The systematic uncertainty on tracking
efficiency assigned for D∗+ analysis is shown in Fig. 6.11 for Pb–Pb data sample 2018
in the 30–50% centrality class.

The systematic uncertainty on the subtraction of feed-down from beauty-hadron de-
cays (i.e. the calculation of the fprompt fraction) was estimated by varying:

• the pT-differential feed-down D∗+-meson cross section from the FONLL calcu-
lations within the theoretical uncertainties,

• the ratio of the feed-down and prompt D∗+-meson RAA hypothesis.

Figure 6.12 shows the D∗+ RAA after feed-down subtraction on the left, and the
variation of Rprompt

AA as a function of the feed-down and prompt RAA ratio hypothesis
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Figure 6.10: MC pT shape distributions systematic in the 0–10%
centrality class.

Figure 6.11: Systematic uncertainty on tracking efficiency in the
30–50% centrality class.

on the right. The resulting uncertainty ranges between 1% and 7% depending on the
centrality classes and pT interval. The summary of the systematic uncertainties is
shown in Fig. 6.13 for both centrality classes. The systematic uncertainties for the
0–10% and 30–50% centrality classes are reported in Table 6.4 and 6.5.
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Figure 6.12: Systematic uncertainty from feed-down and RAA hy-
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Figure 6.13: Summary of systematic uncertainties for the 0–10% and
30–50% centrality classes.
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Table 6.4: Systematic uncertainties for the 0–10% centrality class.

pT interval (GeV/c) [3,3.5] [3.5,4] [4,4.5] [4.5,5] [5,5.5] [5.5,6] [6,6.5] [6.5,7] [7,7.5]

Yield extraction 6% 4% 4% 4% 4% 4% 4% 4% 3%
Tracking efficiency 13.2% 13.2% 13.2% 13.2% 12.3% 12.3% 12.3% 12.3% 10.3%

PID efficiency 1% 1% 1% 1% 1% 1% 1% 1% 1%
Cut efficiency 12% 10% 10% 10% 8% 8% 8% 8% 8%

Monte Carlo pT shape 1% 0.5% 0 0 0 0 0 0 0
Feed-down subtraction +5%

−6%
+5%
−6%

+4%
−5%

+5%
−6%

+6%
−8%

+5%
−7%

+5%
−7%

+5%
−7%

+5%
−7%

pT interval (GeV/c) [7.5,8] [8,9] [9,10] [10,12] [12,16] [16,24] [24,36] [36,50]

Yield extraction 3% 3% 3% 3% 3% 3% 3% 3%
Tracking efficiency 10.3% 10.3% 10.3% 10.3% 9.3% 8.4% 7.4% 7.4%

PID efficiency 1% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Cut efficiency 8% 8% 8% 6% 4% 4% 2% 0

Monte Carlo pT shape 0 0 0 0 0 0 0 0
Feed-down subtraction +5%

−6%
+5%
−6%

+5%
−6%

+6%
−7%

+6%
−7%

+6%
−7%

+2%
−2%

+2%
−2%

Table 6.5: Systematic uncertainties for the 30–50% centrality class.

pT interval (GeV/c) [2,2.5] [2.5,3] [3,3.5] [3.5,4] [4,4.5] [4.5,5] [5,5.5] [5.5,6] [6,6.5]

Yield extraction 5% 5% 5% 3% 3% 3% 3% 3% 3%
Tracking efficiency 12.2% 12.2% 12.2% 12.2% 12.2% 12.2% 11.2% 11.2% 11.2%

PID efficiency 0 0 0 0 0 0 0 0 0
Cut efficiency 12% 6% 6% 6% 6% 6% 6% 6% 6%

Monte Carlo pT shape 2% 1% 0 0 0 0 0 0 0
Feed-down subtraction +5%

−5%
+4%
−4%

+5%
−6%

+4%
−6%

+5%
−6%

+5%
−7%

+5%
−7%

+5%
−7%

+4%
−6%

pT interval (GeV/c) [6.5,7] [7,7.5] [7.5,8] [8,9] [9,10] [10,12] [12,16] [16,24] [24,36]

Yield extraction 3% 3% 3% 3% 3% 3% 3% 3% 3%
Tracking efficiency 11.2% 11.2% 11.2% 11.2% 10.2% 9.2% 8.2% 7.3% 7.3%

PID efficiency 0 0 0 0 0 0 0 0 0
Cut efficiency 6% 6% 6% 6% 2% 0 0 0 0

Monte Carlo pT shape 0 0 0 0 0 0 0 0 0
Feed-down subtraction +5%

−7%
+5%
−7%

+5%
−7%

+5%
−6%

+6%
−6%

+5%
−7%

+6%
−7%

+6%
−7%

+2%
−2%
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6.5 D∗+ transverse momentum distributions
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Figure 6.14: Transverse momentum distributions dN/dpT of prompt
D∗+ meson in the 0–10% and 30–50% centrality classes in Pb–Pb col-

lisions at
√
sNN = 5.02 TeV.

The transverse momentum distributions dN/dpT of prompt D∗+ meson in Pb–Pb
collisions at

√
sNN = 5.02 TeV in the 0–10% and 30–50% centrality classes with 2018

data sample are shown in figure 6.14. The statistical uncertainties are presented by
the vertical bars and the empty boxes are the systematic uncertainties. The branching
ratios uncertainty is quoted separately. The corrected pT spectra of the D*+ mesons
are reported in finer pT bins using 2018 data with respect to 2015 data, due to the
large data sample collected in Pb–Pb collisions at

√
sNN = 5.02 TeV in 2018. In

addition, the pT distributions dN/dpT of D∗+ mesons with the 2018 data sample
have better statistical precision compared to Pb–Pb 2015 data in central and semi-
central collisions, as shown in Fig. 6.15.
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Figure 6.16: Ratios of prompt D+/D0, D∗+/D0 and D+
s /D0 as a

function of pT in pp and Pb–Pb collisions at the same energy.

The pT dependent ratios of non-strange D-meson yields, D+/D0, D∗+/D0 and D+
s /D0

in Pb–Pb collisions at
√
sNN = 5.02 TeV compared to the values measured in pp

collisions at the same energy are shown in Fig. 6.16. The D+/D0 and D∗+/D0 ra-
tios in Pb–Pb collisions for both centrality classes are compatible within uncertainties
with the ratios measured in pp collisions, indicating there is no significant modifica-
tion of their relative abundances as a function of pT and in centrality classes. The
D+

s /D0 ratio in Pb–Pb collisions using the 2018 data sample is measured with a bet-
ter precision with respect to 2015 Pb–Pb sample [51]. A hint of enhanced D+

s /D0

ratio in Pb–Pb compared to pp collisions is observed at transverse momentum range
8 < pT < 10 GeV/c, but the measurements in the two systems are compatible within
uncertainties.
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Figure 6.17: D∗+ mesons pT-differential cross section in pp collisions
at

√
s = 5.02 TeV [57] compared to FONLL model calculations. The

ratio of the data to the theoretical predictions are shown in the lower
part of the figure.

The D∗+-meson pp production cross section is needed as reference to derive the nuclear
modification factor. For 2018 Pb–Pb analysis, the new pp data sample collected in
2017 at

√
sNN = 5.02 TeV was used as a reference for the RAA calculation. The pT-

differential cross section of prompt D∗+-meson compared with the FONLL calculations
is shown in Fig. 6.17. The cross section of the D∗+-meson is described by the FONLL
calculations within uncertainties. The data lie systematically on the upper edge of the
uncertainty band of the theoretical prediction. In the low and intermediate transverse
momentum region, the data are a factor 10 more precise than the theory prediction
and, therefore, set strong constraints on charm production. There is a discrepancy
between the FONLL and the data within 2σ at the last pT bin, 24 < pT < 36
GeV/c. The pp reference discussed in this section has largely improved statistical and
systematic uncertainties with respect to the one used for the RAA obtained with 2015
Pb–Pb data sample. The comparison between the two references is shown in Fig. 6.18
with the same pT bin.
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Figure 6.18: D∗+ meson pT-differential production cross section in
pp collisions at

√
s = 5.02 TeV [57] compared to the energy scaling of

the
√
s = 7 TeV [52] to

√
s = 5.02 TeV.

6.7 D meson nuclear modification factor

10
)c (GeV/

T
p

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
A

R ALICE Preliminary

 = 5.02 TeV (2018)NNsPb, −10% Pb−0

|<0.5y, |+Prompt D*

10
)c (GeV/

T
p

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
A

R ALICE Preliminary

 = 5.02 TeV (2018)NNsPb, −50% Pb−30

|<0.5y, |+Prompt D*

Figure 6.19: RAA of prompt D∗+ meson in the 0–10% and 30–50%
centrality classes in Pb–Pb collisions at

√
sNN = 5.02 TeV with data

sample collected in 2018. RAA in the 0–10% and 30–50% centrality
classes are reported in the interval 3 < pT < 50 GeV/c and

2 < pT < 36 GeV/c.

The nuclear modification factor of prompt D∗+ mesons as a function of transverse
momentum measured in the 0–10% and 30–50% centrality classes is shown in Fig.
6.19. The figure on the left panel is the D∗+ RAA for the 0–10% centrality class in
the pT interval 3–50 GeV/c and on the right panel is for the 30–50% centrality class
in the pT interval 2–36 GeV/c.
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Figure 6.20: RAA of prompt D0, D+ and D∗+ mesons in the 0–10%
centrality class (left panel) and 30–50% centrality class (right panel)

using 2018 Pb–Pb data sample at
√
sNN = 5.02 TeV.

The pT differential production cross section of prompt D∗+-meson in pp collisions at√
s = 5.02 TeV discussed in the previous section [57] is used as reference. The large

data sample collected in 2018 allows performing the RAA measurement in finer pT bins
than the 2015 measurement for pT < 10 GeV/c. The two D∗+ RAA measurements are
compatible within uncertainties with the other D-meson species, as is clear from figure
6.20. The observed suppression of the D mesons RAA increases from semi-central to
central collisions. The RAA of D∗+-meson shows minimum values of about 0.15 in the
0–10% centrality class and about 0.35 in the 30–50% centrality class at pT = 6.5–8
GeV/c.

6.8 Heavy vs light flavour sector

The nuclear modification factor is one of the observables that can allow understand-
ing of the colour-charge and quark-mass dependence of the in-medium energy loss.
The different energy loss processes can be tested by comparing the RAA of prompt D
mesons, charged π± and charged particles in the same pT interval, energy and cen-
trality classes [58], as shown in Fig. 6.21. In central collisions, the difference between
D mesons and charged π± RAA is above 5σ level at low transverse momentum below
4 GeV/c. However at high pT above 10 GeV/c, it is compatible between D mesons,
charged π± and charged particles within uncertainties. In 30–50% centrality class the
three RAA measurements are compatible in the common pT interval.

The interpretation of the difference between the D-meson and charged pion RAA at
pT lower than 4 GeV/c in central collisions is not straightforward, because several
factors can play a role in defining the shape of the RAA. In presence of a colour-
charge and quark-mass dependent energy loss, the harder pT distribution and the
harder fragmentation function of charm quarks compared to those of light quarks
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Figure 6.21: Average RAA of D0, D+ and D∗+ mesons in the 0–10%
and 30–50% centrality classes at

√
sNN = 5.02 TeV compared with the

charged π± and charged particles RAA in the same centrality classes
and energy.

and gluons should lead to similar values of D-meson and pion nuclear modification
factor, as discussed in Ref. [59]. The effects of radial flow and hadronisation via
recombination, as well as initial-state effects, could also affect D-meson and light-
hadron yields differently at a given pT. Therefore, the theoretical predictions are
needed to draw more firm conclusions for the comparison of the RAA of prompt D
mesons, charged π± and charged particles.

6.9 Comparison with theory and investigation of
hadronisation via recombination
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Figure 6.22: Average pT-differential RAA of prompt D0, D+ and
D∗+ mesons in the 0–10% (left) and 30–50% (right) centrality classes

compared to perturbative QCD model predictions [15, 16, 17].

One of the mechanism of hadron formation in heavy-ion collisions is via recombination.
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Hadrons are produced by recombining the quarks which are collectively moving in the
Quark-Gluon Plasma. In this section, the comparison between data and theoretical
calculations will be discussed.

Figure 6.22 shows the average non-strange D-meson RAA compared to perturbative
QCD model predictions in both centrality classes, in the 0–10% and 30–50%, respec-
tively. With the high precision measurements with 2018 data sample, the average
RAA is measured in finer pT bins and down to zero pT for the first time in central
Pb–Pb collisions. The CUJET3.0 [16] and Djordjevic [15] models, which include both
radiative and collisional energy loss processes, provide a fair description of the RAA in
both centrality classes for pT > 10 GeV/c, where radiative energy loss is expected to
be the dominant interaction mechanism at high pT. It gives us an indication that the
dependence of radiative energy loss on the path length in the Quark-Gluon Plasma is
well understood. The SCET [17] model reproduces well the RAA for pT > 10 GeV/c
in central collisions, while in semi-central collisions it overestimates the RAA values.
Instead of using radiative and collisional energy loss processes, the SCET contains
finite quark masses as well as the interaction of collinear quarks and gluons with the
medium in the calculations, where g = 1.9 − 2, as shown on the legend in Fig 6.22,
is the coupling constant which describes how strongly the hard partons couple to the
QCD medium in the model.
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Figure 6.23: Average pT-differential RAA of prompt D0, D+ and D∗+

mesons in the 0–10% centrality class (left panel) and in the 30–50%
centrality class (right panel) compared to transport models [18, 20, 21,

23, 55, 60, 61].

In figure 6.23, the average RAA of non-strange D mesons is compared with the trans-
port models. For pT < 10 GeV/c, the LIDO [60], Catania [61], MC@sHQ+EPOS2
[20], TAMU [18], and BAMPS el.+rad. [21] provide a fair description of the data
in central collisions, while POWLANG [55] and BAMPS el. models show some ten-
sion with respect to the RAA values. The POWLANG and BAMPS el. considered
only collisional interactions in the model calculations while for the LIDO, Catania,
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MC@sHQ+EPOS2, TAMU, and BAMPS el.+rad. include both collisional and radia-
tive energy loss processes. At high transverse momentum above 10 GeV/c in central
collisions, only the MC@sHQ and BAMPS el.+rad. models provide an excellent de-
scription of the data. Both models, the MC@sHQ and BAMPS el.+rad., consider
radiative and collisional processes in the calculations to describe the interactions of
heavy quarks with the medium constituents. In addition, both model calculations
use in-vacuum fragmentation of heavy quarks while the MC@sHQ is supplemented by
hadronisation via recombination at low pT region.

In semi-central collisions for pT < 10 GeV/c, most of the models provide a fair predic-
tion of the RAA values, while the BAMPS el., where radiative energy loss is missing,
tends to overshoot the data at low pT. Moreover, the MC@sHQ, BAMPS el.+rad.,
LBT and TAMU models describe well the data for pT > 10 GeV/c in semi-central
collisions.

The comparison between the data and models shows that radiative and collisional
energy loss are both needed to explain the non-strange D-meson nuclear modification
factor. At high pT, radiative processes are successful to describe the RAA while at
low pT it is well reproduced by collisional processes. In addition at intermediate pT

around 5–8 GeV/c , it seems the two processes exchange their importance.
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Figure 6.24: Average RAA of prompt D0, D+ and D∗+ mesons and
RAA D+

s mesons in the 0–10% centrality class compared with PHSD
[62], TAMU [63] and Catania [61] models.

The comparison between the average non-strange and strange D-meson (D+
s ) RAA

with the model predictions is shown in Fig. 6.24. The strange D-meson enhance-
ment is qualitatively reproduced by models including charm-quark coalescence in a
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strangeness-rich medium. The PHSD [62], TAMU [63] and Catania [61] models quali-
tatively predict the different effects of the strange D-meson RAA. All models describe
well the shape of the RAA. The TAMU and PHSD models provide a fair descrip-
tion of the data, while the Catania model underestimates its magnitude. The TAMU
and PHSD models include hadronisation mechanism via quark recombination. An
enhancement of the strange D-meson yield relative to that of non-strange D mesons
at low and intermediate momenta is expected in nucleus-nucleus collisions, if the dom-
inant process of D-meson formation is in-medium hadronization of charm quarks via
recombination with light quarks, due to the large abundance of strange quarks in the
QGP. An enhanced production of D+

s mesons in heavy-ion collisions due to recombina-
tion entails a reduction of charm quarks available for hadronization into non-strange
D-meson species.

From the comparison between the non-strange and strange D mesons with model
predictions, the data suggest that hadronization mechanism of c-quark via recombi-
nation in the Quark-Gluon Plasma (QGP) takes place. It means that the hadrons are
produced by recombining the quarks which are collectively moving in the QGP. The
TAMU model reproduces well the data hinting a larger D+

s -meson RAA with respect
to that of average non-strange D-meson for pT < 10 GeV/c, which is expected in case
of hadronization via coalescence due to the enhanced production of strange quarks in
the QGP.
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Figure 6.25: Average pT-differential RAA of D0, D+, and D∗+ in the
0–10% centrality class (left panel) and the average v2 in the 30–50%

centrality class (right panel) [64], compared to model predictions.

The simultaneous comparison of the average RAA for non-strange D mesons in the
0–10% centrality class (left panel) and v2 in the 30-50% centrality class (right panel)
with transport models is shown in figure 6.25. It can provide an input to models
to constrain the implementation of the interaction and hadronisation processes for
heavy quarks in the QGP. Most of the models provide a fair description of the data in
central events for pT < 10 GeV/c, while POWLANG [55] and BAMPS [21], in which
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the interactions are only described by collisional (i.e. elastic scattering) processes,
show some tension with respect to the RAA data points. The TAMU [18] model, with
improved space-momentum correlations between charm quarks and underlying hydro
medium, describes well the D-meson v2 for pT < 12 GeV/c. The MC@sHQ+EPOS2
[20] model provides a fair description of v2, as PHSD [23] and TAMU [18] do for
pT < 12 GeV/c, while BAMPS [21] model overestimates the maximum value of v2.
In addition, the LIDO [60] and DAB-MODE [65] models describe the shape of v2 but
underestimate its magnitude.

6.10 D∗+ meson nuclear modification factor as a function
of centrality

Centrality is an important parameter in studying the properties of QCD matter cre-
ated at high temperature and energy density. It is related to particle multiplicity
produced in the collisions. Centrality is quantified as the average number of par-
ticipant nucleons in the collisions, 〈Npart〉, which is estimated with a Monte Carlo
Glauber model implementation [29, 30, 31]. The 〈Npart〉 is the number of nucleons
which underwent at least one inelastic nucleon-nucleon collisions. In central collisions,
the average number of participant nucleons in the collisions is higher than in more
peripheral collisions. Therefore, the created QGP medium is expected to be larger
and denser in central collisions with respect to the one in peripheral. Hence, the
heavy quarks are expected to lose more energy in central collisions than in periph-
eral collisions due to the interaction with the larger and denser medium. Therefore,
the nuclear modification factor measured in higher centrality classes is expected to
be closer to unity with respect to lower centrality classes till virtually should reach
the value of about one for 100% centrality events in the assumption of negligible cold
nuclear matter effects. By performing the measurement of the nuclear modification
factor as a function of centrality, we can investigate the system-size dependence of the
in-medium energy loss.

The centrality dependence of the nuclear modification factor in Pb–Pb collisions at√
sNN = 5.02 TeV was studied in the two transverse momentum intervals 3 < pT <

5 GeV/c and 8 < pT < 12 GeV/c [66]. This study was performed in six centrality
classes ranging from 0–10%, 10–20%, 20–30%, 30–50%, 50–60%, and 60–80%. The
measurement results of the RAA dependence on the centrality are given in figure 6.26,
where RAA is given as a function of the average number of participant nucleons in
a collision 〈Npart〉. In figure 6.26, from right to left on the x−axis, higher 〈Npart〉
corresponds to more central collisions while lower 〈Npart〉 corresponds to more pe-
ripheral collisions. For 8 < pT < 12 GeV/c, the suppression increases with increasing
〈Npart〉. The trend of the suppression increases from peripheral to central collisions
and, therefore, with increasing energy density.
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Figure 6.26: RAA of D∗+ meson as a function of the average num-
ber of participants 〈Npart〉 at pT ranges 3–5 GeV/c (left) and 8–12
GeV/c (right) [66]. Statistical (bars) and systematic (empty boxes)

uncertainties are shown.
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Figure 6.27: RAA of D∗+ meson as a function of the average num-
ber of participants measured in Pb–Pb 2018 at

√
sNN = 5.02 TeV

(blue) [66] compared with Run 1 at
√
sNN = 2.76 TeV (red) [46]. Bars

represent the statistical uncertainties and empty boxes represent the
systematic uncertainties. The data points of Run 1 measurement (red)

are taken from [46].

Figure 6.27 shows the new measurement RAA as a function of centrality with Pb–Pb
2018 data at

√
sNN = 5.02 TeV compared with the same measurement in LHC Run

1 at
√
sNN = 2.76 TeV [46]. The new measurement is performed in six centrality

classes with pT range 8–12 GeV/c while the old one is measured in five centrality
classes ranging from 0–10%, 10–20%, 20–40%, 40–60%, and 60–80% with pT range
6–12 GeV/c.

In particular the new measurement is promising since now we have more statistics in
Pb–Pb 2018 data with respect to Run 1 data. The current measurements have smaller
statistical and systematic uncertainties than the one measured at

√
sNN = 2.76 TeV
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[46], of a factor 2–5 depending on centrality.

The ΔM invariant-mass of D∗+ candidate for each centrality in both transverse mo-
mentum intervals, 3 < pT < 5 GeV/c and 8 < pT < 12 GeV/c are show in figure
6.28, 6.29, 6.30, 6.31, 6.32 and 6.33. The measurement presented in this section is
still in a preliminary phase and, therefore, is intended as a preview of the possible
physics reach. While the central points are final, additional work is still needed on the
systematic uncertainties. However, as is clear from the statistical precision achievable,
the new measurement can be an additional strong constraints on the theory models,
in particular once considered together with the pT dependence of the RAA and the
elliptic flow v2 measurement.
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Figure 6.28: ΔM invariant-mass of D∗+ in the 0–10% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c (left) and

8 < pT < 12 GeV/c (right) [66].
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Figure 6.29: ΔM invariant-mass of D∗+ in the 10–20% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c and

8 < pT < 12 GeV/c [66].
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Figure 6.30: ΔM invariant-mass of D∗+ in the 20–30% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c and

8 < pT < 12 GeV/c [66].



90 Chapter 6. High precision measurements using Pb–Pb 2018 data sample

0.14 0.142 0.144 0.146 0.148 0.15 0.152 0.154
)2c (GeV/πKM - ππKM

0

100

200

300

400

500

600

700

800

900)2 c
C

ou
nt

s 
/ (

0.
4 

M
eV

/ (This thesis)
 = 5.02 TeVNNs30-50% Pb-Pb, 

+π 0 D→ +D*
and charge conj.

 c < 12 GeV/
T
p8 < 

2c 0.022) MeV/± = (145.474 μ
2c 0.021) MeV/± = (0.619 σ

 63±) = 1855 σS (3

Figure 6.31: ΔM invariant-mass of D∗+ in the 30–50% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c and

8 < pT < 12 GeV/c [66].
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Figure 6.32: ΔM invariant-mass of D∗+ in the 50–60% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c and

8 < pT < 12 GeV/c [66].
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Figure 6.33: ΔM invariant-mass of D∗+ in the 60–80% centrality
class in the transverse momentum ranges 3 < pT < 5 GeV/c and

8 < pT < 12 GeV/c [66].
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Chapter 7

Conclusions and outlook

7.1 Conclusions

Measurements of the pT-differential production yields of prompt D∗+-meson in Pb–Pb
collisions in the two centrality classes 0–10% and 30–50% at a center-of-mass energy
per nucleon pair

√
sNN = 5.02 TeV are presented. For the 2015 data sample, the

RAA of the D∗+-meson shows minimum values of about 0.2 and about 0.4 in the
centrality classes 0–10% and 30–50%, respectively, at transverse momentum range of
6–10 GeV/c. Furthermore, the average RAA of the non-strange D-meson shows similar
values at the same pT interval. The average RAA values are compatible with those
measured at

√
sNN = 2.76 TeV, showing at the same time an improvement in terms of

statistical and systematic precision and pT reach up to 50 GeV/c in central collisions.
The similar RAA values at the two energies were predicted by the Djordjevic model,
and it results from the combination of a higher medium temperature with a harder
pT distribution of charm quarks at

√
sNN = 5.02 TeV. While the 2015 measurement is

surely good of quality and gives some good hints about charm in medium energy loss,
it still misses the precision required to compare with theoretical models and extract
more firm conclusions. With this caveat in mind, we decided to analyze the 2018
high-statistic Pb–Pb sample.

The 2018 sample allows us to perform the measurements in finer pT bins for transverse
momentum range lower than 10 GeV/c. Moreover, the average non-strange D-meson
RAA as a function of pT can go down to 0 pT at 0–10% centrality classes. The new
sample grants an improvement in statistical precision of the order of 3 in the same pT

region opening for the possibility of a more detailed comparison of the non-strange D
mesons RAA with the light flavour sector (pions), the strange sector (D+

s ) and with
theoretical models including collisional and radiative energy loss. On the comparison
with the light flavour sector, we showed a significant difference between the RAA of
charged pions and D mesons in the low pT region. Such difference would be naively
expected in case of mass dependence of the in medium energy loss. However, while
striking, this difference cannot be directly used to claim a mass dependence due to
several factors that can play a role in defining the shape of the RAA in such pT region
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(i.e. cold-nuclear matter effect, fragmentation). Therefore, theoretical calculations
are mandatory to draw, once compared with data, more firm conclusions.

The RAA measurements with the latest Pb–Pb data show that radiative and collisional
energy loss are needed to explain the non-strange D-meson nuclear modification factor.
Radiative processes are successful to describe the RAA at high pT while at low pT it
is well reproduced by collisional processes with an exchange of importance among
the two processes around 5–8 GeV/c. The comparison between the non-strange and
strange D mesons with model predictions indicates that hadronisation mechanism of
c-quark via recombination in the Quark-Gluon Plasma (QGP) takes place. It means
that the hadrons are produced by recombining the quarks, which are collectively
moving in the QGP medium. In particular, the TAMU model reproduces well the
D+

s -meson enhancement with respect to the average non-strange D-meson RAA for
pT < 10 GeV/c, which is expected in case of hadronisation via coalescence due to the
enhanced production of strange quarks in the QGP.
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7.2 Future direction

The ALICE Collaboration is preparing an experimental apparatus upgrade, which will
also involve the Inner Tracking System (ITS) detector. The main goals of the ALICE
ITS detector upgrade are an improved reconstruction of primary and secondary ver-
tices as well as an improved performance in the tracking capability of low-momentum
particles. The new ITS detector will be installed during the second LHC long shut-
down [67]. In order to achieve the goals, the following changes will be applied:

• Replace the current ITS layers (6 layers) setup with seven layers of pixel de-
tectors with an intrinsic spatial precision of about 5× 5 μm2, as shown in Fig.
7.1.

• Reduce the material thickness to 0.3% of a radiation length in the innermost
layers.

• Use sensors with a pixel size of 27× 29 μm2, compared to 50× 425 μm2 in the
current pixel detector.

Figure 7.1: Layout of the new ITS detector [67].

One of the main features of the new ITS is the new pixel chip (ALPIDE). It requires
high spatial resolution, which is 5 μm, and extremely low material budget, in particular
for inner layers. Based on the aforementioned considerations, Monolithic Active Pixel
Sensors have been selected as the technology for all layers of the ITS upgrade to
replace the existing ITS detector. With the new ITS detector, the impact-parameter
resolution will be improved by a factor 3 in the direction transverse to the beam line, in
the xy−plane, and by a factor 5 in the longitudinal direction, down to values of about
20 μm for tracks with pT = 1 GeV/c. Figure 7.2 shows the comparison between the
existing impact-parameter resolution (in blue) and the expected one (in red) with the
upgraded ITS, obtained with a Monte Carlo simulation, in central Pb–Pb collisions
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[67]. In addition, figure 7.3 shows the ITS stand-alone tracking efficiency performance
for current ITS (in blue) and upgraded ITS (in red) obtained from MC simulations.
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Figure 7.3: Stand-alone tracking efficiency for current ITS and up-
graded ITS [67].

The new ITS will have seven layers in two separate barrels, Inner Barrel and Outer
Barrel as shown in Fig. 7.1. The Inner Barrel consists of the three innermost lay-
ers, and the Outer Barrel contains the four outermost layers. The ITS layers are
azimuthally segmented in units called Staves, which are mechanically independent.
Staves are fixed to a support structure, half-wheel shaped, to form the Half-Layers.
The term Stave will be used to refer to the complete detector element. The Stave of
the Outer Barrel is further segmented in azimuth in two halves, named Half-Stave, as
shown in figure 7.4 on the left. Each Half-Stave consists of several modules glued on
a common cooling unit.
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Figure 7.4: Schematic exploded view and cross section of the Outer
Barrel Stave [67].

Nikhef-Utrecht group took part in chip design, assembling of the detector staves as
well as physics studies for the new detector. Nikhef contributed to produce 25% of
the Outer Barrel Staves of the upgraded ITS. The assembly process took place in the
clean room at Nikhef, Amsterdam. The Outer Barrel assembly was started in March
2018 till 2019. The production rate was 25 Staves in the year before commissioning
of the ITS started. It took two weeks to assemble a Stave, which consists of two
Half-Stave, meaning that one Half-Stave per week was produced. Once a Stave was
fully assembled and tested, then it was delivered to CERN with a special storage
transport unit. At the moment this manuscript is written all the staves are completed
and shipped at CERN. Figure 7.5 shows the half Outer Barrel at CERN assembled
for test and commissioning. The on-surface commissioning is ongoing with several
activities, such as threshold equilibration of the detector, cosmic data taking. In
addition, some checks have to be done before installing the new ITS in the ALICE
cavern planned in January until March 2021.

During my PhD work, I was involved in the upgrade studies with a particular focus
on working on the half-stave assembly in the Nikhef clean room. Figure 7.6 was taken
while I was working in the clean room at Nikhef, assembling the Half-Stave. It was
posted on CERN and Nikhef social media with the hashtag @FollowFriday campaign.
Each Half-Stave consists of a Cold Plate on which a number of Modules are glued,
namely four and seven for Middle Layers and Outer Layers, respectively. There are
some checks that have to be done before a Half-Stave was assembled, such as perform-
ing the quality assurance of the Hybrid Integrated Circuit (HIC), and preparing and
testing the HIC. Afterward, the HIC has to be glued on the Carbon Cold Plate and
again quality assurance tests need to be performed.
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Figure 7.5: Half Outer Barrel installed at CERN (photo credit ITS
CERN).

Figure 7.6: Photo of the week posted at Nikhef and CERN social
media with the hashtag @FollowFriday campaign.
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Figure 7.7: Performance of the upgraded ITS on the nuclear modi-
fication factor of D∗+ for central Pb–Pb collisions [67].

The new detector once in operation during LHC Run 3 is expected to grant large
improvements in every heavy flavour analysis thanks to the largely improved capa-
bility of reconstructing decay vertices. In particular, figure 7.7 shows the expected
performance on the nuclear modification factor as a function of transverse momentum
of D∗+ with the upgraded ITS [67] for an integrated luminosity of 10 nb−1. The D∗+

RAA pT reach is expected to go down to pT = 1 GeV/c and up to 100 GeV/c with
respect to the current measurements. In particular, the statistical precision of the new
measurement will be better than 1% in most of the available pT range, especially at
1< pT <10 GeV/c2 while the precision of the current measurement is of the order of
5–10%. Therefore, the new ITS will clearly open a precision era on the charm produc-
tion studies in heavy-ion collisions. A special mention is deserved by the systematic
uncertainties in the measurement of figure 7.7. As of now, it is clear that the system-
atic uncertainties are about factor 10 larger than the statistical one. In principle, such
a fact would largely reduce the physics reach of the new measurement. However it is
worth to mention that the reported systematics are surely overestimated since they
are based on the systematics obtained in the present data measurement. In particular,
if we take a look at the D∗+ RAA, the largest contribution of the systematic comes
from the tracking efficiency, which is 13% in central Pb–Pb collisions (see Table 6.4
and 6.5).

The second-largest contribution of the systematic is cut variation, which is around
6–12% at low pT. Of the aforementioned sources, the tracking efficiency is data
sample and detector dependent. It can be expected that the new, higher performances
and low material budget detector will help in reducing it substantially. For the cut
variation, a similar situation can be expected. In particular, the lower material budget,
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together with improved detector alignment will allow realistically to bring this source
of systematic uncertainty close to 0–1%. Finally, an additional point is that the
improved performance of the detector together with the larger data samples expected
(×10) will open the possibility of precise estimation of charmed mesons and baryons
production in heavy-ion collisions as well as a detailed study of the direct, elliptic and
triangular flow harmonics.
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Summary in English

In this thesis, measurements of the pT-differential production yields of prompt D*+-
meson in Pb–Pb collisions in the two centrality classes 0–10% and 30–50% at a center-
of-mass energy per nucleon pair

√
sNN = 5.02 TeV are presented. The high statistic

data sample collected at the end of 2018 by the ALICE collaboration, allows us to
perform the measurements in finer pT bins for transverse momentum range lower than
10 GeV/c. Moreover, the average non-strange D-meson RAA (nuclear modification
factor) as a function of pT can go down to 0 pT at 0–10% centrality classes. The new
sample grants an improvement in statistical precision of the order of 3, with respect to
2015 data, opening for the possibility of a more detailed comparison of the non-strange
D mesons RAA with the light flavour sector (pions), the strange sector (D+

s ) and with
theoretical models including collisional and radiative energy loss. On the comparison
with the light flavour sector, we showed a largely significative difference between the
RAA of charged pions and D mesons in the low pT region. Such difference would be
naively expected in case of mass dependence of the in medium energy loss. However,
while striking, this difference can not be directly used to claim a mass dependence
due to several factors that can play a role in the defining the shape of the RAA in
such pT region (i.e. cold-nuclear matter effect, fragmentation). Therefore theoretical
calculations are mandatory to draw, once compared with data, more firm conclusions.

The nuclear modification factor (RAA) measurements with the latest Pb–Pb data
show that radiative and collisional energy loss are needed to explain the non-strange
D-meson nuclear modification factor. Radiative processes are successful to describe
the RAA at high pT while at low pT it is well reproduced by collisional processes with an
exchange of importance among the two processes around 5–8 GeV/c. The comparison
between the non-strange and strange D mesons with model predictions indicates that
hadronisation mechanism of c-quark via recombination in the Quark-Gluon Plasma
(QGP) takes place. It means that the hadrons are produced by recombining the
quarks which are collectively moving in the QGP medium. In particular, the TAMU
model reproduces well the D+

s -meson enhancement with respect to the average non-
strange D-meson RAA for pT < 10 GeV/c, which is expected in case of hadronisation
via coalescence due to the enhanced production of strange quarks in the QGP.
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Samenvatting in het Nederlands

In dit proefschrift worden metingen gepresenteerd van de pT-differentiële productieop-
brengst van prompt D∗+ mesonen in Pb–Pb botsingen in de twee centraliteitsinter-
vallen 0–10% en 30–50% bij een massamiddelpuntsenergie van

√
sNN = 5.02 TeV

TeV per nucleonenpaar. Voor deze metingen zijn Pb-Pb data verzameld door de
ALICE-samenwerking geanalyseerd. De grote hoeveelheid data die eind 2018 door de
ALICE-detector is verzameld, stelt ons in staat om de metingen uit te voeren in smalle
pT-intervallen voor transversale momenta van minder dan 10 GeV/c. Bovendien kan
de gemiddelde RAA (nucleaire modificatiefactor) als functie van pT voor niet-Strange
D-meson gemeten worden tot 0 pT bij een centraliteitsinterval van 0–10%.

De nieuwe data geeft een verbetering van de statistische precisie met een factor van 3 in
hetzelfde pT-gebied. Dit opent de mogelijkheid van een meer gedetailleerde vergelijk-
ing van de niet-Strange D-meson RAA met de lichte smaaksector (pionen), de Strange-
sector (D+

s ) en theoretische modellen waarin botsings- en stralingsenergieverlies ver-
werkt zijn. In de vergelijking met de lichte smaaksector, tonen we dat er een groten-
deels significant verschil is tussen de RAA van geladen pionen en D-mesonen in het
lage pT-gebied. Een dergelijk verschil zou naïef gezien te verwachten zijn in geval van
massa-afhankelijkheid van energieverlies in het medium. Hoewel het verschil opvalt,
kan dit niet direct worden gebruikt om een massa-afhankelijkheid te claimen vanwege
verschillende factoren die een rol kunnen spelen bij het bepalen van de vorm van de
RAA in een dergelijk pT-gebied (d.w.z. effect van koude nucleaire materie, fragmen-
tatie). Daarom zijn theoretische berekeningen noodzakelijk om, wanneer vergeleken
met data, stevigere conclusies te trekken.

De nucleaire modificatiefactor RAA metingen met de nieuwste Pb–Pb data laten zien
dat zowel stralings- als botsingsenergieverlies nodig zijn om de niet-Strange D-meson
nucleaire modificatiefactor te verklaren. Stralingsprocessen zijn succesvol om de RAA

te beschrijven bij hoge pT, terwijl de RAA bij lage pT goed wordt gereproduceerd door
botsingsprocessen. Het belang van de bijdragen van deze processen wisselt rond 5-8
GeV/c. De vergelijking tussen de niet-Strange en Strange D-mesonen met modelvoor-
spellingen geeft aan dat het hadronisatiemechanisme van c-quark via recombinatie in
het Quark-Gluon Plasma (QGP) plaatsvindt. Dit betekent dat de hadronen worden
geproduceerd doordat de quarks die gezamenlijk in het QGP-medium bewegen zich
opnieuw samenvoegen. In het bijzonder reproduceert het TAMU-model goed de D+

s -
mesonversterking met betrekking tot de gemiddelde niet-Strange D-meson RAA voor
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pT < 10 GeV/c, die wordt verwacht in het geval van hadronisatie via coalescentie als
gevolg van de verhoogde productie van Strange quarks in het QGP.
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