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Chapter 1

1.1 General introduction

The visualization of atoms in real space is one of the most remarkable achievements of 
Scanning Tunneling Microscopy (STM) and Atomic Force  Microscopy (AFM) [1–6]. These 
techniques rely on an atomically sharp probe tip to interact with a sample below. A large 
variety of tip-sample interactions can nowadays be measured. Frequency modulated AFM 
(FM-AFM), a branch of non-contact AFM [7] is a technique that is specifically suited in 
sensing forces at the (sub)atomic scale. It is this technique, combined with STM, that play 
a central role in this thesis. 

The development of new materials requires a detailed understanding of the relation 
between the atomic and electronic structure of the molecules or crystals under investiga-
tion. The push towards smaller devices has led to a limit where active elements in machines 
or devices can be the size of single molecules  [8–10] or have a thickness of a single atomic 
layer [11]. In such systems one atom can really make a difference. In chemistry, small atomic 
catalytic clusters play an important role in the production of, for instance, (synthetic) 
fuels  [12,13]. The exact shape of these clusters determine, to a large extent, their catalytic 
activity. It is thus vital to know the exact atomic structure of a material to understand its 
properties.

Atomically well-defined surfaces and interfaces are a key aspect of nearly all nanoscale 
devices and in heterogeneous catalysis. Techniques, such as XPS, Auger, LEED, SERS and 
other, can selectively probe interfacial properties. However, many of these techniques lack 
the high spatial resolution required to study individual molecules or clusters. One way of 
obtaining a detailed understanding of the atomic structure of a surface or processes taking 
place at an interface is through the combination of FM-AFM and STM [14]. The first is 
able to resolve the atomic structure of many atomically flat materials, including individual 
molecules, while the second gives direct access to local electronic properties. In this thesis 
I explore the relation between the atomic structure and electronic properties of molecules 
on weakly interacting metal surfaces using high resolution STM and FM-AFM at cryogenic 
temperatures. 

This thesis is roughly divided in three parts. The first part describes work that furthers 
the understanding of the contrast forming mechanism of sub-molecular AFM. This work 
helps to exploit the potential of FM-AFM in the future by showing the importance of the 
electrostatic force component for the imaging contrast. 

In the next part of this thesis, it is shown how one atom can make a difference in the 
electronic properties of a technological relevant material. Semi conducting armchair 
terminated graphene nanoribbons (GNR) are grown on an atomically flat gold surface. The 
atomic structure of the GNR is verified by atomically resolved FM-AFM. Subsequently, by 
controllably removing a single hydrogen atom, the electronic properties are modified. This 
change is measured by combined AFM and STM measurements, before and after the modi-
fication. In the next chapter, the GNR are bend and buckled to investigate the stability of 
the electronic properties under strain. This research impacts the possible application of 
these materials in future electronics.

In the final part of this thesis, the self-assembly of small molecules on weakly inter-
acting surfaces is investigated using STM combined with Monte Carlo simulations. 2D 
molecularly functionalized surfaces have tunable properties useful in catalysis, electronics 
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and protection against chemicals [15]. A model is provided that can predict the experimen-
tally observed structures and quantify their thermodynamic stability.

1.2 Outline of this thesis

In the second chapter of this thesis the fabrication of an improved liquid nitrogen (LN2) 
tank for our low temperature STM/AFM will be presented. Details about the construction 
and design are discussed. In the third chapter, the impact of the electrostatic force contri-
bution on the contrast  in FM-AFM images of molecules is investigated. Some context for 
this work will be given in paragraph 1.5 since the work relates to a recent debate on the 
interpretation of AFM images. 

The fourth and fifth chapter describe combined AFM/STM work that I performed on 
atomically precise armchair graphene nanoribbons (ac-GNR). These chapters describe 
the influence of various kinds of manipulations on the electronic structure of this mate-
rial. Specifically, the fourth chapter deals with the effects associated with creating atomic 
contacts to macroscopic leads. The fifth chapter describes the influence of bending and 
buckling of the ac-GNR, using the tip of the STM.

Chapter six presents work done on assemblies of molecules on a weakly interacting 
metal surface. A molecular mechanics model that allows for the accurate prediction of 
different (meta)stable phases of these molecules on a surface is described. The 2D molec-
ular phases that we observe are discussed in terms of their thermodynamic stability.
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1.3 The Scanning Tunneling Microscope

The scanning tunneling microscope is based on the quantum mechanical tunneling of 
electrons between a tip and a substrate electrode. In the 1920’s tunneling was put forward as 
the reason behind alpha decay of atoms and is described as the ability of a particle to pene-
trate a classically forbidden region . The first electron tunneling current was measured in a 
metal-insulator-metal device in 1960 by Giaever [16]. However, it took until 1982 for Binnig, 
Rohrer, Gerber and Weibel to realize a microscope based on electron tunneling through a 
vacuum gap [4,17]. Their efforts led to a Nobel prize in 1986 [18]. 

The theoretical background of the tunneling phenomenon will not be discussed here. 
Instead, the reader is referred to available textbooks [19,20]. It will suffice to show some 
important results from the derivations in these texts. The first and most important result 
is the exponential dependance of the electron tunneling current over a vacuum gap with 
distance. The tunneling current falls off exponentially between two electrodes (tip and 
surface) with a decay constant κ of ~1 Å-1 according to 

	 I = I0 Exp(- κ d) 							      (1.1).

The decay constant κ increases with increasing barrier height of the tunneling barrier 
and depends on the work function of the material that is being probed. The exponen-
tial dependence of the tunneling current implies that when the tip-surface distance d is 
increased by one Ångstrom, the tunneling current decreases 10-fold.

The most common mode of STM operation is called ‘constant current mode’ and this 
is what is typically referred to when ‘an STM image’ is shown. Atomically resolved images 
of a surface can be obtained by raster scanning an atomically sharp STM tip over a sample 

Figure 1.1. a. Schematic of the STM feedback regulator. A bias is applied to the sample and the 
current through the tip is amplified . The current signal is fed to a comperator that generates 
an error signal. The error signal gets passed through a P-I regulator to drive the z-piezo via 
the high voltage supply. The high-voltage supply also provides signals for the xy-scanning 
motion. The current signal can also be fed to the lock-in amplifier to measure the dI/dV sig-
nal. b. Tunneling current as a function of distance showing the exponential dependance. Inset 
illustrates the response of the tip to a increase/decrease in tip-sample distance resulting in a 
correction to maintain Is. 
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Figure 1.2. a. The schematic of a double barrier tunneling junction. A molecule placed on a 
surface provides additional tunneling pathways that can be probed using STS. b. I(V) and cor-
responding dI/dV(V) curve recorded over a pentacene molecule on Cu(111)/2ML NaCl. HOMO 
and LUMO state are visible as peaks in the dI/dV. c. A graph showing the Vmod (10 mV) applied 
by the LA around -0.5 V (position i in a) and the corresponding Imod. The LA output is propor-
tional to amplitude of Imod (blue arrow). d. same as c, but for position ii at 1.5 V. Since the I(V) is 
increasing here a larger Imod is detected. The spectrum in b is taken from [22].

while using a regulator to maintain a constant current by adjusting the tip height. Typical 
currents that are used in STM are between 10 fA and 100 nA. The schematic of a typical 
STM setup is shown in figure 1.1a. The STM tip is connected to a piezo tube (PZT), which 
produces the xyz scanning movement with sub-atomic precision. The tunneling current is 
amplified 107 – 1013 times by an operational-amplifier (op-amp) in order to be processed. 
The op-amp converts the current to a voltage that is compared to the reference current 
set point, Is, which is also expressed as a voltage. The error signal is input to a proportion-
al-i¥¥ntegral (P-I) regulator that controls the tip-sample distance via the piezo elements. 
The regulator will reduce the ‘error’ by adjusting the scanner z position. This regulation is 
straight forward since the current to distance response is monotonic, meaning the current 
will always increase when the distance decreases (fig. 1.1b). Not all scanning probe micro-
scopes (SPM’s) have a monotonic response with respect to distance as will be shown later. 
The speed at which the tip can be scanned over the surface depends, among many things, 
on the response time of the P-I regulator. 

 A second important  relation is that between the tunneling current at a given voltage 
and the density of states of the tip and the surface,

	  		  	 						      (1.2)

The tunneling current (I) is dependent on the density of states (DOS) of tip (ρtip) 
and sample (ρsample), weighted by the tunneling matrix (Mts). The latter is adopted from 
Bardeen  [21] and describes the orbital overlap between all the states involved in the 
tunneling process. The bias, eV, is applied to the sample, shifting its Fermi level with respect 
to that of the tip (fig. 1.2a). The total current is an integral over all available states between 
Ef and the applied bias V. One of the assumptions that is made by Bardeen is to take ρtip as 
a constant. Hence, provided that ρtip is constant over the energy range of interest, one can 
directly probe the local density of states (LDOS) of the sample by recording the differential 

∆f = − fres
2k

δFts

δz

I(V ) ∝
∫ eV

Ef
ρtip(Ef + ε)ρsample(Ef − eV + ε)|Mts|2 dε

1
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conductance (dI/dV) at a constant tip-sample distance as a function of voltage (fig 1.2b, 
left). These kinds of measurements are called Scanning Tunneling Spectroscopy (STS). In 
case of a clean metal surface an STS measurement gives a linear, Ohmic, response in a 
bias window smaller than the workfunction of the surface. In this thesis, the main focus 
is on the electronic properties of molecules adsorbed on the surface. The energy levels of 
a molecule in the tip-surface junction are probed in a similar fashion. Once the potential 
of the sample becomes equal to or greater than that of filled/empty state of the molecule, 
electrons tunnel resonantly, causing an increase in the current. 

The energy levels of a molecule can be disturbed by chemical bonding to the substrate. 
To avoid this, weakly interacting surfaces should be used when measuring the properties 
of individual molecules. This is typically done by placing molecules on a Au(111) surface 
or surfaces covered by a thin insulating film  [22–29]. As a result, the intrinsic molecular 
orbitals of an individual molecule can be probed using STM. Consequently, electrons expe-
rience an extra potential barrier between the molecule and sample. The tip/molecule/
surface system can be seen as a double barrier tunnel junction. Electron transport can now 
result in (temporary) charging of a molecule, which needs to be taken into account when 
interpreting the position of the energy levels of individual molecules on a surface.

STS is typically performed during a STM experiment using lock-in techniques to 
increase the signal to noise ratio. Briefly, a lock-in amplifier (LA) produces a bias oscillation 
(Vmod) that induces a current modulation (Imod) in the tip-sample junction. The modu-
lating current signal, which is phase shifted with respect to the output Vmod, is input to 
the LA and results in an output signal that is proportional to dI/dV (the actual output is 
the amplitude of Imod). For most STS spectra recorded in this thesis, a Vmod with an ampli-
tude of 15 mV and a frequency (fmod) < 300 Hz is used. The fmod has to be smaller than the 
bandwidth of the STM op-amp to prevent attenuation of the signal. An example of a typical 
I(V) and corresponding dI/dV(V) curve is shown in figure 1.2b. To illustrate the working 
principle of the LA, I will compare the current modulation in response to a Vmod of the I(V) 
curve at -0.5 V (fig. 1.2c) and 1.5 V (fig. 1.2d). The amplitude of the current modulation at 
-0.5 V will be small since the I(V) curve is flat in this region. However, at 1.5 V, when almost 
in resonance with an electronic state of a molecule, I(V) is very steep leading to a large 
current modulation. The LA output is proportional to the Imod amplitude (vertical arrow in 
figure 1.2c/d) and can be plotted as function of bias to give an STS spectrum showing the 
electronic states of a molecule (fig. 1.2b. blue curve). 

The combination of STS and STM is a key element in this thesis. It enables visualiza-
tion of the spatial extent of an electronic state related to the local atomic configuration. 
This is done by recording the intensity of the LA output as function of position at a given 
bias. This can be done in constant current or constant height mode. The first enables easy 
imaging of large, corrugated structures due to the inclusion of a feedback mechanism. 
However, considering the complex relation between tip-sample distance, current, LDOS 
and the P-I regulator, a constant current measurement might result in the imaging of arti-
facts. An example relevant for this thesis is shown in figure 1.3. The images are acquired 
at a bias voltage corresponding to tunneling through the Highest Occupied Molecular 
Orbital (HOMO) on the end of a narrow strip of graphene placed on Au(111). Figure 1.3a was 
recorded in constant current mode, while figure 1.3b was acquired in constant height mode. 
The 3 Å height step when going from the surface onto the graphene in constant current 
mode results in features at the edges of the ribbon that are not trivial to relate to the spatial 
extension of the HOMO. For this reason all the STS maps, or dI/dV maps, in this thesis are 
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recorded at a constant height above the sample.

1.4 The Atomic Force Microscope

One of the major drawbacks of STM is the requirement of (semi)-conducting samples. 
In addition, atomic resolution is not always possible since an STM measurement is only 
sensitive to the LDOS of a surface or sample, which does not necessarily represent its atomic 
structure . An alternate method was proposed based on using the forces the tip experiences 
while in close proximity to the surface as a feedback signal. Due to the more complex nature 
of the problem it took until 1986 for the first AFM to be build [5].

The first AFM was operated by dragging a tip, attached to a soft cantilever, over a surface. 
The deflection of the cantilever was measured by placing a STM needle on top of the AFM 
cantilever. This mode of operation is referred to as contact-mode. Later, the deflection of 
the cantilever was measured using a laser beam that is reflected off the cantilever onto a 
detector. Because of many reasons, the most important being the large influence the tip has 
on the surface while in contact-mode, dynamic AFM modes were soon developed [5,7]. In 
these, the cantilever is deliberately oscillated at its resonance frequency in close proximity 
to, but not in contact with, the surface. For this reason, dynamic AFM is also referred to as 
non-contact AFM (nc-AFM). The forces gradient δFts\δz acting on the cantilever and tip 
oscillating perpendicular to the surface result in a shift of its resonance frequency (Δf) [30] 
according to 

								        (1.3)

fres and k are the resonance frequency and stiffness of the free cantilever, and A the oscil-
lation amplitude. <Fts> , the average force per oscillation cycle, is calculated by integrating 
dFts/dz (the force gradient) over one oscillation. The two main branches of nc-AFM are 
frequency modulated AFM (FM-AFM) [7] and amplitude modulated AFM (AM-AFM) [6]. 
In AM-AFM a change in oscillation amplitude at fres due to the shifting of the resonance 
frequency is used as measure for tip-sample interactions. In FM-AFM the Δf is directly 
measured by subtracting the measured frequency from fres during an experiment. FM-AFM 

b

a

Figure 1.3. a. Spatially mapped dI/dV signal of GNR at -0.8 V in constant current mode. b. Same 
as (a), but recorded in constant height mode. Vmod(714 Hz, 10 mVrms), scale bar 1 nm. 

∆f = − fres
2k

δFts

δz

I(V ) ∝
∫ eV

Ef
ρtip(Ef + ε)ρsample(Ef − eV + ε)|Mts|2 dε

1
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is the best technique to use in vacuum where cantilever quality factors (Q) are typically 
high [7]. 

The choice of oscillation amplitude, A, in eq 1.3 is dependent on the forces that one is 
interested in [31]. In short, the oscillation amplitude has to be of the same length as the 
extend of the force. The total force between tip and sample consists of many components, 
e.g. van der Waals attraction, Pauli repulsion, electrostatic forces, magnetic forces, etc. All 
of these forces have their own associated length scale. Because in this thesis intra- and 
inter-molecular interactions are of importance, it requires probing of the repulsive Pauli 
force [3,32]. This force is caused by the Pauli exclusion principle, which states that no two 
electrons can occupy the same quantum state. As a consequence, when the electrons of the 
tip and sample are squeezed together they get forced into (very) high energy states. Pauli 
repulsion forces are very short range (on the order of an atomic bond length)  and thus 
require small amplitudes to be accurately probed, A = ~1 Å. To operate in this amplitude 
regime the cantilever stiffness needs to be very high in order to maintain a stable oscillation.

The requirement mentioned above is met in the qPlus sensor (QPS) design [33]. It is 
constructed from a quartz tuning fork commonly found in wristwatches (fig. 1.4a). One of 
the prongs is attached to a (macor) support while the other serves as a holder for any kind 
of tip. Its high stiffness (k  = 1800 N m-1) allows for stable oscillation, even at sub-Ångstrom 
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Figure 1.4. a. qPlus sensor mounted on tip holder for Omicron LT-STM/AFM. b. Schematic of 
the FM-AFM QPS controller system. The QPS generates a current modulation at its resonance 
frequency. After amplification, this signal, ω0, is send to a PLL for phase and frequency detec-
tion. The Δf is used for height regulation in a manner similar to that of STM. The phase signal 
is used for the oscillation amplitude detection and subsequent regulation  to the reference 
value (As). After appropriate attenuation of the resulting signal, a 90° phase shifter will feed 
the signal back to the z-mod piezo element. Image adopted from the manual of the LT-STM/
AFM by Scienta Omicron GmbH.



17

Introduction

1

amplitudes. In addition, quartz is a piezoelectric material, meaning that structural defor-
mations (oscillations) result in a surface polarization, allowing for all-electronic determi-
nation of the cantilever amplitude and oscillation frequency. If a conducting tip material is 
chosen STM measurements can be performed simultaneously. Since typical STM op-amp 
bandwidths, when measuring small currents (<100 pA), are <300 Hz only the average 
tunneling current during an AFM oscillation will be detected. 

In a typical FM-AFM measurement, the Δf is used as a feedback signal, this method is 
referred to as constant-Δf. The experimental setup is very similar to that of the STM but 
contains some additional features (fig. 1.4b). The QPS is exited using a small piezo element 
(Zmod in fig  1.4b) close to the QPS. The resulting cantilever oscillation, which generates  a 
small oscillating current, is amplified and converted to an oscillating voltage (ω0) that is 
fed into a Phase Locked Loop (PLL). The function of the PLL is to keep the phase differ-
ence between the input and excitation signals constant. This allows for accurate amplitude 
measurements (like in a LA) and regulation to a set point amplitude (As) via a P-I regu-
lator. In addition, the PLL provides the demodulated cantilever frequency signal for the 
z-regulator. The z-regulator has two branches in FM-AFM because the tip-sample force can 
be both attractive and repulsive (non-monotonic behavior) depending on the tip-sample 
distance (fig. 1.4c, blue). Typically, the tip-sample force follows the well-known Lennard-
Jones type curve. At large separations the attractive van der Waals (vdW) force is dominant, 
while at small separations the repulsive Pauli force dominates. Since the slope of dFts(z)/
dz and hence Δf(z) is opposite in both these regimes, the response of the regulator to the 
error signal has to be reversed (insets fig. 1.4c). Note that since Δf(z) is proportional to dFts/
dz even at positive Δf (with negative slope) the total force can still be attractive. However, 
due to the inversion of the slope these regions in always referred to as ‘the attractive and 
repulsive regime’.

In the molecular structures that are studied in this thesis the constant-Δf feedback 
cannot be used. The reason for this is the large difference between tip-sample interactions 
when moving from a typical metal surface onto a molecule or vice versa. As an example: 
when a tip is scanned over a metal surface in the attractive regime and it experiences an 
increase in Δf, the feedback mechanism will decrease the tip-sample distance (fig. 1.4c, blue 
curve, right inset). Over the molecule, the minimum of the L-J curve is located further away 
from the surface (fig. 1.4c, red curve). Hence, when the tip starts to scan over the molecule, 
the sudden change in the tip-sample force may result in an effective transfer to the repul-
sive branch. The tip response to an increase in Δf is to approach, resulting in an immediate 
tip-crash over the molecule. For this reason, all the FM-AFM data shown in this thesis is 
recorded in constant-height mode, i.e. without height regulation.

1.5 Contrast mechanism of sub-molecular atomic force microscopy

In the following, results obtained on molecules with FM-AFM using chemically passiv-
ated tips are discussed. Mainly, I will focus on the contrast forming mechanism as it provides 
background useful for chapter three.

In 2009, a paper by Gross et al. was published in which it was shown that the chemical 
structure of molecules can be resolved with sub-molecular resolution using FM-AFM [3]. 
Figure 1.5a shows a constant-height Δf AFM image of pentacene recorded with a CO termi-
nated tip. The 2 key requirements to obtain such images of essentially unperturbed mole-
cules are: (1) the use of chemically passivated tips, and, (2) the use of small oscillation 
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amplitudes. The reason for using small amplitudes has already been discussed. Because 
Pauli repulsive force are responsible for the observed contrast on pentacene very small 
tip-sample distance have to be used. To prevent that the molecules jump from the surface 
to the tip, chemical passivation is required. Initially, CO passivated tips were used, partly 
because information was available on how to prepare such tips [34]. 

Since 2009 several papers have appeared showing sub-molecular resolution on mole-
cules [10,35–41]. In addition to  the experimental work, a theoretical understanding of the 
observed AFM contrast was  developed [42]. In the pentacene system the molecule could 
only be imaged in the Pauli repulsion regime. A clear attractive vdW background (‘the 
vdW pit’) was measured above pentacene at large distances (negative Δf, attractive regime, 
black). Only when the tip was brought closer did the atoms appear in a more repulsive 
contrast (higher Δf but still negative, repulsive regime, white). It was concluded that the 
sub-molecular contrast was determined by the Pauli repulsion between the electrons of 
tip and the molecule. The Pauli repulsion contrast will dominate in regions of high elec-
tron density, as was proposed by Moll et al.  [43,42]. In 2013 Zhang et al. showed AFM 
images featuring intermolecular contrast, which they interpreted as hydrogen bonds (fig. 
1.5b) [44]. Zhang et al. propose that the electron density in the hydrogen bonds is respon-
sible for the intermolecular contrast. This statement is highly controversial since hydrogen 
bonds are predominantly electrostatic in origin and are thus not expected to contain a lot 
of electron density. 

a

b

Figure 1.5. a. Constant height Δf image of pentacene recorded with a CO terminated tip. Con-
stant height Δf image of four 8-hydroxyquinoline showing inter molecular contrast recorded 
with a CO terminated tip. Images taken from [3] and [44].
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Figure 1.6. a. schematic of the AFMulator model. The only tip atom that is interacting with the 
sample is the final oxygen atom. This is allowed to relax when moved over the potential ener-
gy landscape of the molecule below. b. calculated Δf image of two atoms as two protrusions 
with an infinitely stiff CO tip, ie. the oxygen atom does not relax. c. the lateral force component 
over two atoms with the saddle point in between the two atoms. d. calculated Δf image of 
two atoms as two protrusions connected by a ‘bond’. The stiffness of the tip is set to 0.5 N/m.

As more and more AFM images of individual molecules appeared in the literature, 
it became apparent that the molecules looked distorted  [10,35–41]. This distortion is 
attributed to the flexibility of the CO molecule at the tip apex [43,45,46]. This flexibility 
was measured by extracting the lateral force experienced by the tip following literature 
procedures to convert Δf(x,y,z)  to F(x,y,z) [47–49]. Using these lateral forces the real posi-
tion of the atoms inside a molecule could be determined. In an attempt to obtain a better 
understanding of the influence of the tip flexibility, some groups developed simple molec-
ular mechanics models (AFMulators) to account for the tip bending [32,45,46,50]. AFMula-
tors give the possibility to probe, for instance, the influence of CO bending stiffness on the 
AFM contrast, something that is not easily done in ab-initio DFT calculations. In addition, 
AFMulators are computationally far less expensive than DFT. The AFMulator used in the 
work presented in this thesis drastically simplifies the tip-sample junction (fig. 1.6a) [51]. 
The CO molecule that is attached to the tip, oxygen atom pointing towards the sample, is 
modeled as a single particle (the so-called probe particle). The carbon atom and the bulk 
tip are not taken into account since these will only result in an additional vdW background. 
The force between the tip and the molecule is calculated as a sum over L-J type interactions 
between the final tip atom and the atoms of the molecule. The bending of the final oxygen 
atom is modeled by a spring-mass on a sphere. Subsequently, the final tip atom is allowed to 
relax its position in accordance with these forces. This relaxation is done for many positions 
above the molecule resulting in a complete F(x,y,z) dataset. This dataset can be converted 
to Δf to plot 2D slices of data representing the actual experiment [49].
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In the beginning of 2014 these kind of calculations were able to reproduce the exper-
imental Δf images of pentacene with intramolecular bonds (fig. 1.5a) without actually 
incorporating the bonds in the model [45]. This result was followed by Hapala et al., who 
went on to show that even inter-molecular contrast (fig. 1.5b) can be explained by tip relax-
ations [50]. This conclusion put the observation of “hydrogen bonds” under debate. Finally, 
at the end of 2014, we showed that inter-molecular contrast can be observed between two 
adjacent atoms that do not form a hydrogen bond [32]. This proved that not all contrast 
features observed in Δf images can be directly interpreted as bonds.

From the model it was concluded that whenever two atoms are placed close together a 
signature similar to that of a bond will appear in the Δf image. To better explain this, let us 
look at some simple cases. A single atom that is probed by a rigid tip will show as a bump 
in the F(x,y) plots due to the Pauli repulsion when the tip is close by. Two nearby atoms 
will show as two bumps in F(x,y) when probed with a rigid tip (fig. 1.6b). The force the final 
atom experiences at every point above the molecule can be divided into a perpendicular and 
a lateral component. The lateral component of the force, potted in figure 1.6c, will cause the 
tip to bend. As a consequences, a saddle point in the force between two atoms will become 
more pronounced and appear as a ‘bond’ in the Δf (fig. 1.6d). An accurate understanding 
of the forces between tip and sample are thus of great importance in understanding the 
sub-molecular contrast observed in FM-AFM. 
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Figure 2.1 A cut through the Omicron LT-STM/AFM double Dewar cryostat. In reality the LHe/
LN2 tanks are round. a. old cryostat, b. new cryostat. Starting from the outside going in: outer 
wall (300 K), LN2 shield (~100 K), LN2 tank (77.3 K), LHe shield (~20 K, not shown), LHe tank (4.2 
K). All tanks are suspended in the vacuum via three 120° offset tubes (inlet, outlet, sensor). 
Microscope is placed below LHe tank (not shown).

In this chapter I will describe the new liquid nitrogen (LN2) tank we build for the 
cryostat of our low temperature microscope. I will start by explaining briefly why 
we needed a new LN2 tank and motivate our design choices. Next, I will compare the 
calculated heat load in the original and new LN2 tank design to obtain an estimate 
for the hold time. Last, I will compare the STM noise level of the microscope with the 
different cryostats. The manufacturer of the low temperature microscope (Omicron 
GmbH[1]) has expressed interest in commercializing our new LN2 tank. For this rea-
son only relative improvements with respect to the old cryostat are made. 
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2.1 Introduction

Our commercial low-temperature STM/AFM microscope has a double Dewar design 
(fig. 2.1a). The inner liquid helium (LHe) tank is placed inside a LN2 tank with vacuum 
in between. The purpose of this is to reduce the radiation heat impinging  on the LHe 
tank, thus increasing the LHe hold time. To further reduce the heat load on the LHe tank, 
reflective radiation shields are present between the outer vacuum vessel and LN2 tank and 
between the LN2 and LHe tanks. The first is connected to the inlet/outlet/sensor tubes 
of the LN2 tank whereas the latter is connected to the tubes of the LHe tank. The original 
LN2 tank has a hold time of roughly 48 hours, which is more than 6 hours shorter than 
the hold time of the LHe. After all LN2 has evaporated, the heat load on the LHe tank 
increases, resulting in an increased evaporation rate of the LHe. Hence , the overall hold 
time – and therefore the amount of measurement time – is limited by the LN2 tank. The 
effective measurement time is further reduced by the slow warming up of the LN2 tank: 
this results in a measurable increase of the temperature of the microscope head by approx. 
+ 0.1 K, causing additional lateral drift during measurements. These two factors, combined 
with the finding that the original LN2 tank has a small cryo-leak, led us to design and built 
a new LN2 tank.

2.2 Design requirements: 

The overall cryostat should fulfill the following requirements. 

1.	 The new cryostat should allow easier and safer maintenance. The original cryostat 
is difficult to disassemble without damaging the thin electrical wires controlling the 
microscope that run along the outside of the LHe tank. The main reason for this is 
that the diameter of the hole in the top flange of the LN2 tank is too small to fit the 
LHe tank including radiation shield through (fig. 2.2a). Disassembling the cryostat 
meant removing the LHe shield while the LHe tank was still located in between 
the LN2 and LHe tank. Since the space between the two tanks is on the order of a 
centimeter, disassembling the cryostat carried a significant risk (for reference, see 
the cover of this thesis).

2.	 The new LN2 tank should be compatible with our existing setup, i.e. with the LHe 
tank and the vacuum chamber (fig. 2.2b). This provides several boundary conditions: 

•	 The inner diameter should not be smaller than the original design in order to 
fit the LHe tank.

•	 The outer diameter, including radiation shield, should be smaller than the 
bore of the port-aligner that connects the cryostat to the rest of the vacuum 
system.

•	 The vertical position of the LHe tank, mounted on the top flange of the LN2 
tank, should not change in order to maintain access to the microscope.

3.	 The overall hold time of the cryostat should be limited by the evaporation rate of 
LHe.

4.	 The cryostat should be UHV compatible. Leak rate < 10-10 mbar L/s.
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2.3 Implementation

I will discuss our approach to meet the design requirements point by point, where I 
combine our solution to maintain compatibility with the LHe tank together with improving 
the serviceability. 

Maintaining compatibility with the existing equipment: As indicated above, the flange 
from which the LN2 tank is suspended should be able to accommodate the top flange of the 
LHe tank. At the same time, the free bore of this flange should increase to allow us to lift 
the LHe tank including radiation shield out of the LN2 tank. This was achieved by intro-
ducing a zero-length reducer flange between the flanges on which the LN2 and LHe tanks 
are suspended and moving the LN2 tubes outward  (fig. 2.1b and 2.2c). To keep the vertical 
position of the LHe tank constant, the height of the vacuum vessel holding the cryostat is 
reduced by the height of the zero-length reducer flange.  Finally, the outer diameter of the 
LN2 tank, including radiation shield, was chosen to be a few mm smaller than the free bore 
diameter of the port aligner (13” flange) that connects the cryostat to the rest of the vacuum 
chamber.

a

b

c d

Figure 2.2 a. Bore of the old LN2 tank top flange with LHe tank + shield lifted up. LHe tank does 
not fit through the bore with the shield mounted. b. Main vacuum chamber before mounting 
the cryostat. c. new LN2 tank standing in the vacuum vessel (without LN2 shield). The zero-
length reducer is mounted on the top flange. d. Setup without electronics after mounting 
cryostat containing the new LN2 tank.  
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Increasing the hold time of the cryostat: In general, there are two ways to increase the 
hold time of a cryostat. First by increasing the volume of LN2 and second by minimizing 
the heat load onto the LN2 tank. The latter would result in a decreased evaporation rate. We 
increased the outer diameter as well as the height of the tank, resulting in a total volume 
available for LN2 of 14.13 L. The original tank had a volume of 8.4 L. Hence, the volume is 
increased by almost 70%. 

In addition, we aimed to minimize the heat load onto the cryostat. Under UHV condi-
tions, we only need to consider heat transfer via radiation and thermal conduction. In 
the following I will calculate the differences in the heat transfer between the old and new 
cryostat.

Thermal energy is transferred to the LN2 via the three tubes (inlet, outlet, and sensor) 
from which the tank is suspended. In the steady state, the amount of thermal energy trans-
ferred through a rod via conduction (Qconduction) can be calculated using eq 2.1 [1]:

								        (2.1),

where κ is the heat conductivity of the material in [W K-1 m-1], ΔT the temperature 
difference between the two ends in [K] and A and L are the area and length through 
which the heat has to flow in meters. The suspension tubes of the LN2 tank in the old and 
new design are constructed from stainless steel (316), which has a κ value of 16.3 at room 
temperature. The expected temperature gradient is also the same for the old and new tank, 
ΔT = 300 – 77.3 = 222.7 K. The only difference is in the A/L ratio. Because the new LN2 
tank is higher, the tubes will be shorter. To compensate for the smaller L, we decreased the 
thickness of the tubes, resulting in a smaller A. The calculated heat through the old/new 
tubes is 1.0 / 0.7 W, i.e. the heat load due to thermal conduction should be  approximately 
33% lower for the new tank.

As estimate of the power transferred via radiation (Qraditation) can be obtained by using 
the Stefan-Bolzmann equation eq 2.2:

								        (2.2).

Where ε is the emissivity of the object, A its surface area, T the temperature, and σ the 
Stefan-Boltzmann constant ( 5.67*10-8 W/(m2 K4)). By definition, the emissivity of a surface 
is the percentage of emitted light w.r.t. a true black body of the same temperature. The 
emissivity is a material property that strongly depends on surface treatment. For example, 
cold rolled steel has an emissivity of 75-85% while after polishing it can be as low as 7%. In 
general, the lower the emissivity of a surface, the less heat it will absorb or emit according 
to Kirchhoffs law [2]. The total heat flow between two random shaped objects at a different 
temperature is given by eq 2.3 [1]:

								        (2.3).

Here, the indices c and h  refer to the cold and hot object. ΔT4 is defined as (Th
4 - Tc

4) 
because the heat will flow from the hot to the cold object. Because of the complex shape of 
the cryostat only some of the surfaces will be take into account in order to simplify the calcu-
lation. Only heat transfer from the vacuum chamber (300 K) to the LN2 tank (77-100 K) will 
be taken into account. The largest surfaces of the LN2 tank subjected to thermal radiation 
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Figure 2.3 a-b. the tip-sample distance as a function of time, z(t), graphs before and after instal-
lation of the new LN2 tank. The height stability has not been affected by the installation of the 
new tank as can be seen from the Arms values. c. Frequency spectrum of z(t) before installa-
tion of the new LN2 tank. d. Frequency spectrum of z(t) after installation of the new LN2 tank. 
e. Frequency spectrum of z(t) (not shown) after installation of the new LN2 tank, with solid 
nitrogen (SN2). Tunneling set points: 1% loop-gain,  0.1 V, I(old/new) 2.5 nA/ 50 pA, τ(old/new) 
2.5/ 1 ms.

are the LN2 shield, LN2 top plates and the LN2 cup housing the microscope. As a first approx-
imation I will only take these surface into account. All surfaces have been treated in order to 
have a low emissivity, e.g. the LN2 cup has a gold coating to reducing its emissivity to ~4% . 
Using equation 2.3, and the appropriate values of ε for all surfaces, we estimate that the heat 
load on to the new LN2 tank due to radiation will be approximately 15.3 W, somewhat larger 
than for the original tank, 13.1 W. This increase is easily understood because of the larger 
height and outer diameter of the new tank. 

Hence, the total heat load on the old and new LN2 tank is 14.1 W and 16.0 W, respec-
tively.  As stated above,  the amount of LN2 in the tank  has increased from 8.4 L to 14.1 L. 
The total amount of energy needed to evaporate all the LN2 can be calculated using its 
heat of evaporation (5.56 kJ/mol).  We find 2.615 MJ and 4.398 MJ for the old and new tank 
respectively. Using the estimate of the total heat load given above, the hold time of the LN2 
cryostats should be  51 h and 76 h, respectively. Hence, the hold time of the new LN2 tank 
should be 50% larger than that of the old tank.  The experimentally determined hold time 
of the original cryostat was approximately 48 hours, suggesting that the estimates given 
above are reasonable.
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2.4 Performance 

Hold time: The new LN2 tank was placed into the cryostat and mounted into the vacuum 
chamber in June 2015 (fig.  2.2d). The hold time of the LN2 tank is measured after filling the 
cryostat with LHe and LN2. The hold time of the cryostat was determined after the cryostat 
had been cold for more than 2 days. After refilling both LN2 and LHe the cryostat was left 
until the LHe was empty. At this point only the LHe was refilled. The presence of LN2 is 
confirmed by monitoring its boil off. The hold time of the new LN2 tank is >76 h and the 
LHe hold time increased to 59 hours(+16%). The LHe hold time of the cryostat is no longer 
limited by the hold time of the LN2. In addition, we no longer observe the 0.1K increase in 
the temperature of the scan head after 48h. 

Mechanical stability: Figure 2.3a,b present background corrected z(t) traces, along with 
the corresponding FFT spectra (fig. c,d), as obtained with the original and new cryostats, 
respectively. The z(t) traces were obtained with the STM feedback loop enabled (loop gain 
= 1%, V = 0.1 V, I(old/new) = 2.5 nA/ 50 pA and τ(old/new) = 2.5/ 1 ms) during approxi-
mately 15 minutes. With the original cryostat, the root-mean-square (rms) noise amplitude 
(Arms) was 1.03 pm, whereas with the new cryostat it was 1.07 pm. The width of the 95% 
confidence interval in height (Δz (95% conv)) was 4.12 versus 4.27 pm. As evidenced by the 
FFT, for both situations the dominant contribution to the z-background has a frequency of 
< 20Hz. As an example, the resonance at 3 and 7 Hz are a known resonance coming from the 
Ornstein building in which the setup is housed. To decouple the setup from the building 
it is placed on active vibration isolation legs. The results shown above demonstrates that 
the STM/AFM performance with both cryostats should be comparable. The STM and AFM 
images shown in chapter 4 are acquired with the new cryostat installed. These images are 
of similar quality as images obtained with the original cryostat (chapters 5-7). 

In collaboration with Omicron GmbH we are also interested in the specific resonances 
of the LN2 tank. The resonances of the LN2 tank are expected between 100-200 Hz. The 
main source of vibrational excitation to the LN2 tank is the LN2 boiling. The boiling of 
the LN2 is damped by inserting a low density metal wool inside the tank preventing large 
bubble formation. To determine which frequencies are related to the LN2 tank we cancel 
the mechanical excitation of the tank by freezing the LN2. This is done by pumping at the 
exhaust of the LN2 tank. When the pressure above the LN2 drops below ~200 mbar, the N2 
is solid (SN2). The frequency spectrum recorded with SN2 is shown in figure 2.3e. A drop in 
intensity of frequency bands centered around 113 Hz is observed. We conclude that these 
frequencies are related to the mechanical oscillation of the LN2 tank. The amplitude of the 
oscillations is low meaning that the contribution of these frequencies to the total oscil-
lation amplitude is small.

To conclude, we designed and build a new LN2 tank for the cryostat of a low temperature 
microscope (Omicron GmbH). The hold time LN2 tank has increased from 48 to >76 h. 
In addition, the LHe hold time has also increased to 59 h (+16%). The performance of the 
microscope before and after the installation has not changed.

2.5 References
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Figure 3.1. BPBA molecules on Au(111) imaged with a CO and a Xe tip. a. Model of BPBA. b. The 
self-assembled structure of BPBA on Au(111), 0.1V, 10pA, scale bar: 5 nm. c. Constant height Δf 
image of BPBA recorded with a CO tip at 0 V. The oxygen atoms and triple bond show bright, 
repulsive contrast while the carbonyl carbon is dark. Image recorded 1 Å  below STM set point 
(0.1V, 10pA), scale bar: 5 Å.  d. Constant height Δf image of BPBA recorded with a Xe tip at 0 V. 
The carboxylic acid appears as a fork with a bright carbon atom, while the oxygen’s and triple 
bond are not clearly visible. Image recorded -2.55 Å below STM set point (0.1V, 10pA), scale 
bar: 5 Å. e. Simulated Δf image for a CO terminated tip with a Qtip = -0.05 e- and kx-y = 0.25 
N/m. Bright contrast on oxygen’s and central triple bond, as well as dark contrast on carbonyl 
carbon are reproduced. f. Simulated Δf image for a Xe tip with a Qtip = +0.3 e- and kx-y = 0.25 
N/m. The fork structure of the carboxylic acid with bright carbon and unclear oxygen’s as well 
as the unclear triple bond are reproduced.

The forces governing the contrast in atomically resolved atomic force microscopy have 
recently become a topic of intense debate. Here, we show that the electrostatic force is 
essential to understand the contrast in AFM images of polar molecules. Specifically, 
we imaged strongly polarized molecules with negatively and positively charged tips. 
Large differences in the contrast are observed above the polar groups. By taking into 
account the electrostatic forces between tip and molecule, the observed contrast dif-
ferences can be reproduced using a molecular mechanics model. We assess the height 
dependence of the various force components.

3.1 Introduction

The use of FM-AFM as a tool to study molecules has grown tremendously over the 
past few years. The atomic structure of a single (unknown) molecule can now routinely be 
identified [1–3]. Even in the case of a complex mixture, the atomic structure of different 
molecules can be determined [4]. There is increasing interest in extracting quantitative 
information, such as bond-orders, from AFM experiments [5–7]. 

Several papers have addressed the forces responsible for the sub-molecular contrast 
observed in AFM images of molecules  [8–13]. It is now well-established that the Pauli 
repulsion, i.e. the increase in the kinetic energy of electrons that results from orthog-
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onalization of their wavefunctions due to the overlap of electron clouds of the tip and 
molecule, is one of the most important force components [11]. In addition, van der Waals 
(vdW) interactions need to be taken into account. Finally, it is essential to account for 
the flexibility of the tip [5,8]. This flexibility is responsible for image distortions [14] and 
can enhance contrast between non-bonded atoms to such an extent that it mimics an 
apparent bond  [8,9] .  

Thus far, mostly pure hydrocarbons were investigated, although recently also some 
images of molecules containing heteroatoms were published [1,15–18]. In the latter, the 
charge distribution can be highly non-homogeneous. For molecules weakly bound to the 
substrate the use of chemically passivated tips is essential to avoid accidental pick up of 
the molecule of interest [2]. When molecules are more strongly bound, also more reactive 
tips can be used [19,20]. Typically, chemical passivation is achieved by adsorbing a single 
CO molecule on the tip apex. It is known that a CO molecule adsorbed on a metal  has a 
dipole moment [21,22], the size and direction of which is very sensitive to the adsorption 
geometry. Hence, when such a tip is used to image a polar molecule, the oxygen atom, 
which has a partial charge, will experience an electrostatic force. Electrostatic forces are 
known to be important in the imaging of polar substrates [21,23–26]. This raises the ques-
tion what the influence of electrostatic forces is in AFM imaging of polar molecules with 
chemically passivated tips. 

Here, we investigate how the contrast in AFM images of a molecule with strongly polar-
ized groups (carboxylic acid, triple bond) depends on the charge of the tip. The structure 
of the molecule, bis-(para-benzoicacid) acetylene (BPBA), is shown in Figure 3.1a. CO 
and Xe terminated tips were used to create tips with negative and positive charge, respec-
tively [21,27,28]. To minimize the influence of the vdW background, we studied self-assem-
bled structures of BPBA. We find that the oxygen atoms of BPBA, which have a negative 
partial charge give, a repulsive/attractive contrast with a CO/Xe terminated tip, respec-
tively, while the contrast above the adjacent carbon atom (with partial positive charge) 
shows the inverse. In addition, the whole carboxylic acid appears more narrow with the Xe 
tip. Also, the electron rich triple bond appears more repulsive with a CO tip than with the 
Xe tip. The experimentally observed contrast can only be reproduced in simulations when 
electrostatic forces are taken into account [27].  Finally, we assess the height dependence of 
the different force contributions to the contrast.

3.2 AFM imaging with CO and Xe terminated tips

BPBA molecules were evaporated from a stainless steel crucible using a Focus GmbH 
e-beam evaporator operated at 0.5 W power onto a clean Au(111) crystal held at 5 K located 
in a low temperature STM/AFM (Omicron GmbH). All images were recorded with a qPlus 
sensor (f0 = 21922 Hz, Ap-p = 2 Å, Q = 30k). After verification that the surface coverage was 
less than a monolayer, the crystal was allowed to heat to 300K outside the microscope to 
allow the BPBA to self-assemble into a close-packed structure. The sample was placed back 
in the microscope after which Xe or CO was dosed onto the cold sample. CO and Xe termi-
nated tips were prepared using standard procedures [29–33].

Figure 3.1b shows a STM overview of the self- assembled structure on Au(111). The well-
known herringbone reconstruction of the Au(111) surface is clearly visible underneath 
the patches of molecules. Hence, the BPBA molecules interact weakly with the surface, 
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Figure 3.2 The influence of the Hartree potential 2.0 Å above the atomic cores of the mole-
cules. a. Hartree potential corresponding to one of the configurations of hydrogen atoms on 
the carboxylic acid groups. The keton oxygen has a stronger negative field than the hydroxyl 
oxygen. The corresponding atomic positions are overlaid. b. Hartree potential obtained by 
averaging of the potentials of the two configurations. The overlaid geometry is obtained by 
averaging the positions of the atoms of the two configurations. c-d. Simulated AFM image 
with a charged Xe(CO) tip using the symmetric and asymmetric potentials. 

in agreement with observations made for other molecules on Au(111)  [34,35]. Constant-
height AFM images acquired with CO and Xe terminated tips at 0 V are shown in figure 
3.1c/d. We first discuss the contrast in the images acquired with a CO tip. Both the ketone 
and alcohol oxygen atom of the carboxylic acid group, which both have a partial nega-
tive charge, are imaged as equally bright dots. We ascribe the equivalence of the oxygen 
atoms in the acid moieties to very rapid proton tunneling between the alcohol oxygen of 
one molecule and the opposing ketone oxygen of the neighboring molecule, resulting in 
an averaging effect (details will be discussed later) [36]. The carboxyl carbon atom (with 
partial positive charge) is not observed at this tip-sample distance with a CO tip, meaning 
it is still in the attractive regime. The electron rich triple bond in the center of the molecule 
also appears as a bright protrusion when imaged with a CO tip, similar to what has been 
observed before [3]. Now we discuss how the contrast changes when a Xe terminated tip 
is used. The carbonyl carbon is imaged as more repulsive than the neighboring oxygen 
atoms (i.e. less negative frequency shift). In addition, the triple bond is no longer clearly 
resolved. Finally, the dimensions of various features differs with different tips. Specifically, 
the apparent distance between the oxygen atoms belonging to the same molecule is smaller 
with a Xe tip than with the CO tip (1.6 ±0.2 Å vs. 2.8 ±0.2 Å), i.e. with a Xe tip the carboxylic 
acid group is imaged as a more narrow, fork-like, feature. Finally, the benzene rings appear 
larger with a Xe terminated tip (CO: 3.4±0.2 Å vs. Xe: 4.4±0.2 Å).

3.3 AFMulator

To shed light on the relative importance of the various force components, we performed 
extensive simulations using a molecular mechanics model (AFMulator)  [8–10,37], including 
the electrostatic force [27]. Briefly, the model calculates the tip-sample force (Ft-s) via pair-
wise Lennard-Jones (L-J) potentials. Note that these potentials contain terms representing 
the vdW attraction and Pauli repulsion. In addition, electrostatic forces acting between 
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an effective charge Qtip on tip and electrostatic Hartree potential of the sample  [27], as 
calculated using DFT are taken into account. DFT calculations are performed using the 
Vienna Ab Initio Simulation package (VASP) [38] using generalized gradient approxima-
tion based functional PW91 [39] and projector augmented-wave method [40]. The plane 
wave basis set is chosen with Ecut = 396 eV. The calculated Hartree potential shows an asym-
metry over the carboxylic acid groups due to the position of the hydrogen atom (fig. 3.2a). 
Because of the experimentally observed equivalence of the two oxygen atoms within the 
carboxylic groups we conclude that the image is symmetrized by rapid proton tunneling 
in the hydrogen-bonded carboxylic group pairs. This we account for by using an averaged 
force field, consisting of the Hartree potential and the L-J potential, as input for the AFMu-
lator. The Hartree potential is obtained by averaging of the two Hartree potentials inde-
pendently computed for the two hydrogen atom configurations (fig. 3.2b). The L-J potential 
is obtained from the averaged positions of atoms in the two configurations. The hydrogen 
atoms are centered between the two carboxylic acid groups as a result. Note that due to 

-0.05-0.00 -0.1
CO Qtip

kx-y

0.25 N/m

0.20 N/m

0.30 N/m

Xe Qtip

kx-y

0.300.25 0.35

0.25 N/m

0.20 N/m

0.30 N/m

Figure 3.3. Top panel: Small changes in kx-y and Qtip for CO tip around the expected value of 
0.25 N/m and -0.05 e-. No large contrast changes are observed. Bottom panel: Small changes 
in kx-y  and Qtip for Xe tip around the expected value of 0.25 N/m and 0.3 e-. No large contrast 
changes are observed.
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Figure 3.4. Importance of tip charge in simulated df images of BPBA in self-assembled struc-
tures. (a-b) constant height Δf images recorded with Xe and CO tip at 0 V on BPBA self-assem-
bly (-3 Å and -2.4 Å below STM set point 0.1 V/ 10 pA). (c-d) Simulations with tip charge: Qtip: 
+0.3 e- for Xe and CO terminated tips. The carbonyl carbon shows repulsive contrast while the 
oxygen’s are more attractive in both images. The triple bond is not visible in both images. In 
(d), the acid fork structure is not reproduced and the image is more distorted. Both deviations 
are due to the smaller radius and different L-J parameters of the oxygen atom. (e-f ) Simula-
tions with tip charge Qtip: -0.05 e- for Xe and CO terminated tips. The oxygen atoms and the 
triple bond are observed as bright protrusions, while the carbonyl carbon is more attractive. In 
(e) more repulsion is observed on the carbonyl carbon due to the large size of the Xe atom. kx-

y: 0.25 N/m in all calculations. g. Line profiles over characteristic parts of the molecule (indicat-
ed in the ball and stick model) from experimental data and simulations. top: Xe, bottom: CO.

small size the in-plane hydrogen atoms are usually not directly observed in sub-molecular 
AFM images and its precise position is therefore not crucial for the AFM contrast. In the 
subsequent calculation, only the atom at the very end of the passivated tip is allowed to 
relax in response to the total tip-sample force.

The main parameters that go into the simulations are the lateral force constant and 
the effective charge of the final atom of the tip, denoted as kx-y and Qtip, respectively. To 
avoid image distortions due to the edges of the molecular structure, we simulated a crystal 
of BPBA molecules in the experimentally observed configuration. The result of the simu-
lations for the Xe and CO tips with kx-y = 0.25 N/m, and Qtip = -0.05/+0.3 e-, for CO and 
Xe terminated tips, are shown in fig. 3.1e/f, respectively. These values for k and Q are in 
agreement with previous reports  [14,27,41]. To determine the robustness of these values 
with respect to small changes in Q and k a systematic check is performed for the cases 
kx-y =0.2, 0.25 and 0.3 N/m as well as Qtip = 0.0, -0.05, -0.1 for both tips (fig. 3.3). All the 
features observed experimentally (contrast over O and C atoms, triple bond, width of the 
carboxylic acid group, size of benzene rings, discussed above) are reproduced very well in 
the simulations

To demonstrate the influence of the electrostatic force, we first calculated two positively 
charged tips: a Xe (fig. 3.4c) and a CO tip (fig. 3.4d) and compare them to experimental 
images (fig. 3.4a-b). Importantly, the fictive positive CO tip gives a contrast that is compa-
rable to that of the positively charged Xe tip. Namely, we observe a repulsive contrast on the 
carbonyl carbon and attractive contrast on the oxygen’s, unclear triple bond and an increase 
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in the diameter of the benzene rings. The additional image features in figure 3.4d between 
the molecules are due to a relatively large contribution of the electrostatic force because 
of the smaller size of the oxygen atom (1.66 Å vs. 2.18 Å for O/Xe ). The simulation with a 
negatively charged Xe tip shows similar contrast as the simulation with a negatively charged 
CO tip. Lines profiles over the discussed details are shown in fig. 3.4g. This conclusively 
demonstrates that the electrostatic force contribution is essential in our understanding of 
the imaging contrast of AFM images of polar molecules. 

The sub-molecular contrast is directly related to the strong lateral relaxations of a flex-
ible molecule or atom (CO, Xe) attached to the metallic tip apex. These relaxations are 
driven not only by attractive van der Waals and repulsive Pauli interaction but also by the 
electrostatic interaction. Namely, the presence of the electrostatic interaction changes the 
relative intensity of the observed AFM contrast over atoms/bonds but it also affects the 

Figure 3.5. Height dependence of Δf images with a Xe tip compared to simulations with/with-
out electrostatic force. a-c. Experimental (a) and simulated AFM images with (b) and without 
(c) electrostatic force (Qtip +0.3 e- and 0.0 e-) at -3 Å. Pauli repulsion dominates the contrast 
at this height. The electrostatic force causes a narrowing of the carboxylic acid group and a 
reduction in the symmetry along the long-molecular axis, as also seen experimentally. d-f. At 
-2.5 Å, Pauli repulsion is still dominant but the electrostatic force results in a smaller repulsive 
interaction above the triple bond and a narrowing of the carboxylic acid group. g-i. Just af-
ter loss of atomic resolution, -2.1 Å, vdW and electrostatic forces dominate the contrast. The 
experimentally observed asymmetric repulsive features between the molecules and the in-
creased attraction above the triple bond are only reproduced in simulations with a positively 
charged tip. j-l. At -1.3 Å vdW attraction determines the overall appearance, however, the elec-
trostatic force is needed for the contrast over the triple bond. All scale bars: 2.5 Å, experimental 
distance with respect to STM set point 0.1 V/10 pA, simulations have the same Δz between 
images as the experiment.
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position of sharp contours due to an extra lateral relaxation of the flexible probe. Conse-
quently, both the intensity and shape of the sub-molecular AFM images acquired with 
functionalized tips with the opposite effective charge (positive Xe and negative CO termi-
nated tips) vary significantly, as shown in figure 3.4. The possibility to use distortions in 
AFM contrast to extract details about the spatial extent of the electrostatic force will be 
published elsewhere.

3.4 Distance dependence of the forces 

Since the electrostatic force, Pauli repulsion and vdW attraction have a different 
distance dependence, it is important to establish the importance of each force compo-
nent at different heights. To investigate the height dependence of these contributions, we 
acquired 150 constant height Δf images at 0 V with a Xe terminated tip and with a spacing 
of 5 pm starting from -3.3 Å with respect to a STM set point of 0.1 V and 10 pA. In addi-
tion, we simulated AFM images over the corresponding height range with and without the 
electrostatic force. At close tip-sample distances (- 3 Å) the contrast is determined by the 
Pauli repulsion (fig. 3.5a-c). The bright benzene rings are reproduced in calculations with 
and without the electrostatic force (fig. 3.5b-c). However, the asymmetric position of the 
benzene rings along the long-molecular axis, as well as the lateral size of the benzene rings 
is only reproduced in the calculation including the electrostatic force (cf. fig. 3.5a-c). In 
addition, only the simulations with the electrostatic force can reproduce the more narrow 
appearance of the carboxylic acid group. At intermediate heights (- 2.5 Å), just after the 
onset of sub-molecular resolution, Pauli repulsion over the atoms results in sub-molecular 
contrast (fig. 3.5d-f). From a comparison between figure 3.5e and 3.5f, it is clear that the 
electrostatic force is essential to reproduce the experimentally observed repulsive contrast 
above the carbonyl carbon as well as the reduced contrast over the triple bond. In addition, 
we find that the benzene rings appear slightly larger (0.2 Å) in simulations with a posi-
tively charged tip. At a tip-sample distance just before the sub-molecular resolution (-2.1 
Å), the contrast is very dependent on the electrostatic forces (fig. 3.5g-i). A calculation with 
only vdW forces cannot reproduce the experimentally observed contrast above the triple 
bond (green arrows) and in the area between the molecules (red arrows). At even greater 
tip-sample separation (-1.3 Å), the vdW attraction above the benzene rings dominates and 
the molecule has a dumbbell shape in simulations with and without electrostatic interac-
tions (Fig. 3.5j-l). However, by including electrostatic forces (that are inherently more long 
range), the agreement with experiment above the triple bond is improved. Hence, taking 
into account electrostatic forces is essential to understand the observed contrast over a wide 
range of tip-sample distances, even at small distances where the Pauli repulsion dominates.

3.5 Discussion

We note here that the model currently does not incorporate the vdW attraction between 
the molecule and the bulk tip. This additional attractive contribution strongly depends 
on the macroscopic tip shape, something which is very difficult to control experimentally. 
However, in the present case the omission of the bulk tip will only result in a rigid offset of 
the calculated frequency shift values because of the relatively flat background in the close-
packed self-assembled layer. 

Since the total tip-sample force strongly depends on the macroscopic tip-shape, it is 
difficult to quantitatively assess the magnitude of each force contribution. This would also 
require a more detailed calculation of the charge distribution of the tip (which is again 
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strongly tip dependent). Nevertheless, the electrostatic force calculated using the proce-
dure described above is on the order of tens of pN. Previously measured total tip-sample 
force are on the order of 10-100 pN for CO functionalized tips [2,42]. This would indicate 
that a significant part of the total force at intermediate distances can be due to electro-
statics. Especially when interpreting the AFM contrast above hydrogen bonds, which have 
a significant electrostatic component, taking into account Coulomb interactions can be 
very important. 

3.6 Conclusion

In conclusion, we imaged strongly polarized BPBA molecules with negatively charged 
CO terminated tips and positively charged Xe passivated tips. The use of a close-packed 
self-assembled layer yields the flattest possible vdW background. We observe large differ-
ences in the Δf contrast. These differences can be understood by taking into account 
the electrostatic contribution to the total force. These differences are prominent at rela-
tively large tip-sample distances and contribute significantly to the contrast even at closer 
distances. 
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Graphene nanostructures, where quantum confinement opens an energy gap in the 
band structure, hold promise for future electronic devices. To realize the full poten-
tial of these materials, atomic scale control over the contacts to graphene and the 
graphene nanostructure forming the active part of the device is required. The con-
tacts should have a high transmission and yet not modify the electronic properties 
of the active region significantly to maintain the potentially exciting physics offered 
by the nanoscale honeycomb lattice. Here, we show how contacting an atomically 
well-defined graphene nanoribbon (GNR) to a metallic lead by a chemical bond via 
only one atom significantly influences the charge transport through the GNR but 
does not affect its electronic structure. Specifically, we find that creating well-defined 
contacts can suppress inelastic transport channels. 

4.1 Introduction

The atomic scale details of the contacts in molecular electronics are of crucial impor-
tance for the electrical characteristics of the device [1–3]. The contacts are typically realized 
through specific chemistries by using terminal functional groups, e.g. thiols for bonding to 
gold [4,5]. However, these approaches are not necessarily ideal in terms of electrical trans-
parency, mechanical stability and atomic level control over the bonding geometry [5–7]. 

Atomic-scale control will also be required in contacting graphene nanostructures 
as their size is scaled down to open a sufficient energy gap between the valence and the 
conduction bands through quantum confinement for device operation at room tempera-
ture  [8–13]. It is also critical for realizing novel graphene devices based on theoretically 
motivated concepts such as valleytronics [14,15]. Surprisingly, while graphene nanoribbons 
(GNRs) have been proposed to be used as molecular scale interconnects and components 
in graphene-based nanoelectronics, making contacts via metal-carbon bonds has not been 
examined experimentally. 

Here, we contact an atomically well-defined GNR  [13,16,17] to the gold substrate by a 
chemical bond via only one atom. This well-defined contact is formed by removing an 
individual hydrogen atom from the end of a GNR. We use combined atomically-resolved 
atomic force microscopy (AFM) and scanning tunnelling microscopy (STM) to show that 
this bond formation strongly suppresses the electron-vibron (e-v) coupling, but does not 
affect the bulk electronic structure of the GNR.

4.2 Geometric and electronic structure of the GNRs

We have carried out combined low-temperature STM/AFM experiments on atomically 
well-defined GNRs grown through the on-surface polymerization of 10-10’-dibromo-9,9’-bi-
anthryl followed by thermal cyclodehydrogenation on Au(111) single crystals (fig. 4.1a, see 
Refs. [13,16,17] and methods section for details). A typical overview STM scan is shown in 
figure 4.1b. While many of the ribbons are attached to other ribbons or to gold step edges, we 
also observe individual, free ribbons (fig. 4.1c).  Such free ribbons are mobile, i.e. imaging 
them with current set-points above 10 pA resulted in lateral motion along the long axis of 
the GNR. This indicates that defect-free GNRs  are only weakly coupled to the substrate, 
in line with previous experiments on π-conjugated molecules on Au(111) [18]. Atomically 
resolved constant-height AFM images, acquired with a CO terminated tip, of the central 
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part and the end of a ribbon are shown in figures 4.1d and 4.1e, respectively. The GNRs have 
the expected structure based on the synthesis procedure: a series of alternating rows of 3 
and 2 fused benzene rings along its long axis and termination in an anthracene moiety. We 
do not observe any reconstruction of the edges. Hence, the edges and ends correspond to 
arm-chair and zigzag termination, respectively. Similar images of an entire ribbon show 
that the synthesis method typically yields defect-free GNRs. However, defects are some-
times observed. An example is displayed in figure 4.1f, which shows an atomically resolved 
image of a GNR comprised of 22 monomers units. This ribbon has one missing benzene 
ring (indicated by the red arrow) that is clearly visible in the AFM (fig. 4.1f). However, this 
major modification of the geometric structure is difficult to identify in the corresponding 
STM image (fig. 4.1g). This underlines the importance of acquiring simultaneous STM and 
AFM data.

The electronic structure of defect-free and free-lying GNRs are probed using differen-
tial conductance spectroscopy [19,20]. In agreement with previous work, we find the onset 
of the valence and conduction bands at –0.9 V and 1.8 V, respectively (fig. 4.2a-b) [16]. An 
additional resonance, located only at the end of the GNR, is observed 30 mV above the Ef 
(fig. 4.2c) in agreement with previous observations [21]. The valence and conduction bands 
are visualized using dI/dV mapping in the constant height mode (fig. 4.2d-e), while the 
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Figure 4.1 Chemical structure of atomically precise graphene nanoribbons. a. Bottom-up syn-
thesis of an armchair GNR results in zigzag terminated ends. b. STM overview image showing 
a free GNR (V= 50 mV, I = 5pA). c. Free GNR imaged with a CO terminated tip (V = 10 mV, I = 
5pA). d,e. Constant-height high resolution nc-AFM images of the middle and the zigzag end of 
a GNR obtained with a CO terminated tip (AFM set-point offset by 30 pm). f,g. Constant-height 
nc-AFM (f ) and constant-current STM (g) images of 22 monomer unit long GNR with a single 
missing benzene ring marked by the red arrow. AFM set-point offset by 48 pm. Scale bar in b: 
10 nm, others: 1 nm.
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Figure 4.2. Electronic structure of free lying graphene nanoribbons. a. An STM image of a free 
GNR (V = 50 mV, I = 20 pA). b. dI/dV spectrum recorded on the center of the ribbon showing 
the bandgap to be 2.7 eV in line with previous experiments [16,17]. c. dI/dV spectrum record-
ed on the GNR end showing the in-gap state with vibronic replicas. d,e. Constant-height dI/
dV maps of the valence and conduction bands of the GNR, respectively, acquired with a CO 
terminated tip. f. Constant-current STM image of the zigzag terminus acquired with a metal 
tip. g,h. Simulated local density of states maps of valence and conduction bands, respectively, 
assuming a pure p-wave tip. i. Simulated local density of states map of the end state assuming 
an s-wave tip. All scale bars: 0.5 nm.

state located at the end of the GNR can be observed in constant current STM. The calcu-
lated density of states of the valence band and the state at the end of the GNR, shown in 
figure 4.2g and 4.2i, agree well with the experiments. The agreement between the calcu-
lated (fig. 4.2h) and measured (fig. 4.2e) conduction band is less, which might be due to 
overlap in the states at the conduction band edge that we are unable to resolve. 
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In the following, we focus on the zigzag ends, which are the natural places for contacts. 
The GNR ends exhibit a localized state with an energy close to the Fermi level [21]. Figure 
4.3a shows dI/dV spectra measured at the two ends of a free ribbon in a small bias range 
close to the Fermi energy. The resonance at 30 mV has been observed before and is assigned 
to an end-state localized at the zigzag edge [21]. Indeed, this feature is not present in spectra 
acquired with the tip positioned above the centre of the ribbon. The end state is located at 
positive bias, implying the GNR to be hole doped by the Au(111) substrate  [13,16,18,22]. Its 
spatial extend can be imaged by taking dI/dV maps in the constant-height mode (fig. 4.3c). 
In order to enhance the spatial resolution of the maps, they were obtained with a CO-termi-
nated STM tip, which gives the tip wavefunction p-wave character [23]. The experimentally 

Figure 4.3. Comparison between experimental and calculated vibronic structure.  a. Differ-
ential conductance spectra measured on the two ends of an isolated GNR (blue and black 
lines) fitted with a model for vibronic transport with two vibrational modes with energies of 
74 meV and 189 meV, solid square and triangle, respectively. The elastic peak is indicated by a 
solid circle. Open symbols correspond to overtones and combination modes. All peaks were 
broadened by 40 meV and summed up to give the red line. Spectra acquired with a metal tip. 
b.  Comparison between experimentally determined and calculated e-v coupling strength. 
The experimental points, as determined from fitting the spectrum in (a), are indicated by red 
squares. The calculated e-v coupling constants λq of all modes (gray lines) were broadened 
by a gaussian of 15 meV, and summed up (black line). Note that the zero energy corresponds 
to the energetic position of the elastic peak as determined in (a). c,d. Constant-height dI/dV 
maps recorded with a CO-terminated tip at the bias voltage corresponding to the elastic peak 
(c, 50 mV) and to the vibronic replica (d, 225 mV). e. Corresponding calculated local density of 
states map assuming that CO-tip can be modelled as a p-wave tip. Scale bars: 0.5 nm.
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observed nodal plane structure is in agreement with the simulated image (fig. 4.3e). Note 
that the simulations did not take non-resonant tunnelling into account and used a purely 
p-wave tip [23,24].

4.3 Electron-vibron coupling 

Two more peaks are observed in this bias range on the termini of free ribbons. One 
appears as a shoulder at ~80 mV and the third peak is located at ~220 mV (fig. 4.2a). The 
end-states of a neutral GNR are predicted to exhibit spin-splitting. However, relevant to 
our experiments, the splitting is predicted to be very small for charged ribbons. The energy 
levels of a GNR comprised of 6 monomer with a charge q = 0, +1, +2 are shown in figure 
4.4a. Horizontal lines refer to molecular orbitals, and red upward-pointing and blue down-
ward-pointing triangles refer to spin up and spin down electrons in the occupied states, 
respectively. In the neutral ribbon, the end-localized states are spin-degenerate and coin-
cide with the HOMO and the LUMO. They consist of two states localized at the opposite 
ribbon ends. DFT predicts an antiferromagnetic coupling between the zero‐energy states 
localized at zigzag edges, both of them being ferromagnetically oriented but populated 
with opposite spins. Upon charging, this spin degeneracy is broken and the gap between 
the two end states sharply decreases. In the q = +1 and q = +2 ribbons, there is a pair of 
end-localized states for both spins that are nearly but not exactly degenerate. In the q = 
1 case, the HOMO belongs to one of these pairs, and the second pair is at approximately 
0.2 eV. The very small HOMO-LUMO gap in this case is thus between the end-localized 
states of up spin species. In the q = 2 case, all end-localized states are spin-degenerate 
and unoccupied around 0.1 eV. In the finite armchair ribbons with three edge‐atoms long 
zigzag ends, the splitting between the end states of the neutral ribbons is 0.43 eV and it is 
independent of the ribbon length (fig. 4.4b, black line). This is in contrast to infinite zigzag 
nanoribbons, in which the split decreases with an increasing ribbon width corresponding 
to increase of length in the finite ribbons [8]. Unlike the neutral HOMO-LUMO split, the 
end state split in charged GNRs decays exponentially with increasing length. Therefore, we 
attribute the extra peaks observed in the dI/dV spectrum to vibronic resonances.

Vibronic peaks arise as an electron tunnels through a molecular orbital and simulta-
neously excites a molecular vibration [25–27]. The energy spacing between the main peak 
and the first replica corresponds to the energy of that particular molecular vibration. 
The amplitude of the first replica is directly related to the strength of the electron-vibron 
coupling [28,29].If the second and third peaks arise from vibronic tunnelling, they should 
have the same spatial dependence as the elastic resonance. This is confirmed in figures 4.3c 
and 4.3d, which show dI/dV constant-height maps at voltages corresponding to the first 
and third peak, respectively. The nodal plane structure observed at 50 mV and 225 mV is 
identical. 

The overall line shape can be fitted well by a vibronic transport model with two vibra-
tional modes (74 meV and 189 meV), including overtones and combination modes (red 
line, fig. 4.3a). The model uses the energies of the modes (ħωq, the fitted response includes 
overtones and combination modes as predicted by the theory in ref.  [28,30]) and the 
dimensionless coupling constants λq as the fitting parameters. The e-v coupling strength 
can also be calculated theoretically using DFT [31–33]. The result of such a calculation on a 
3 monomer unit long GNR is shown in figure 4.3b. The gray lines indicate the couplings to 
individual vibrational modes. Broadening the e-v coupling of each mode with a gaussian 
with a width of 15 meV results in the black line. The overall response has 2 strong peaks and 
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a shoulder on the lower energy peak. This can be compared to the energies and coupling 
constants as determined from the experimental dI/dV spectrum. While the energies are in 
reasonable agreement, the coupling constants are underestimated by DFT. However, as in 
reality many modes contribute, the average coupling constant will go down as more modes 
are included in the fitting of the experimental dI/dV spectrum. Figure 4.5 shows the result 
of the vibronic transport model when fitting 3 or 4 modes (purple and green markers) 
together with the DFT results (grey vertical lines and solid black curve). An degrees in e-v 
coupling strength is observed with increasing number of modes.

One prerequisite to observe vibronic tunnelling is a sufficiently long lifetime of the 
excited state. In an STM setup this implies the existence of a double-barrier-tunnelling 
junction. This is typically realized by inserting a thin layer between the molecule/nano-
structure and the metallic substrate [25–27]. Here, we observe for the first time vibronic 
charge transport through a carbon nanostructure adsorbed directly on a metal. This obser-
vation supports the notion that the interaction of π-conjugated molecules with Au(111) is 
weak (no chemical bonding) [18]. 

Figure 4.4. DFT calculations of spin splitting of the zigzag end state. a. Energy levels close to 
HOMO in neutral (q = 0) and hole-doped (q = 1, q = 2) six-monomer ribbons. Horizontal lines 
refer to molecular orbitals, and red upward-pointing and blue downward-pointing triangles 
refer to spin up and spin down electrons in the occupied states, respectively. Upon charging, 
the spin degeneracy is broken and the gap between the two end states sharply decreases. In 
the q = 1 and q = 2 ribbons, the gap is 0.2 and 0.1 eV, respectively. b. The energy split between 
the states localized at the zigzag ends as a function of the number of monomers for neutral 
(black) and charged (q = 1 and q = 2) ribbons (red and blue refer to the two spin channels). 
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4.4 Contacting GNRs 

To study the effect of contacting the GNR to a metal, we controllably created a single 
GNR-Au bond. An example of such an experiment is shown in figure 4.6. The middle 
hydrogen atom at one of the zigzag ends is removed by locally applying a high voltage 
pulse, similar to the procedures for dehydrogenation of phthalocyanine molecules on 
Au(111) [34] and benzene on Cu [35,36]. Figures 4.6a and 4.6b show a free GNR before and 
after applying a voltage pulse of 3.7 V at the left end of the nanostructure, respectively. After 
the pulse, the GNRs can no longer be moved laterally, indicating an increased interaction 
with the substrate. Atomically resolved AFM images show a dark (less repulsive) feature 
at the position of the middle C atom of the zigzag edge. However, the outer two C6 rings 
appear unchanged, i.e. similar to the rings in the bulk of the ribbon and to the rings of the 
intact end. AFM imaging at smaller tip-sample distances reveals bonds in the direction of 
the middle zigzag C atom (fig. 4.6f). The above strongly suggests that the middle C atom 
bent down and formed a bond with the underlying Au(111) substrate. 

Higher magnification STM images (fig. 4.6c and 4.6d) show how the electronic state 
on one end is modified by the bonding to the surface, while the spatial shape of the elec-
tronic state at the opposite end appears unaltered. Differential conductance spectra taken 
on the end where the contact was made show only one broad resonance. It is not possible 
to assess the strength of the vibronic coupling in this ribbon end due to the increased life-
time broadening caused by the bond formation. The shift of the peak may be related to 
p-type doping or to a change in the orbital energy due to the bond formation. Moreover, 
dI/dV spectra of the opposite (intact) end show that contacting the GNR several tens of 
nanometres away results in a large decrease in the electron-vibron coupling: the vibronic 
replicas are strongly suppressed due to formation of a single C-Au bond (at the opposite 
end). Note that the elastic resonance at the intact end is unchanged. In addition, contacting 
the GNR does not lead to changes in the conduction and valence bands as shown in 
figure 4.7. dI/dV spectra are recorded on the GNR before (fig. 4.7a) and after (fig. 4.7b) contacting 
it. The valence and conduction band onsets remain located at -0.9 and 1.8 V, respectively. 

Figure 4.5. Fitting the vibronic structure in the dI/dV spectra. Comparison between the DFT 
calculation of the e-v coupling (black solid line) and the extracted coupling constants based 
on fitting the experimental dI/dV spectrum to vibronic transport model with two (red squares), 
three (blue circles) or four (green triangles) vibrational modes.
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Figure 4.6. Controlled atomic scale modification of the GNR reduces vibronic coupling.  a. 
High-resolution STM image of a free GNR (V = 50 mV, I = 5 pA). b. High-resolution STM image 
after a bias pulse has been used to modify the left end of the GNR (V = 50 mV, I = 20 pA). c,d. 
Zoomed-in STM images of the GNR ends after the modification (c: V = 50 mV, I = 50 pA, d: V = 
10 mV, I = 2 pA). e. Atomically resolved AFM image of the contacted GNR (AFM set-point offset 
by 120 pm). f. AFM image of the same ribbon as in panel e, but with the tip 80 pm closer to 
the sample. g,h. dI/dV spectra recorded at the left and right ends of the GNR before (blue) and 
after (red) of the modification. All the images and spectra have been acquired with a CO-ter-
minated tip. Scale bars: 0.5 nm.

 

 

Supplementary Figure S5 | In�uence of contacting on the valence and conduction bands. (a) STM 
image of a free lying GNR. (b) After applying a voltage pulse of 3.7 V to the right terminus, a C-Au 
contact is formed. In addition some H atoms of the arm-chair edge were removed. (c) dI/dV spectra 
acquired at the armchair edge of the GNR before and after contact formation (positions at which the 
spectra were acquired are indicated in a and b). Despite these modifications of the chemical structure of 
the GNR, no significant changes in the conduction and valence bands are observed. Scale bars: 1 nm.  

  

Figure 4.7. Influence of contacting on the valence and conduction bands. a. STM image of free 
lying GNR. b. STM image after applying a voltage pulse of 3.7 V to the right terminus. c. dI/dV 
spectra acquired at the armchair edge of the GNR before and after contact formation. The po-
sitions at which the  spectra were acquired are indicated in a and b. Scale bars: 1nm.
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This demonstrates that the electronic structure of the GNR is not affected by contacting.

Further evidence on the removal of a single hydrogen atom by voltage pulses comes 
from experiments on ribbons where the zigzag end does not exhibit the low bias state (fig 
4.8). The free lying GNR in figure 4.8a has two hydrogen atoms on the centre carbon of 
the zigzag end that can be visualized in AFM (fig. 4.8e). The second hydrogen atom sticks 
out of the molecular plain suggesting a sp3-hybridized carbon and is imaged as a repulsive 
feature. A voltage pulse at the top/bottom termini removes one hydrogen and restores the 
original sp2-hybridization visible by the electronic state at these ends (fig. 4.8b-c). Finally, 
a higher voltage pulse at the top termini results in the formation of the Au-GNR bond (fig. 
4.8d). 

 We have created single-atom contacts to 4 different free ribbons. In all cases, we 
observed a weakening of the e-v coupling strength. Since there is no registry between the 
ribbons and the Au(111) surface, it is unlikely that the weakening is due to a change of the 
adsorption site of the GNR. Furthermore, as pointed out above, the ribbons are weakly 
coupled to the substrate. For such systems, the substrate does not have a large influence on 
the relative magnitude of the e-v coupling strength (all spectra were acquired at positions 
with a maximum apparent height [24]). It is well-known that the lifetime of the electron on 
a molecular resonance has a significant effect on the vibronic coupling strength. As the life-
time is shortened, the vibronic features decrease in intensity [29], in line with our results. 
In addition, formation of an atomic contact increases dissipation, leading to a faster decay 
of the vibrationally excited state and to a decrease of inelastic carrier transport [37].

Figure 4.8. Hydrogen abstraction from the GNR terminus. a. Free lying GNR with two ends that 
do not show an end state at low bias (V = 50 mV, I = 15 pA). b. After applying a voltage pulse of 
2.5 V at the top end, the ‘regular’ electronic state is observed (V = 50 mV, I = 10 pA). c. Applying 
a similar pulse to the bottom end leads to the appearance of this state also at the bottom (V = 
50 mV, I = 10 pA). d. Applying a 3.7 V pulse at the top terminus resulted in the formation of a 
C-Au contact, as described in the main text (V = 0.5 V, I = 150 pA). e. Atomically resolved AFM 
image of the end of (a) that does not show states at low bias. Previously, this type of STM con-
trast on a GNR end was wrongfully assigned to a missing C atom [17]. The increased repulsion 
on the middle C atom is consistent with an sp3-hybridized C atom, passivated by two hydro-
gen atoms one of which is located above the GNR plane (CH2 group).  All scale bars: 0.5 nm. 
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The results shown in figure 4.6 demonstrate that the strength of the electron-vibron 

coupling and the electron lifetime are sensitive to the exact atomic-scale structure of the 
GNRs. To investigate these effects in more detail, we examine a GNR that is most likely 
connected in the middle to another ribbon (fig. 4.9a-b and 4.9d). In turn this second ribbon 
is part of a large network of connected species. Such structures occur naturally after the 
on-surface polymerization and cyclodehydrogenation steps. While the elastic peak posi-
tion and amplitude and wavefunction structure at the ends of the ribbon are very similar 
to an isolated GNR, the vibronic peaks are very weak (fig. 4.9c). This suppression of the e-v 
coupling is likely to be caused by a similar mechanism as in the case of contacting individual 
ribbons: The lifetime of the vibrationally excited state is reduced either due to increased 
tunnelling rate out of the GNR or increased energy dissipation due to better coupling with 
the phonons of the substrate or the neighbouring ribbon.

4.5 Conclusion

We have demonstrated that defect-free GNRs show a mid-gap state localized on the 
zigzag termini, as well as valence and conductions states in agreement with DFT. The GNRs 
are weakly coupled to the Au(111) substrate. Au-C bonds can be created at well-defined 
positions by removal of a single hydrogen atom through a voltage pulse from the STM tip. 
By directly comparing the electronic structure of a ‘free’ GNR with the electronic structure 
of the same ribbon after making contact with the metal substrate, we obtain direct and 
unambiguous information on the effect of coupling to the leads. This approach should be 
generally applicable to study the effect of contact formation. We find that creating a single 
carbon-metal bond does not modify the bulk electronic structure (valence and conduction 
bands) of the GNR, but strongly reduces the strength of the electron-vibration coupling of 
the end state due to an increased coupling with the substrate. This effect can be sensitively 
probed by measuring the amplitude of the vibronic replica, i.e. the intensities of inelastic 
transport signatures.
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Figure 4.9. Chemical and electronic structures of commonly observed defects.  a,b. STM (a) and 
AFM (b) images recorded with a CO terminated tip of a GNR connected in the middle by an-
other ribbon (STM setpoint: V = 10 mV, I = 15 pA. AFM offset w.r.t. STM:  30 pm). c. dI/dV spectra 
acquired on the end of the ribbon shown in a (with a CO tip). d. Higher magnification constant 
height AFM image of the junction shown in b (local contrast). AFM set-point offset by 50 pm. 
Arrows indicate possible bonds between the ribbons. All scale bars 0.5 nm.
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4.6 Methods

Sample preparation. The 10-10’-dibromo-9-9’bianthryl molecules were synthesized by subse-
quent decomposition of the Grignard of 9-bromo-anthracene over CuCl2 followed by bromination 
using bromine [13,38]. Samples were prepared by evaporating the bi-anthryl precursor molecule from 
a Knudsen cell-type evaporator onto a Au(111) single crystal cleaned by standard procedures and two 
subsequent heating steps [13,17]. This resulted in a sub-monolayer coverage with a low number of free 
GNRs. 

STM and AFM measurements. After the growth, the sample was inserted into a low-temperature 
STM/AFM (T = 4.8 K, Omicron LT-STM/QPlus AFM), housed within the same ultrahigh vacuum 
system (base pressure <10-10 mbar). We used a QPlus sensor with a resonance frequency f0 of 24.454 
Hz, a quality factor of >12k, and a peak-to-peak oscillation amplitude of ~86 pm. STS measurements 
were performed using a lock-in amplifier (fmod= 714 Hz, Amod= 10 mV (rms)). Picking up an individual 
carbon monoxide molecule to the tip apex was used to achieve atomically resolved AFM images and 
to improve the spatial resolution of STM orbital imaging [23,39,40]. For the constant-height AFM 
images, the tip-sample distance was typically decreased by a few tens of pm (as indicated in the figure 
captions) w.r.t. the STM set-point (V = 50 mV, I = 10 pA) after switching off the feedback. AFM images 
were recorded with V = 0 V.
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Chapter 5 Bending and buckling of narrow armchair graphene nanoribbons via STM manipulation

Semiconducting graphene nanoribbons (GNRs) are envisioned to play an important 
role in future electronics. This requires the GNRs to be placed on a surface where 
they may become strained. Theory predicts that axial strain, i.e. in-plane bending of 
the GNR, will cause a change in the band gap of the GNR. This may negatively affect 
device performance. Using the tip of a scanning tunneling microscope (STM) we con-
trollably bent and buckle atomically well-defined narrow armchair GNR and subse-
quently probed the changes in the local density of stated (LDOS). These experiments 
show that the band gap of a 7 atom wide armchair GNR is very robust to in-plane 
bending and out-of-plane buckling. 

5.1 Introduction

For graphene to reach its full potential in electronic applications, it is essential to in-
troduce a band gap [1]. There exist various ways to do so, ranging from creating graphene 
nanostructures, to inducing strain [2–5]. In case of graphene nanoribbons, the band gap 
depends on the width and termination of the ribbon. This makes GNRs promising struc-
tures for application in future electronics, especially if they are atomically well-defined. 
Sizeable band gaps are only obtained for armchair edge GNRs (ac-GNR) having a width on 
the order of 5-15 atoms [3–5]. When such an ac-GNR would be integrated into a (macro-
scopic) device it will almost certainly experience some form of strain [6,7]. This raises the 
question how strain affects the electronic structure of ac-GNRs.

Thus far, the influence of axial strain and in-plane bending strain on the electronic 
structure of GNRs has only been addressed theoretically. Depending on the type of strain, 
changes in the band gap ranging from a few tens of meV to 1 eV have been predicted [8–11]. 
Experimental verification of these predictions are scarce, especially for in-plane bending 
and buckling. Recent advances in the preparation of GNRs allows for synthesis of atomi-
cally precise 7-ac-GNRs on Au(111) under UHV conditions  [12]. The electronic structure of 
these ribbons is well characterized  [13–15]. High-resolution direct/inverse photoemission 
spectroscopy gives a band gap of 2.4±0.4 eV [13]. Scanning tunneling spectroscopy (STS) 
measurements find a comparable band gap (2.6 eV)  [14,15]. In a STM experiment the GNR 
could also be picked up to perform conductance measurements along its long axis [16].  In 
this experiment the conductance is observed to decrease when the GNR is lifted from the 
surface. This is ascribed to out of plane bending of the GNR, caused by lifting it from the 
surface. Here, we study how in-plane bending of atomically well-defined ac-GNRs affects 
their electronic structure. The ribbons are bent using the tip of a scanning tunneling micro-
scope. The changes in the electronic structure are subsequently probed using STS.

5.2 Bending  of ac-GNR

All experiments were performed in a low temperature STM/AFM (Omicron GmbH) 
kept at 4.5K using a tuning fork in the Q-plus design as the force sensor (fres = 24.454 Hz, 
Q = 12k, Aosc: ~86 pm). Seven atoms wide ac-GNR are grown by evaporating the precursor 
molecule 10-10’-dibromo-9-9’-bisanthracene onto a clean Au(111) surface kept at 200 ˚C, as 
described previously [12]. Subsequent heating to 400 ˚C leads to the formation of atomi-
cally well-defined ac-GNRs. All STS spectra are recorded using a lock-in amplifier with the 
oscillator set to fmod = 293Hz, Amod = 10/20 mV RMS.
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Figure 5.1a shows an atomically resolved AFM image of an ac-GNR measured with a 

metal terminated tip, overlaid with an atomic model. The measurement is performed at 
constant height and shows a large attractive force at the edge of the ribbons. At these points 
the GNR might be lifted slightly from the surface due to the reactive metal tip. Note that 
chemically passivated tips (typically CO terminated) are required to avoid accidental pick 
up of small molecules [17]. Scanning Tunneling Spectroscopy (STS) spectra recorded at sev-
eral positions over a GNR (fig. 5.1b) shown in figure 5.2c show the onset of the valence band 
around -0.8V. The onset becomes less steep when STS spectra are recorded closer to the end 
of a ribbon. Tight Binding calculations (TB) performed on gas-phase ribbons predict that 
the states on ac-GNRs can be considered as monomer states modulated by a 1D particle-in-
a-box envelope function. Since the intensity of this envelope function varies spatiality, a de-
crease in the LDOS is expected towards the end of the GNR. STS spectra extracted from the 
TB calculations (fig. 5.1d) are in good agreement with the experiment. Note that the broad 
in-gap resonance between -0.5 V and 0 V is due to the Au surface state under the ribbon.

The STM tip can be used for the manipulation of small molecules or atoms [18]. The 
same methodology can be used to bend GNRs. Briefly, in-plane bending of ac-GNR is done 
by placing the tip next to the GNR, disconnecting the feedback loop, moving the tip a few 
Angstroms towards the surface, and moving the tip in the direction of the desired bend (fig. 
5.2a). After the manipulation, the feedback loop is reconnected and an image can obtained 
of the bend ac-GNR (fig. 5.2b). We find that the maximum curvature that can be obtained 
for an ac-GNR is 2 deg/nm. Above this curvature the energy associated with the internal 
strain in the GNR is bigger than the interaction energy with the surface, causing the GNR to 
relax to a less strained conformation. An example of the changes in the electronic structure 
of a GNR due to bending to a curvature of 2 deg/nm is shown in figure 5.2c. The valence 
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Figure 5.1. a. 7 atoms wide ac-GNR overlaid with atomically resolved AFM image. b. STM im-
age of 7 atoms wide ac-GNR (100 mV, 100 pA) with colored crosses indicating positions of 
STS spectra, scale bar 5 nm. c-d. experimental and calculated (TB) STS spectra on ac-GNR (25 
monomer units). 
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band onset is shifted to lower bias by 59±10 mV(fig. 5.3c, top), while the conduction band 
shifts to higher bias by 26±10  mV(fig. 3c, bottom).The change is band gap is only 33 mV (1.3 
%). Figure 5.3d shows the valence/conduction band of several GNRs, plotted as a function 
of curvature. In all cases, we find that for curvatures up to 2 deg/nm the effect of bending 
on the band gap is small, on the order of a few percent.  

Note that since both the valence and conduction band shift in the same direction, we 
can rule out that the shift of the bands is caused by a change in voltage distribution in 
the tunnel junction (caused by e.g. a change in the adsorption height of the GNR on the 
Au(111)). Also, a slight buckling (induced by bending) is deemed unlikely: Buckling would 
result in one of the arm-chair edges being closer to the substrate, whereas the opposite 
edge is further away. This should lead to a shift in opposite directions on the two sides of 
the GNR. However, this is not observed experimentally. In addition, we did not observe 
differences in the apparent height along the short axis of the GNRs. Considering the above, 
we believe that the observed shift of the valence and conduction bands, as well as the small 
changes in the band gap are caused by the in-plane bending. 

For planar ribbons, strain can be accommodated in changes in bond-angle and in bond 
length. In case of the latter, the distances between the atoms, and therefore the magnitude 
of the hopping integral, should change significantly. This should result in large changes in 
band gap. In contrast, if strain causes bond angles to distort, the magnitude of the hopping 
integral – and therefore the band gap – should not change much. Hence, we tentatively 
conclude that the strain induced by in plane bending is accommodated in distorted bond 
angles. This is consistent with the calculated ratio of the bond and angle stiffness [19,20].
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Figure 5.2. a. Schematic of GNR bending: after that the feedback loop is disconnected, the tip 
is moved towards the surface and the GNR is pushed by the tip. b. Top, a straight GNR with 
the tip trajectory indicated. Bottom, after manipulation the GNR is at its maximum curvature 
of 2 deg/nm. c. STS spectra of valence band (top) and conduction band (bottom) recorded for 
bent/straight ribbons. d. Position of valence band (top) and conduction band (bottom) record-
ed on several ribbons (indicated by colors) with different curvatures.
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To investigate the mechanism of bending as well as to bend ac-GNR beyond 2 deg/nm, 
an additional z-step towards the surface was made before reconnecting the feedback loop. 
This additional z-step results in the deposition of a small cluster of atoms next to the ribbon 
(see fig 5.3a). We believe that the tip pushes the GNR since the cluster of atoms ends up on 
the side of the ribbon from which the tip came. This small cluster allows us to push the GNR 
beyond a curvature of 2 deg/nm (fig. 5.3a-1/2). Above a curvature of 4 deg/nm ac-GNRs 
start to buckle. This buckling is seen in STM images as a large increase in apparent height at 
the buckling site. The buckled GNR is stable on the surface indicated by the fact that it does 
not relax to a more straight conformation, even after removal of the cluster of atoms need-
ed for curvatures between 2 and 4 deg/nm (fig. 5.3a-3). The STS spectrum in figure 5.3b is 
recorded on a straight part of a buckled ac-GNR. It shows the same features as a spectrum 
obtained on a straight GNR (VB at -859 mV, Au(111) surface state onset at -400 mV and the 
CB at 1757 mV)  [14,15]. Buckled GNRs can be returned to (nearly) straight configurations. 
STM images acquired after ‘unbuckling’ do not reveal any defects, demonstrating that the 
buckling is a non-destructive process (fig. 5.3a-4).

5.3 Buckling of ac-GNR

Finally, we can use the STM tip to buckle the ac-GNR along the entire edge, resulting in 
a so-called partial-Single Walled Nanotube (p-SWNT) [15,21]. Figure 5.4a shows an intact 
ac-GNR. Figure 4b shows the same GNR after scanning several times at high bias (3.7V). A 
single voltage pulse of this magnitude leads to breaking of a C-H bond and formation of a 
C-Au bond  [15]. The ribbon appears narrower and the apparent height has decreased w.r.t. 
the as-grown ribbons (see fig. 5.4d, location of the line profiles indicated in 5.4a and 5.4b). 
A constant height AFM image of this ribbon (fig. 5.4c, acquired with a metal tip) has a loss 
of contrast near the edges, consistent with a buckled structure [22]. Additionally, the large 
areas of attraction, seen for the intact GNR (fig. 5.1a), are no longer present. This suggests 
that the ribbon is more strongly coupled to the surface, in agreement with the narrower 
appearance and the lower apparent height. The above observations strongly suggest that 
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Figure 5.3. a. Bending of ac-GNRs beyond 2deg/nm. Arrows indicate the direction of tip mo-
tion. Top left image:  2 manipulations steps to bend a GNR beyond 2deg/nm. The last step is 
deposition of a small cluster of atoms to prevent GNR relaxation. Top right image: cluster is 
removed. Bottom left image: buckled GNRs is stable for imaging and can be straightened by 
pushing. Bottom right image: STM image after straightening the buckled GNR. b. STS spectra 
recorded on a straight part of a buckled GNR. 
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(almost) all C-H bonds are broken and that multiple C-Au bonds are formed. Due to mis-
match of the GNR structure with the underlying Au lattice the p-SWNT is not evenly buck-
led. A STS spectrum before and after the buckling of the ac-GNR shows a broadening of the 
CB (fig. 5.4e), also consistent with an increased coupling to the surface [15].

5.4 Conclusion

To conclude, we have subjected atomically precise ac-GNR to several different types of 
STM manipulations. For in-plane bending of ac-GNRs up to curvatures of 2 deg/nm, both 
the conduction and valence band shift to lower bias. The changes in the band gap are on 
on the order of a percent. A GNR can also be buckled, transforming it to a p-SWNT, by 
contacting the carbon atoms along the armchair edge to the Au substrate via tip induced 
bond formation. An atomically resolved AFM image shows the buckled structure. In this 
conformation the states of the ac-GNR broaden significantly due to increasing coupling to 
the surface.
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Figure 5.4. a. STM image of an intact GNR (50 mV, 2 pA). b. STM image (100 mV, 50 pA) of a 
buckled GNR after scanning the as-grown GNR multiple times at 3.7 V, 500 pA. c. Constant 
height AFM image of the buckled ac-GNR shown in b. d. height profiles of ac-GNR before and 
after buckling (dotted lines in (a) and (b)). e. STS spectra recorded on an ac-GNR before and 
after buckling (see inset).
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Chapter 6 Modelling the Self-Assembly of Organic Molecules on Weakly Interacting Surfaces

If organic molecules are to be used as the active component in devices, self-assembly 
represents the most attractive route to control the geometric structure and therefore 
part of the device performance. In this chapter, high-resolution STM measurement 
combined with DFT and MC calculations are used to study the stability of self-
assemblies of molecules with bonding motifs spanning (nearly) the entire range 
of intermolecular interaction strengths. Our atomistic model reproduces the 
experimentally observed crystal structures with sub-Ångström precision in all cases. 
In addition, it is able to identify metastable structures through thermodynamic 
analysis. This model will allow for a-piori predictions of the structure of molecular 
self-assemblies on weakly interacting surfaces.

6.1 Introduction

The ability to control the properties of surfaces is of key importance for many technol-
ogies. One attractive route to achieve this is via the adsorption of organic molecules [1]. In 
particular, molecular layers can impart potentially useful features to surfaces, such as resis-
tance to corrosion, templating, and biocompatibility [2,3]. Ordered molecular architec-
tures can give rise to more sophisticated functionalities such as gas-sensing [4], molecular 
machines [5], and molecular circuitry for electronics [6,7]. Both the type of molecules as 
well as the geometric structure of the final self-assembled layer influence the properties of 
the material. Hence, structural control is of great importance. 

On a surface, the interplay of molecule-molecule and molecule-substrate interactions 
governs the geometry of the final layer. For example, molecules with different functional 
groups but the same chemical backbone give rise to different self-assembled structures 
(vide infra)  [8]. In addition, the same molecule can form multiple structures,  [9] either 
because multiple crystals are stable or because a local minimum in free energy is kinetically 
favored. Specifically, phenomena such as kinetic trapping and pathway complexity can 
result in formation of metastable structures [10]. Such phases are well-known experimen-
tally and a significant research effort is devoted to circumvent their formation [11–13].  On 
the other hand, control over metastable structures offers an additional avenue to tune the 
final geometry of the self-assembled phase via experimental parameters, e.g., the cooling 
rate [14]. 

Considering the vast parameter space and the importance of the structure for the final 
properties, a method that predicts which structures are thermodynamically stable and 
which are metastable based on just the chemical composition of the constituent molecules 
and the substrate used, is therefore highly desirable. Thus far, extracting thermodynamic 
information from models of molecular self-assembly has received little attention.

Different types of models have been used to simulate self-assembly. This includes 
models in which molecules are represented as geometric shapes that move on a lattice. The 
interactions between these shapes are described using a set of binding rules extracted from 
density functional theory (DFT). Alternatively, atomistic models have been devised [15,16]. 
In the absence of chemical reactions, intermolecular interactions are dominated by van 
der Waals attraction (vdW), Pauli repulsion, and electrostatic forces  [1,17–20]. Hence, 
the atomic models should therefore include at least these three interactions. An accurate 
description of the electrostatic contribution is especially important, as these can range 
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from very weak to very strong and can be long-ranged. Since most classical force fields 
incorporate these interactions (in one form or another), these have been used to simulate 
self-assembly of molecules [9,15,16,21–24]. Additionally, methods for incorporating mole-
cule-substrate interactions have been developed  [25–27]. However, the ability to predict 
which crystals are stable and which are metastable has received little attention. 

Here, we present an experimental and theoretical investigation of the self-assembly 
of molecules with different functional groups (carboxylic acids, nitrile groups, pyridine 
groups) on weakly interacting surfaces. This results in systems with strong, intermediate, 
and weak electrostatic interactions between molecules, respectively. We developed an 
atomistic model that accurately describes the forces between molecules based solely on the 
chemical structure of the molecules. Each atom is assigned a fractional charge, calculated 
from DFT and lone pairs are explicitly taken into account. This, together with the vdW 
and Pauli interactions, is used as input for Monte Carlo (MC) simulations. Both stable and 
metastable phases are identified. In all cases, the experimentally observed crystal struc-
tures are reproduced with a precision in the lattice parameters of 0.3 Å or better. 

6.2 Self-assembly on a Au(111) surface 

The magnitude of the electrostatic interactions is varied by introducing different 
functional groups (carboxylic acid, nitrile, and pyridine) to otherwise similar molecules. 
The structure of the molecules (bis-(para-benzoicacid)-actelyene, 1, bis-(para-cyanoben-
zene)-actelyene, 2, and bis-(para-pyridine)-acetylene, 3) is given in figure 6.1a-c, respec-
tively. The molecules were synthesized according to literature procedures  [28–30]. For 
details, see the methods section. Molecules 1-3 were evaporated onto an Au(111) crystal 
cleaned by several sputter/anneal cycles held at room temperature from a stainless-steel 
crucible in an e-beam evaporator. In all cases only one type of molecule was evaporated 
and the coverage was below one monolayer. After evaporation the crystal was inserted into 
a LT-STM (Omicron GmbH) operating at T = 4.5K located in the same vacuum system. 

All molecules formed at least two different structures on the Au(111) surface, an over-
view of which is shown in figure 6.1d-j. All three types of molecules appear as dumbbells 
in the STM images. Given the cooling rate of >10 K min-1, it is very likely that some of these 
structures are metastable [14].  For all three molecules a close-packed crystal is observed 
(fig. 6.1d-f). All molecules also form self-assembled layers with a lower density (fig. 6.1g-j). 
Note that these structures are very different for the different molecules. For 1, patches 
with honeycomb (fig. 6.1g) and square (fig. 6.1j) geometries are observed, whereas for 2 
a ‘fishbone’ like structure (fig. 6.1e) is found. 3 forms multiple lower density structures 
that contain a significant number of defects, one of which is shown in figure 1i. In the 
following, this chiral structure is referred to as the ‘windmill’ structure. Both stereoisomers 
are observed in equal amounts. As clearly seen in figures 6.1d-f, the herringbone recon-
struction of the Au(111) surface is visible underneath all crystals. This implies that the inter-
action between the molecules and the surface is weak, in line with previous experiments on 
π-conjugated molecules on Au(111) [31,32].  
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6.3 DFT calculation of adsorption energies

To obtain more information on the interaction between 1-3 and the Au(111) 
substrate, we performed DFT calculations with periodic boundary conditions 
using the VASP package  [33,34]. These calculations employed the optB88-vdW 

Figure 6.1. STM overview of self-assembled structures on Au(111). a-c. Structures of 1-3, 
respectively. C, N, O, and H atoms are indicated in black, blue, red, and white, respectively. 
d-f. Close-packed crystals of structure of 1-3, respectively. The insets shows the unit cells. 
g-j. Crystals with different geometries as observed for 1 (g,j), 2 (h) and 3 (i). All images are 
recorded on a Au(111) surface with tunneling parameters of 0.05-0.1 V/5-10 pA. Scale bars in 
d-i: 5 nm, in j: 1 nm.
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functional to account for Van der Waals interactions and cut-off energies of 600 
eV and 800 eV for the wavefunctions and the augmentation charges respectively.  
Each molecule was first allowed to relax in a vacuum until the forces were smaller than 
1 meV/Å. Molecules were then placed in the high symmetry directions of the Au(111) surface:  
[10−1] and [−12−1]. For the Au(111) crystal, a lattice parameter obtained with a calculation of 
bulk Au was used. Due to the size of the molecules, the thickness of the Au(111) slab was 
limited to 4 layers. This resulted in slabs containing 9 x 6 Au atoms per layer for molecules 
oriented in the [10-1] direction and 5 x 10 for molecules in the [-12-1] direction. The vacuum 
layer was 20 Å. The adsorption energy of a molecule is calculated by subtracting the energy 
of the empty slab and the free molecule from the combined system.

Figure 6.2 shows the adsorption energies of molecule 1-3 along the  [10−1] and [−12−1]. 
The minima for all three molecules (shown in figure 6.2 with magenta open symbols) are 
located around hmin = 3.4 Å for both directions. For molecules 2 and 3 the difference in the 
adsorption energy between the two high symmetry directions is very small. For molecule 
1, they are somewhat larger. Adsorption energies in the range of -1.5 – 2 eV per molecule 
(-5 - 7 meV per atom), as well as adsorption heights of approximately 3.4 Å indicate a weak 
molecule-substrate interaction. A Bader analysis of the charge density shows that the total 
charge transfer between 1-3 and the substrate is on the order of 0.01 e-. Hence, neutral 
molecules are used to model the self-assembly.

6.4 Monte Carlo simulations using Hunter-Sanders model

We now turn our attention to simulations of the self-assembled layers.  In the absence 
of chemical bonding, the geometric structure of a molecule will to first order not change 
due to self-assembly. Hence, to model self-organization it should be sufficient to take 
into account only intermolecular interactions, i.e. we treat the molecule as a rigid body. 
To investigate the stability of the observed structures we propose an atomistic model that 
includes only vdW, Pauli and electrostatic forces between atoms. The vdW and Pauli are 
modelled using parameterized pair potential function from the AMBER force field [35]. As 
a starting point to model the electrostatic forces between molecules, we use the model by 
Hunter and Sanders [36]. This model accurately describes the packing of aromatic mole-
cules in 3D crystals. The model is illustrated in figure 6.3a/b. Each atom that contributes 
to the π-framework is represented by 3 point charges (fig. 6.3b); a positive charge (+1e- for 
C, +1.5e- for N, +2e- for O) at the location of the nucleus and two negative point charges 

Figure 6.2. Adsorption enegy of all molecules on Au(111)  a. Energy distance curves for 1 with 
the molecule oriented in the high symmetry directions as indicated. Solid symbols indicate 
calculation results. The dotted and dashed lines correspond to a fit to the rational function f(h) 
= a/h + b/h2 + c/h3. Open magenta symbols indicate the minimum of the fit. b. Same as a, but 
for 2.  c. Same as a, but for 3.  
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(-0.5e-, -0.75e- and -1e-) located a distance δ = 0.47 Å above and below the nucleus (fig. 
6.3b). The value of δ is chosen such that the model reproduces the experimental value of 
the quadrupole moment of benzene [37]. We amend the original model by including the H 
atoms as single point charges at their atomic positions (fig. 6.3b). In addition, lone pairs of 
electrons are explicitly taken into account as additional negative point charges (fig. 6.3b). 
The number and position of lone pairs around an atom is determined by its hybridization. 
In figure 6.3c the lone pair configurations for oxygen and nitrogen used in this chapter are 
illustrated. All lone pairs are located a distance ΔL = 0.47 Å from the positive charge. A sp3 
oxygen has one lone pair above and one lone pair below the plane. This can be modelled 
by including a single lone pair in the plane. The sp2

 oxygen has two lone pairs in the plane, 
separated by 120°. Nitrogen in a sp hybridization has one lone pair in line with the bonding 
direction. Finally, a sp2 nitrogen has one lone pair in the plane directly opposite its two 
bonding partners. 

In (nearly) all molecules, the electrons are inhomogeneously distributed over space 
leading to charge polarization. This charge polarization is incorporated by assigning a 
fractional charge to each atom. The magnitude of these partial charges are obtained by 
partitioning the total electron density, obtained from DFT, using the Voronoi Deformation 
Density (VDD) [38]. The magnitude of the negative point charges is determined by dividing 
the total negative charge of the atom (-1e- for C, -1.5e- for N, -2e- for O, corrected by the VDD 
charges) by the number of negative point charges surrounding it. For example, the N atom 
in figure 6.3b (VDD: -0.17e-) is modelled by one positive charge of +1.5e- and three identical 
negative point charges of (-1.5e- - 0.17e-)/3 = -0.443e-. Finally, the self-assembly is studied 
using Monte Carlo simulations in the canonical ensemble (details in methods section). 

Snapshots of the simulation of 1-3 after MC runs of 4 x 106, 2.5 x 106, and 2.75 x 106 cycles 
are shown in figure 6.4a-c, respectively. At the start of the simulations, the molecules were 

Figure 6.3. Atomic model to interpret molecular interactions. a. Two HCN molecules above a 
weakly interacting surface. b. Representation of the point charges in two HCN molecules com-
prising the electrostatic interaction. c. Lone pair configurations around oxygen and nitrogen 
atoms as used in the model.
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placed randomly in a 150x150 Å box and the temperatures were fixed at T = 500 K, 275 K, and 
300 K, respectively. For all molecules, patches of close-packed crystals are observed. These 
are also the most abundant in the experiment. Interestingly, for 3 also the lower density 
windmill structure is observed in the simulations. 

To facilitate a comparison between experiment and theory, we determined the radial 
distribution function, g(r), as well as the lattice parameters from the STM images and 
MC simulations. The crystals observed in the NVT simulations are rather small, making 
it difficult to extract meaningful parameters from these simulations. Larger crystals were 
obtained by using the crystals found in the NVT simulations as input for isotension-iso-

Figure 6.4. MC simulations of all molecules showing most stable structures. a. Snapshot of 1 
after 4 x 106 MC-cycles at T = 500 K in a 150 Å x 150 Å box showing self-assembly. b. Same as 
(a), but for 2 and after 2.5 x 106 MC-cycles at T = 275 K. c. Same as (a) but for 3, and after 106 
MC-cycles at T = 150 K. d-f. Radial distribution functions extracted from experimental (blue) 
and simulation (isotension-isothermal ensemble, red) data for close packed crystals of 1-3, 
respectively. g. From left to right: snapshots of simulations starting with experimentally ob-
served honeycomb and square crystals of 1 (after 3 x 106, 3 x 105  MC cycles and at T = 300 , 250 
K respectively) and the ‘fishbone’ crystal of 2 (after 3 x 105 MC simulations, T = 250 K). 

a b c

0 10 20 30 40
r(Å)

Experiment

Simulation

g(
r)

g

d e f

0 10 20 30
r(Å)

g(
r)

Experiment

Simulation

0 10 20 30 40
r(Å)

g(
r)

Experiment

Simulation

1, start from honeycomb 1, start from square 2, start from �shbone



72

Chapter 6 Modelling the Self-Assembly of Organic Molecules on Weakly Interacting Surfaces

thermal ensemble MC simulations (details in methods section). The radial distribution 
functions are given in figure 6.4d-f. In all cases the peaks overlap, indicating a good agree-
ment. This is further corroborated by the fact that lattice parameters agree to within 0.3 Å 
and 2˚ (see Table 1). Hence, our model is able to correctly reproduce the structure of a 
self-assembled molecular layer for various intermolecular interaction strengths. Even in 
the case of previously studied 2,3-naphthalocyanine (4) [20], where the electrostatic contri-
bution to the intermolecular interaction is virtually zero, our model correctly reproduces 
the experimentally observed crystal structure (fig. 6.5a-b). The experimental and simulated 
radial distribution functions of 4 are shown in figure 6.5c. The peaks overlap, indicating a 
good agreement. The experimental/theoretical lattice parameters are: a = b = 16.1/16.6 Å, 
α = 90/90°, respectively. The difference between experimental and simulated values are 
somewhat larger than for 1-3. We tentatively assign this somewhat larger differences to a 
non-perfect description of the L-J pair potential.

To study the robustness of the model, we investigate the self-assembly of 2 with various 
values of δ and ΔL. We varied δ from 0.2 to 0.6 Å and plot the radial distribution function 
of the resulting crystal (fig. 6.6a). For values of δ smaller than 0.6 Å, the molecules form 
the close-packed structure. In this regime, an increase in δ results in a small increase in 
the distance between the molecules. This increase can be rationalized from a decrease in 
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Figure 6.5. The self-assembly of 2,3-naphthalocyanine. a. STM image of close-packed crystal 
of 4 taken at room temperature. (V = -1.47 V, I = 40 pA). Scale bar: 5 nm. Data courtesy of M. 
Stöhr. The inset shows the chemical structure of 4. Carbon, hydrogen and N atoms are indicat-
ed in gray, white and blue, respectively. b. Snapshot of 64 molecules after a MC run of 450K 
cycles at T = 100 K. c. g(r) extracted from the STM images and MC simulations. The inset shows 
the unit cell of the molecular crystal. Lattice parameters are: a = b = 16.1/16.6 Å, α = 90/90°, 
respectively (experiment/theory).
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6the intermolecular interactions (due to a larger distance between the negative charges of 
one atom and the positive charge of another atom). Above δ = 0.6 Å, the molecules self-as-
semble into a different crystal structure.

Increasing ΔL has the same effect as increasing δ: the distance between the molecules 
increases but the symmetry of the crystal is unaffected (fig. 6.6b). For very small values of 
ΔL, there are significant differences in the crystal structure, as evidenced by the different 
radial distribution function (purple curve in fig. 6.6b). This can be rationalized from the 
smaller effect of the negative point charge used to model the lone pair at smaller ΔL. From 
the observations described above we conclude that the model is robust with respect to 
small variations in δ and ΔL.

It is well known that not all stable phases form spontaneously in typical MC simula-
tions. Hence, to investigate the stability of the other experimentally observed crystals for 1 
and 2, we performed simulations in the canonical ensemble where we start with the exper-
imentally observed crystals. If the simulated crystals quickly transform into another crystal 
or melt into a gas or liquid, then according to the model they are unstable. If they do not 

Figure 6.6. The radial distribution of BPCA with varying δ and lone pair distance.  a. The radial 
distribution of 2 for several values of delta. b. The radial distribution of 2 with several distances 
for the lone pair.
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Molecule Extracted from Lattice parameters

a (Å) b (Å) α (º)

1 Experiments 8.1 16.3 51

Simulations 8.4 16.5 50

2 Experiments 14.6 14.6 30

Simulations 14.9 14.8 29

3 Experiments 12.3 12.3 32

Simulations 12.4 12.4 34

4 Experiments 16.1 16.1 90

Simulations 16.6 16.6 90

Table 6.1. Lattice parameters of close-packed crystals of 1, 2 and 3. Standard deviation for all 
distances and angles: 0.2 Å and 1º, respectively. 
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melt, they are either metastable or stable. Figure 6.4g shows snapshots of these simulations 
for the honeycomb and square crystal structures of 1 and the fishbone phase of 2 (after 3 x 
106, 3 x 105, and 3 x 105 cycles, respectively). Simulations were performed using T = 300, 250, 
and 250 K, respectively. In all cases, the crystals are still intact, indicating that they are at 
least metastable.

To investigate if the model can also be used for molecules on other surfaces, we studied 
the self-assembly of 2 on Ag(111). In figure 6.7a an STM image of the self-assembled struc-
ture of 2 on Ag(111) is shown. As in the case of Au(111), the molecules form a close-packed 
structure. A comparison of the radial distribution function, g(r), of the self-assembled 
layer on Ag(111) and Au(111) shows only minor differences (fig. 6.7b). These might be due to 
changes in the charge distribution in the molecule caused by a stronger molecule-substrate 
interaction on Ag(111). 

6.5 Thermodynamic stability of the observed phases

To determine which structures are fully stable and which are only metastable at T = 0 K, 
we determined the T = 0 K phase diagram using a common tangent constructions.  In a 
common tangent construction, the Helmholtz free energy per area is plotted as a function 
of the density. In this representation, phase coexistence corresponds to a pair of densities 
at which the tangent lines to this curve have both the same slope and the same intercept, 
corresponding to equal pressure and chemical potential. At zero temperature the Helm-
holtz free energy is simply equal to the potential energy, i.e. F = U. Hence, in figure 6.8a-c 
we plot the energy per volume of the crystal phases as a function of the density for mole-
cules 1-3, respectively. We also include a gas phase in these plots. At T = 0 K, the gas phase 
is expected to have a very low density, and the molecules do not interact. Hence, the free 
energy of the gas phase is Fgas = Ugas ≈ 0 meV.  Both the honeycomb and square structures 
of 1 are clearly above the common tangent line (fig. 6.8a). Hence, at T = 0 K the two struc-
tures are metastable in our model and the high density phase is stable. For 2, the ‘fishbone’ 
structure is higher in energy than the close-packed structure (fig. 6.8b). It is above the 
common tangent line, indicating it is also metastable. In contrast, for 3 both the ‘windmill’ 
crystal and the close-packed crystal are fully stable at T = 0 K (fig. 6.8c). This explains why 
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Figure 6.7. Self-assembly of 2 on a Ag(111) surface. a. STM image of self-assembled layer 
(V = 0.1 V, I = 20 pA). Scale bar: 5 nm. b. experimental g(r) of 2 on Ag(111) and Au(111).
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both phases are observed in the canonical NVT simulations: at the density where the NVT 
simulations shown in figure 6.4c were performed, there is a coexistence of both phases. 

6.6 Discussion

It is well known that the electrostatic interaction between a point charge and a 
conductive surface can be modelled using the method of image charges. To examine 
the influence of image charges on the self-assembly, we expanded our model as indi-
cated in figure 6.9a. The image charges are located at a distance dim below the molecule. 
When two atoms interact in the expanded model, not only the interaction between the 
charges are taken into account but also the interaction between the charges of one atom 
and the image charges of the other atom. Interactions between image charges are not 
included. As a starting point for the distance between the image charges, we set it equal 
to twice the typical adsorption height, which was calculated to be 3.3 – 3.4 Å on Au(111) 
(fig. 6.2). Hence, dim should be approximately 6.6 Å. We varied dim between 4 Å and ∞. 
The latter corresponds to neglecting image charges (as in the original model). Figure 
6.9b shows the radial distribution function for different dim of a close packed layer of 2. 
The radial distribution functions overlap for all values of dim, demonstrating that image 
charges have a negligible influence on the self-assembly and can therefore be neglected. 
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Figure 6.8. Common tangent constructions for 1-3 at T = 0 K. a. For 1, the common tangent 
connects the close-packed crystal with the gas phase. The honeycomb and square phase are 
located above the line, indicating that they are metastable. b. For 2, the ‘fishbone’ structure 
lies above the common tangent line. c. For 3, both crystal structures are connected via the 
common tangent line, and are therefore stable. 
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Figure 6.9. Effect of including image charges in the model.  a. The images charges are included 
below the real molecule as opposite point charges. b. The radial distribution function of the 
close packed structure of 2 calculated at different distances dim. At infinite distance the model 
is equal to the original model, without image charges. 
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However, the inclusion of lone pairs in our model is critical to correctly reproduce experi-
mental observations.

6.7 Conclusion

In summary, we have investigated the self-assembly of three molecules with a similar 
backbone, but with different functional groups on a weakly interacting surface. The inter-
molecular electrostatic interactions span nearly the entire energy range. A variety of crystal 
structures are observed. In addition, we developed a simple model that can be used to study 
the self-assembly of molecules on a weakly interacting surface. The model includes vdW, 
Pauli, and electrostatic interactions. The model allows us to establish which self-assembled 
phases are stable and which ones are metastable. We hope that the availability of a predic-
tive model will help to speed up the research of scientists aiming to synthesize and study 
self-assembled molecular layers with a particular geometry. We believe that it is possible 
to expand the applicability of the model by including molecule-substrate interactions. For 
example it should be straight forward to expand the model described here to also include 
ionic surfaces. An alternative approach is to use potential energy grid files [25,26].

6.8 Methods

Synthesis

Bis-(para-benzoicacid)-acetylene (1) [39]
A catalyst solution was prepared by dissolving Pd(OAc)2 (23 mg, 0.103 mmol) and tPPts (342 mg, 
0.602 mmol) in degassed H2O (10 mL) and stirring for 30 min at room temperature (RT), yielding a 
dark-brown solution. 4-iodobenzoic acid (1.01 g, 4.07 mmol) and 4-ethynylbenzoic acid (0.59 g, 4.03 
mmol) were added to 100 mL H2O/MeCN (1:1) yielding a yellow-orange suspension. K2CO3 (2.77 g, 
20.09 mmol) was added to the mixture, which was stirred at 50 °C under N2. After about 5 min, when 
a dark orange solution was obtained, a CuI solution (45 mg, 0.24 mmol, in MeCN) and catalyst solu-
tion (10mL) were added, turning the mixture yellow-green. After stirring for an hour, the mixture was 
allowed to cool to RT. HCl (37%) was added to precipitate the product which after filtering yielded 
79.9 mg (7.5% yield) of tan solid. 1H NMR (400 MHz, d6-DMSO): δ=7.96(d,4H, J1= 8.61Hz), 7.68 (d, 
4H, J1= 8.22Hz). 13C NMR(400 MHz, d6-DMSO): δ = 167.06, 132.15, 131.38, 130.03, 126.48, 91.49.

Bis-(para-cyanobenzene)acetylene (2) [28]
A mixture of 4-bromobenzonitrile (1.0026 g, 5.505 mmol), 4-ethynylbenzonitrile (0.67 g, 5.50 mmol), 
Pd(PPh3)2Cl2 (79.1 mg, 0.11 mmol) and PPh3 (27.2 mg, 0.104 mmol)  in dry Et3N (20 mL) was stirred 
for 10 min under a N2. CuI (38.8 mg, 0.204 mmol) was added and the suspension was heated to 90 °C. 
The brown-green suspension was stirred for 2 h under reflux. After the mixture had cooled to RT the 
solvent was removed until a brown solid remained. CHCl3 (80 mL) was added, and the solution was 
filtered, washed with a K2CO3 solution, water, and brine. After drying over MgSO4, the solvent was 
evaporated to obtain a brown-yellow solid. The product was purified using column chromatography 
(Silica gel) (DCM/hexane (6:4)). Further purification was done by recrystallization from acetone 
yielding 319.1 mg (25.4% yield) of yellow needle crystals. 1H NMR (400 MHz, CDCl3): δ = 7.66 (d, 4H, 
J1=9.00Hz), 7.61 (d, 4H, J1 = 8.61 Hz). 13C NMR (400 MHz, CDCl3): δ = 132.15, 127.05, 118.21, 112.41, 91.52. 

Bis-(para-pyridyl)acetylene (3) [30]
Br2 (1 mL, 17.26 mmol) was slowly added to a stirred solution of 1,2-bis(4-pyridyl)ethylene (1.01 g, 
5.53 mmol) in HBr (17 mL, 48%) at 0 °C. The mixture was stirred for 2 h at 120 °C and allowed to cool 
to RT, before being cooled in ice for 30 min. The resulting suspension was filtered and the residue 
was washed with cold water and stirred in NaOH (35 mL, 2 M) for 1 h before being filtered again. 
The residue was dried in vacuo, added to a t-BuO- Na+ solution (60 mL) and left to stir at 80 °C for 
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4 h. After the mixture was allowed to cool to RT, ethanol (20 mL) and H2O (20 mL) were added and 
the resulting orange solution was extracted with CDCl3 until the extracts were colorless. After the 
solvent was removed, a dark orange oil was obtained to which CDCl3 and water were added. The 
resulting solution was again extracted with CDCl3 until the extracts were colorless and the solvent 
was removed to obtain a yellow solid. Purification by silica gel column with a diethyl ether:THF (17:3) 
eluent yielded 269.4 mg of white solid product (26.9% yield). 1H NMR (CDCl3): δ = 8.61 (d, 4H, JHH 
= 5.09 Hz), 7.37 (d, 4H, JHH = 5.09 Hz), 13C NMR (CDCl3): δ = 149.83, 130.22, 125.57, 90.62.

Monte Carlo

Canonical NVT ensemble
We use two-dimensional MC simulations in the canonical NVT ensemble, e.g. with a fixed number of 
molecules (N), fixed volume (V), and fixed temperature (T), to study the self-assembly of the mole-
cules. Sampling is performed using the Metropolis algorithm [40]. In the initial configuration the 
molecules are positioned such that they do not overlap and have a random orientation. Each MC step 
has a 50/50 change of performing a trial displacement or a trial rotation. The respective step sizes are 
chosen such that approximately 30% of the attempted MC steps are accepted. The molecular density 
is chosen low enough that the crystal formed in coexistence with a gas. To avoid boundary effects, 
periodic boundary conditions are applied in the simulation. Note that a single MC cycle consisted of 
N MC steps.

Isotension-isothermal NPT simulations
We performed MC simulations in the isobaric – isothermal ensemble, i.e. where the pressure (P) is 
kept constant instead of the volume (V). The box shape is allowed to fluctuate in order to remove 
stresses caused by the simulation box geometry [41]. In addition to normal MC translation and rota-
tion moves, we also allow the box volume and shape to fluctuate using trial volume changes. For the 
initial configuration, the entire box is filled with the crystal found in the NVT simulations. Since the 
pressure is fixed at zero, these simulations are performed in the isotension-isothermal ensemble. 

Distance dependence of the Coulomb interactions for cut-off 
Electrostatic forces can be long range in nature. This implies that the energy of a molecule can, in 
principle, depend on the structure of the material at arbitrarily large distance.  In practice, this means 
that it is not fully safe to cutoff the potential energy at a finite distance and specialized numeric 
techniques are necessary [41]. In two dimensions, an interaction which is proportional to r-α, with 

Figure 6.10. Distance dependence of the Coulomb interactions. a. Definition of the lateral distance be-
tween two molecules of 2.  b. The coulomb interaction between the molecules as a function of distance 
(red). For comparison a plot of r--3 is presented (blue). c. Double logarithmic plot of the energy-distance 
relationship (red), together with a fit (blue). The slope of the fit (-5.27) indicates that the interaction de-
cays faster than r--5.
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α an integer, is considered to be a short range interaction when α >2, while for α ≤ 2 it is considered 
a long range interaction [42,43]. The molecules in our model are charge neutral so there is no net 
monopole-monopole interaction between the molecules. Hence, the interaction between two mole-
cules has overall only dipole (r-3), quadrupole (r-5) and higher order interactions. To verify this, we 
calculated the energy between two molecules 2 with the same orientation (fig. 6.10a). The calculated 
Coulomb interaction at different distances is given in figure 6.10b. The interaction between the mole-
cules decays faster than the fitted r-3 curve.  Figure 6.10c shows a double logarithmic plot of the inter-
action together with a linear fit. The slope is found to be -5.27 showing that the interaction between 
the two molecules decays faster than r-5. In our model, we therefore neglected electrostatic forces if 
the center-to-center distance between a pair of molecules was larger than 30Å as the potential energy 
is zero at this distance.
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Chapter 7 Summary

Summary

This thesis contains a broad range of topics all of which concern some aspect of AFM 
and STM. The first part of this thesis describes some fundamental aspects of AFM. Namely, 
the construction of instrumentation to operate it and the forces covering the contrast 
formation. In the second part I use the technique to study the geometric and electronic 
structure of various molecular systems.

The first introductory chapter provides an overview of the principles and techniques 
used throughout this thesis.

The second chapter of my thesis describes the fabrication of a new liquid nitrogen 
(LN2) tank for the cryostat of our low temperature microscope. Due to limitations in LHe 
hold time as well as a small leak that presented itself at low temperatures a new LN2 tank 
had to be build. Calculations were made to estimate the hold time of the LN2 and compared 
to the actual performance after placement. A 50% increase in LN2 hold time was predicted 
and achieved though the increased volume of the tank. In addition, the LHe holdtime 
increased by 16% allowing for longer microscope operation. The manufacturer of the low 
temperature microscope has expressed interest in commercializing our new LN2 tank.

The third chapter concerns the contrast forming mechanism of sub-molecular AFM. 
The forces governing the contrast in atomically resolved atomic force microscopy have 
recently become a topic of intense debate. In this chapter, we show that the electrostatic 
force is essential to understand the contrast in AFM images of polar molecules. Specifically, 
we imaged strongly polarized molecules with negatively and positively charged tips. Large 
differences in the contrast are observed above the polar groups. By taking into account the 
electrostatic forces between tip and molecule, the observed contrast differences can be 
reproduced using a molecular mechanics model. We assess the height dependence of the 
various force components.

In the fourth chapter small ribbons made of graphene play a central role. Graphene 
nanostructures, where quantum confinement opens an energy gap in the band structure, 
hold promise for future electronic devices. To realize the full potential of these materials, 
atomic scale control over the contacts to graphene and the graphene nanostructure forming 
the active part of the device is required. The contacts should have a high transmission and 
yet not modify the electronic properties of the active region significantly to maintain the 
potentially exciting physics offered by the nanoscale honeycomb lattice. In this chapter, we 
show how contacting an atomically well-defined GNR to a metallic lead by a chemical bond 
via only one atom significantly influences the charge transport through the GNR but does 
not affect its electronic structure. Specifically, we find that creating well-defined contacts 
can suppress inelastic transport channels. 

In the fifth chapter the same graphene ribbons are studied in a different manner since 
semiconducting GNRs are envisioned to play an important role in future electronics. This 
requires the GNRs to be placed on a surface where they may become strained. Theory 
predicts that axial strain, i.e. in-plane bending of the GNR, will cause a change in the 
band gap of the GNR. This may negatively affect device performance. Using the tip of a 
STM we controllably bent and buckle atomically well-defined narrow armchair GNR and 
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subsequently probed the changes in the LDOS. These experiments show that the band gap 
of 7-ac-GNR is very robust to in-plane bending and out-of-plane buckling. 

The sixth chapter describes the self-assembly of molecules on weakly interacting 
surfaces. If organic molecules are to be used as the active component in devices, self-
assembly represents the most attractive route to control the geometric structure and 
therefore part of the device performance. High-resolution STM measurement combined 
with DFT and MC calculations are used to study the stability of self-assemblies of molecules 
with bonding motifs spanning (nearly) the entire range of intermolecular interaction 
strengths. Our atomistic model reproduces the experimentally observed crystal structures 
with sub-Ångström precision in all cases. In addition, it is able to identify metastable 
structures trough thermodynamic analysis. This model will allow for a-piori predictions of 
the structure of molecular self-assemblies on weakly interacting surfaces.
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Samenvatting in het Nederlands

De relatie tussen de atomaire structuur en de elektronische eigenschappen van moleculen 
is van cruciaal belang in de nanowetenschappen en voor toepassingen. In dit proefschrift 
beschrijf ik het onderzoek dat ik heb gedaan met behulp van twee verschillende technieken: 
Raster Tunnel Microscopie (RTM, STM in het Engels) en Atomaire Kracht Microscopie 
(AKM, AFM in het Engels). Deze technieken stelde mij in staat om te kijken naar zowel de 
atomaire structuur als de elektronische eigenschappen van verschillende moleculen. Door 
de moleculen op oppervlakken met een zwakke wisselwerking te plaatsen is er een grote 
kans dat deze eigenschappen niet verstoord worden. Ik zal eerst kort uitleggen wat voor een 
soort metingen er gedaan kunnen worden met beide microscopen en vervolgens de inhoud 
van de hoofdstukken in dit proefschrift kort toelichten.

De RTM maakt gebruik van het ‘tunneling’ principe om ‘hoogte’ plaatjes te maken van 
atomaire vlakke kristal oppervlakte. Het tunneling principe is een wet voor extreem lichte 
deeltjes. Deze wet beschrijft de rare eigenschap van deze deeltjes om door obstakels heen 
te komen die te hoog zijn. Een simpel voorbeeld hiervan staat in het figuur 7.1. Volgens 
de klassieke mechanica kan de bal niet over de tweede heuvel in figuur 7.1a rollen. De 
kwantum mechanica voorspelt echter dat er een kans is dat de zeer lichte bal door de berg 
heen kan tunnelen (fig 7.1b, rode lijn). Hoe groot de kans is dat de bal door de berg heen 
komt hangt af van de hoogte en breedte van de berg. 

Klassieke mechanica Kwantum mechanica

Tunneling

R = ∞ Ω

R = 0 Ω R = 109 - 1012 Ω

Tunneling

a b
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fed
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A
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Figuur 7.1 a-b. Verschil tussen klassieke en quantum mechanica. c-e. Weerstand tussen naald 
en oppervlak bij verschillende afstanden. f. Hoogte profiel van RTM over een enkel adsorbaat 
bij constante stroom. g. Stroom-Spanning curve boven een molecuul met twee punten van 
lage weerstand bij -2.2V en +1.5 V.
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In het hart van de microscoop wordt een scherpe (vaak van het metaal Wolfraam 
gemaakte) naald naar het metaal oppervlak met daarop het te bestuderen molecuul 
gebracht. Op de naald staat een kleine spanning ten opzichte van het oppervlak. Wanneer 
de naald ver van oppervlak is verwijderd zal er geen stroom lopen; met andere woorden, 
de weerstand tussen de naald en het oppervlak is oneindig groot (fig. 7.1c). Als de naald in 
fysiek contact is met het oppervlak zal er een hele grote stroom lopen omdat de weerstand 
door het metaal heel laag is (fig. 7.1d). Echter, vlak voordat de naald fysiek in contact komt 
met het oppervlak daalt de weerstand heel hard (fig. 7.1e). Dit betekent dat vlak voordat de 
naald in contact komt er een hele kleine stroom loopt welke sterk afhangt van de afstand 
tussen de naald en het oppervlak. Deze stroom wordt de tunnelstroom genoemd, omdat 
hij gebaseerd is op het tunneling principe vanuit de kwantum mechanica. De hoeveelheid 
stroom  die tussen de naald en het oppervlak loopt, is enkele pico-, nanoampère 
(1 biljoenste/miljardste ampère) bij een afstand van 1-3 nanometer. Door de naald over een 
oppervlak te rasteren terwijl de stroom constant wordt gehouden kan een afbeelding van 
het oppervlak verkregen worden. In figuur 7.1f geeft de rode lijn de beweging van de naald 
aan wanneer hij een obstakel tegenkomt. Een molecule dat op een atomair vlak oppervlak 
ligt wordt door de RTM waargenomen als een bult. 

Wanneer de RTM naald boven een molecuul wordt geplaatst kan de weerstand als functie 
van de spanning worden gemeten door middel van een stroom-spanningscurve (I-V curve) 
getoond in figuur 7.1g . Sommige moleculen vertonen een lagere weerstand bij een bepaalde 
spanning. De electronen tunnelen op deze spanning door een electronische toestand van 
het molecuul. Dit uit zich in een snellere toename van de stroom bij een bepaalde spanning. 
Deze observatie stelt ons dus in staat om iets te leren over de elektronische eigenschappen 
van dat molecuul. In mijn proefschrift worden deze I-V metingen Scanning Tunneling 
Spectroscopie (STS) genoemd omdat ze een spectrum opleveren van de elektronische 
eigenschappen van een molecule. 

De andere techniek waar ik veel gebruik van heb gemaakt is AKM. Deze techniek 
gebruikt de kracht die een naald, die eindigt in één enkel atoom, ondervindt in de buurt 
van een oppervlak. Deze kracht kan gebruikt worden om de afstand tot het oppervlak te 
controleren net als de tunnel stroom in RTM. Een scherpe naald wordt bevestigd aan het 
eind van een hele kleine stemvork (figuur 7.2a). Wanneer de stemvork wordt aangeslagen 
zal de naald samen met de armen van de stemvork gaan trillen. De frequentie van deze 
trilling is bepaald door de stemvork (eigen-frequentie). De beweging die de naald maakt 
is altijd van/naar het oppervlak.  Wanneer de naald ver van het oppervlak is ondervindt 
zij geen enkele kracht en zal de stemvork trillen op zijn eigen-frequentie. Wanneer de 
naald heel dicht bij het oppervlak is kan het zijn dat de naald en het oppervlak elkaar 
gaan aantrekken of juist afstoten. Hierdoor zal de frequentie van de aangeslagen stemvork 
afnemen (bij aantrekking) of juist toenemen ( bij afstoting) t.o.v. zijn eigen frequentie. 
Deze verandering in eigen-frequentie wordt gemeten en kan worden gebruikt om de afstand 
tussen naald en oppervlak constant te houden. Het eindresultaat van een AKM meting is 
een hoogteplaatje van een oppervlak, maar nu op basis van de kracht tussen de naald en 
het oppervlak. Het voordeel van AKM ten opzichte van RTM is dat het te onderzoeken 
oppervlak niet elektrisch geleidend hoeft te zijn.

In mijn proefschrift gebruik ik AKM om de atomaire structuur van moleculen te meten. 
Hiervoor moet ik (het verschil in) krachten heel dicht bij de moleculen meten. Wanneer ik 
dat met een naald zou doen die eindigt met een metaal atoom springen de moleculen snel 
naar de naald. De reden hiervoor is dat een schone metaal naald heel reactief is; met andere 
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woorden hij wil graag een binding vormen met andere atomen. De truc die wij gebruiken is 
de naald te laten eindigen met één enkel koolmonoxide molecuul. Deze wordt precies op 
het punt van de naald geplaatst. Hiervan wordt zij niet alleen scherper maar duwt zij ook 
geen moleculen meer weg.

Om het mogelijk te maken om individuele moleculen te bestuderen op een schoon 
en atomair vlak kristal oppervlak maak ik voor al mijn werk gebruik van een Ultra Hoog 
Vacuüm (UHV) opstelling. Wanneer een schoon oppervlak aan de buitenlucht blootgesteld 
zou worden is het al na 1 nanoseconde bedekt met een laag moleculen (voornamelijk 
water en zuurstof uit de lucht). Door in UHV te werken kan deze tijd worden verlengd 
tot enkele weken. De druk in ons vacuüm systeem is ongeveer 10-10 mbar, een 10 biljoenste 
van de atmosferische druk. Om te zorgen dat alle moleculen ook stil blijven liggen op een 
oppervlak koelen wij dit tot 5 graden boven het absolute nulpunt. Dit komt neer op -268 
graden Celsius, het kookpunt van vloeibaar helium. Een foto van de huidige opstelling staat 
in figuur 7.2b. 

In het eerste hoofdstuk van dit proefschrift geef ik een uitgebreide introductie van alle 
bovengenoemde technieken.  Ik ga verder in op  contrastvormingsmechanisme van AKM, 
als introductie voor het onderzoek beschreven in hoofdstuk 3. 

Hoofdstuk 2 beschrijft het ontwerp, de bouw en het testen van een nieuwe vloeibare 
stikstof tank voor de helium cryostaat van onze lage tempratuur microscoop. De cryostaat, 

Naald
Stemvork

ba

Figuur 7.2. AKM sensor van het qPlus type.  Schaalaanduiding ~1mm. b. UHV opstelling in 
Ornstein Laboratorium met lage temperatuur microscoop op de voorgrond.
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die het koelvermogen levert aan de machine, bestaat uit een binnentank gevuld met 
vloeibaar helium (-268°C) en een buitentank gevuld met vloeibaar stikstof (-195°C). Deze 
nieuwe stikstoftank is groter dan de originele waardoor de binnentank minder vaak gevuld 
dient te worden. Daarnaast verving deze tank de oude lekkende tank. Inmiddels is ook de 
fabrikant van de lage temperatuur microscoop geïnteresseerd in het ontwerp van deze tank. 

Hoofstuk 3 beschrijft onderzoek dat ik heb gedaan om een beter begrip te krijgen op 
het contrastvormingsmechanisme van atomaire resolutie AKM. Met name heb ik gekeken 
naar de invloed van elektrostatische krachten op het contrast. Elektrostatische krachten 
zijn krachten tussen geladen deeltjes en kunnen aantrekkend of afstotend zijn. Door 
onze AKM metingen te vergelijken met simpele berekeningen hebben we verschillende 
contrastkenmerken kunnen toeschrijven aan deze kracht.

Hoofdstuk 4 beschrijft onderzoek dat gedaan is op hele smalle linten van grafeen. 
Grafeen bestaat uit een enkele laag koolstofatomen in een honingraat geometrie. Grafeen 
is een veelbelovend materiaal voor toekomstige elektronica omdat het heel goed stroom 
geleidt. Wanneer het in dunne linten wordt gegroeid wordt het plots halfgeleidend.  De 
stroken die ik onderzocht heb zijn exact 7 koolstofatomen breed en vertonen een bijzondere 
elektronische toestand aan hun uiteinde. Ik heb veranderingen in deze elektronische 
toestand bestudeerd nadat één van de uiteinden chemisch gebonden werd aan een goud 
oppervlak met behulp van een stroompuls.

In Hoofdstuk 5 worden dezelfde grafeen linten gebruikt  als in hoofdstuk 4. In dit 
hoofdstuk bekijken we of het ombuigen van deze stroken (mechanische spanning) een 
effect heeft op de elektronische eigenschappen van de stroken. De naald van de RTM wordt 
gebruikt om de stroken op verschillende manieren om te buigen. De gemeten verschillen 
in elektronische eigenschappen zijn klein. Dit is belangrijk omdat dergelijke stroken in de 
toekomst bijvoorbeeld gebruikt kunnen worden in elektronische circuits waar altijd enige 
vervorming optreedt.

Hoofdstuk 6 beschrijft een methode om te voorspellen hoe moleculen op een 
oppervlakte ten opzichte van elkaar zullen gaan liggen. Dit proces van zelf-assemblage 
is belangrijk voor toepassingen waar reeksen moleculen op een goed gedefinieerde manier 
moeten liggen. Met behulp van een computermodel kunnen we de supra-moleculaire 
structuren voorspellen. Er kan zelfs een idee gevormd worden over de relatieve stabiliteit 
van verschillende moleculaire structuren. 
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And he makes it fast with one more thing
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