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Abstract

Current pooling rules for multiply imputed data assume infinite
populations. In some situations this assumption is not feasible as ev-
ery unit in the population has been observed, potentially leading to
over-covered population estimates. We simplify the existing pooling
rules for situations where the sampling variance is not of interest. We
compare these rules to the conventional pooling rules and demonstrate
their use in a situation where there is no sampling variance. Using the
standard pooling rules in situations where sampling variance should
not be considered, leads to overestimation of the variance of the es-
timates of interest, especially when the amount of missingness is not
very large. As a result, populations estimates are over-covered, which
may lead to a loss of statistical power. We conclude that the theory of
multiple imputation can be extended to the situation where the sam-
ple happens to be the population. The simplified pooling rules can be
easily implemented to obtain valid inference in cases where we have
observed essentially all units and in simulation studies addressing the
missingness mechanism only.
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1 Background

Missing data are an ubiquitous problem in medical research. The occurrence
of missing data often has an influence on the precision of estimates and may
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even lead to biased estimates and incorrect statistical inferences. A straight-
forward approach to obtain valid inference on incomplete data is multiple
imputation. With multiple imputation the missing data problem is solved
before the analysis takes place and each missing value is imputed m > 2
times, leading to m completed datasets. These m completed datasets are
then analyzed separately and their complete data estimates are combined
using Rubin’s rules (Rubin, 1987).

Current methodology on pooling estimates based on multiply imputed
data assumes the data are sampled from infinite populations. In some cases
we have data on all units, e.g. rare conditions in medical research and reg-
isters in official statistics, and sampling variation plays no role. Yet, even
though all units are observed, there may be missing data that affect the
precision of the estimates of interest. In such situations, assuming an infi-
nite population may overestimate the variance of the estimates. As a result,
confidence intervals are longer than needed, leading to a loss of statistical
efficiency.

This note suggests the use of simplified pooling rules that only account
for the variation caused by the mechanism that created the missing data.

Methods

Rubin (1987, p. 76) defined @ as the quantity of interest (possibly a vector)
and U as its variance. With multiple imputation, m complete data estimates
can be averaged as

Q (1)

NE

1
m

Q=

=1

where Ql is an estimate of () from the I-th imputed data set. Let U, be the
estimated variance-covariance matrix of ();. The complete data variances of
() can be combined by
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The variance between the complete data estimates can be calculated as
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The total variance of (Q — Q) is defined as
T=U+ B+ B/m. (4)

For populations for which all units are recorded, the average complete data
variance U of () equals zero - there is no sampling variation - and the total
variance of (@ — @) simplifies to

T =B+ B/m. (5)
As a consequence, the relative increase in variance due to nonresponse equals
r=1+mYHB/U = oo, (6)

and the degrees of freedom v can be set to

v=m-1)1+r")?=m-1 (7)

Simulation

We created a finite population with N = 1000 members by drawing 1000 in-
dependent realizations from the multivariate normal distribution with means

X /1
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and Covariance structure
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where X is a completely observed covariate and Y; and Y, are made incom-
plete by randomly deleting values with probabilities that vary between 0.1
and 0.95.

Data imputations are performed with mice (Van Buuren and Groothuis-
Oudshoorn, 2011, version 2.21) in R (R Core Team, 2013, version 3.0.2) with
Bayesian linear regression imputation (mice.impute.norm) as the imputa-
tion method and 10 iterations for the algorithm to converge. The quantities
of scientific interest were the means of Y; and Y5. The true values were



calculated as the sample means before deletion.

Results

The results over 10000 simulations are shown in Table 1. It is clear that
excluding the sampling variation in U from the confidence interval calculation
leads to proper coverage of the 95% confidence interval of the mean. Taking
U into account when considering completely observed populations, leads to
overcoverage. Not surprisingly, this overcoverage becomes less apparent when
the fraction of information missing due to nonresponse approaches 1.

With increasing missingness, the role of the between variance B in the

Table 1: Coverage of the mean. Average results over 10,000 simulations for
two variables with varying percentage of missingness. Results are shown for
pooling rules for finite populations (simplified rules) and for the pooling rules
as defined by Rubin (conventional rules).

conventional rules simplified rules

Y%mis r v fmi cw cov r v Clw cov
10 0.13 330.36* 0.12 0.13 1.000 oo 4 0.06 0.949
20 0.30 77554 0.23 0.14 1.000 oo 4 0.09 0.950

30 0.51 401.36 0.33 0.15 0.999 oo 4 0.11 0.950
40 0.80 400.58 0.44 0.17 0.994 o~ 4 0.14 0.951

Y, 50  1.20 57.82 0.53 0.19 0.988 o 4 0.18 0.951
60 1.81 31.55 0.62 0.23 0.976 oo 4 0.22 0.950

70 2.82 20.48 0.71 0.27 0.969 oo 4 027 0.953
80  4.78 14.18 0.80 0.35 0.958 oo 4 0.35 0.952

90 10.84 6.30 0.89 0.53 0.950 oo 4 054 0.951
95 22.79 544 094 0.79 0.948 oo 4 0.80 0.951

10  0.13 6483.96 0.12 0.14 1.000 oo 4 0.06 0.948
20 0.29 1028.42 0.23 0.15 1.000 oo 4 0.09 0.950

30 0.50 261.06 0.33 0.16 0.999 oo 4 0.12 0.948
40  0.78 167.69 0.43 0.18 0.995 oo 4 0.15 0.949
Y, 50  1.17 90.94 0.52 0.20 0.988 oo 4 0.18 0.951
60 1.78 68.54 0.62 0.24 0.978 oo 4 0.23 0.949

70 2.72 19.66 0.70 0.29 0.966 oo 4 0.28 0.949
80  4.71 11.71 0.80 0.37 0.960 oo 4 037 0.951

90 10.61 8.24 0.89 0.56 0.949 oo 4 057 0.949
95 22.40 5.23 094 0.83 0.944 oo 4 0.84 0.947

* Calculated cf. Barnard and Rubin (1999) because occasionally r ~ 0.
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Figure 1: Simplified and conventional pooling rules compared. Displayed are
coverage rates for different missingness rates when assuming finite (simplified
rules) or infinite (conventional rules) populations.

total variance 7" in Rubin’s rules becomes increasingly more important and
the relative contribution of U in T decreases. Due to the increase in r, the
resulting degrees of freedom v approach m — 1. Eventually, when all data
are missing, sampling variation U disappears and both pooling approaches
become equivalent (see Figure 1).

All estimates are unbiased. As expected, the conventional pooling rules
overestimates the total variance in the datasets covering the entire popu-
lation, leading to overcoverage (c.f. Table 1). In contrast, the simplified
pooling rules yield consistently a coverage of 95% of the 95 percent confi-
dence interval.

Conclusions

This note illustrates that sharper inferences are possible in situations where
the entire population has been observed, and all variation stems for the
missing data. Our simulations show that the simplified pooling rules yield
variance-covariance estimates that lead to shorter confidence intervals with
correct statistical properties.

Although the adaptation to the conventional pooling rules is small (and
may be considered mathematically trivial), we are not aware of any work
actually applying simplified pooling. There are several instances where the
simplified rules may be of practical interest. First, in situations where essen-



tially all units are observed but missingness has its influence on the precision
of estimates, multiple imputation can be utilized to obtain sharper inferences
when the proposed pooling rules are used to obtain inference. Such appli-
cations can be found throughout many scientific fields, such as medicinal
sciences, official statistics and big data applications.

Another useful application can be found in simulation studies involving
the evaluation of imputation approaches. For the last decades, sampling
variation has been an essential part of the evaluation of multiple imputa-
tion approaches. When infinite populations cannot be assumed during such
evaluations, design-based simulation strategies are often used to properly ac-
count for sampling variation. However, in order to obtain information about
a method’s ability to handle the missing data problem, or to objectively com-
pare methods on their ability to correct for missingness, it is not necessary to
take sampling variation into account. After all, we are interested only in the
missing data mechanism, and are not considering the noise induced by the
sampling mechanism for evaluation in such studies. Moreover, not having to
consider the sampling mechanism makes the generation of simulation data
much more straightforward, especially when generating intricate multivariate
data structures.
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