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Samenvatting

Op plaatsen waar jaarlijks meer sneeuw valt dan er smelt, vormen zich gletsjers of ijskappen.
De sneeuw die boven op dit landijs valt is een mengsel van ijskristallen en lucht en trans-
formeert zich langzaam tot gletsjerijs met daarin kleine luchtbelletjes. Het overgangsproduct
van verse sneeuw naar gletsjerijs wordt firn genoemd. Bijna alle koude delen van een gletsjer
of ijskap zijn bedekt met een firnlaag, zo ook de Antarctische ijskap. De Antarctische ijskap
bevat bijna 90% van het landijs op Aarde en als dit allemaal zou smelten stijgt de zeespie-
gel wereldwijd met meer dan 58 meter. Dit zal in de komende eeuwen zeker niet gebeuren,
maar dit getal geeft wel aan dat een relatief kleine verandering in de Antarctische ijsmassa
al een relatief groot effect op de zeespiegel kan hebben. Het is daarom van belang om deze
veranderingen zo precies mogelijk te meten, zodat bekend is hoeveel de Antarctische ijskap
op dit moment bijdraagt aan zeespiegelverandering, maar ook om te kunnen voorspellen hoe
groot de bijdrage in de toekomst kan zijn. Omdat het ijs van Antarctica voor 99% wordt
bedekt met een dikke firnlaag, is kennis over deze firnlaag van essentieel belang voor een
correcte berekening van de massabalans van het onderliggende ijs. In dit proefschrift wor-
den de kenmerken van de huidige Antarctische firnlaag beschreven, alsook de toekomstige
veranderingen onder invloed van een warmer en natter klimaat.

De dikte van een firnlaag hangt af van de snelheid waarmee de sneeuw compacteert. Verse
sneeuw bestaat uit relatief grote sneeuwkristallen en daartussen poriën met lucht. Op Ant-
arctica heeft verse sneeuw een dichtheid van ongeveer 350 kg m−3. Mettertijd zullen de
sneeuwkristallen zich herorganiseren, onder andere door langs elkaar te schuiven of samen te
klonteren tot grotere kristallen. Hierdoor neemt de hoeveelheid lucht tussen de kristallen af
en krijgt de sneeuw/firn een hogere dichtheid. Dit proces wordt firncompactie genoemd en
gaat door totdat de dichtheid van gletsjerijs (ongeveer 917 kg m−3) wordt bereikt. De snelheid
waarmee firn compacteert wordt bepaald door de bovenliggende firnmassa en de temperatuur
van de firnlaag. Nieuw gevallen sneeuw oefent extra druk uit op de onderliggende ijskristal-
len waardoor het compactieproces wordt versneld en er meer lucht uit de firnlaag verdwijnt.
Bij een lagere temperatuur van de firn gaat de verdichting langzamer dan bij een hogere tem-
peratuur.

Wanneer de oppervlaktetemperatuur boven het vriespunt komt zal de sneeuw aan het opper-
vlak smelten en gaan andere processen een rol spelen. Het smeltwater kan door de luchtporiën
in de firnlaag naar beneden sijpelen, totdat het in firn terecht komt waar de temperatuur on-
der het vriespunt ligt. Daar zal het bevriezen als ijs, mits er genoeg energie en porieruimte
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beschikbaar is. Doordat dit bevroren smeltwater in een relatief kort tijdsbestek alle lucht kan
vervangen, wordt dit proces beschouwd als een zeer efficiënt ’compactie’-proces.

Om de kenmerken van de Antarctische firnlaag te bestuderen zou men idealiter een groot aan-
tal firnkernen boren, maar dit is zowel een kostbare als logistiek ingewikkelde onderneming.
Daarom wordt in dit proefschrift een computermodel gebruikt om de bovengenoemde pro-
cessen in de firnlaag te beschrijven en uit te rekenen. Hierdoor is het mogelijk om een beeld
te krijgen van de temporele en ruimtelijke verschillen van verschillende firnlaagkenmerken.
Het in dit proefschrift gebruikte firnmodel is een verbetering ten opzichte van voorgaande
modellen: voor het eerst wordt ook het smelten en herbevriezen van smeltwater gesimuleerd.
Daardoor kan ook de firnlaag op relatief warme locaties aan de rand van de ijskap worden na-
gebootst. Daarnaast zijn de meest recente natuurkundige vergelijkingen voor firncompactie in
het model opgenomen en geijkt met puntwaarnemingen van Antarctische firnlaagkenmerken.

Uit de resultaten van het verbeterde firnmodel blijkt dat de huidige firnlaag in Antarctica
gemiddeld 100 meter dik is, maar dat dit van plaats tot plaats sterk verschilt. De dikte en
dichtheid van de firnlaag op een bepaalde locatie worden bepaald door het klimaat aan het
oppervlak. Op een relatief warme locatie zal de firn snel verdichten, waardoor de dichtheid
van ijs al op een geringe diepte wordt bereikt en vice versa voor koude locaties. Waar veel
sneeuw valt wordt firn sneller begraven, waardoor het weinig tijd heeft om te compacteren en
de ijsdichtheid soms pas op een diepte van meer dan 150 meter wordt bereikt. In afwezigheid
van smelt worden de dikste firnlagen dus gevonden in koudere gebieden met veel sneeuwval,
terwijl de dunste firnlagen worden gevormd in een relatief warm en droog klimaat. Smelt
zorgt in het algemeen voor snellere compactie en dus voor een minder dikke firnlaag. Op
locaties waar de jaarlijkse smelt en/of sublimatie (faseovergang van sneeuw naar waterdamp)
groter is dan de jaarlijkse sneeuwval zal zich helemaal geen firnlaag vormen. Dit is op 1 à 2 %
van de Antarctische ijskap het geval.

Een manier om de dikte van de firnlaag uit te drukken is aan de hand van de hoeveelheid
lucht die zich in de poriën van de firnlaag bevindt. In het binnenland wordt de meeste lucht
in de firn gevonden; tussen de 30 en 45 meter lucht (in 100 tot 150 meter firn). Op locaties
langs de kust, waar het warmer is en er smelt voorkomt, bevat de firnlaag gemiddeld tussen
de 5 en 15 meter lucht. De hoeveelheid lucht in de firnlaag wordt onder andere gebruikt om
waarnemingen van de dikte van de ijskap te corrigeren zodat alleen de werkelijke ijsdikte
wordt gebruikt om de massa te berekenen. De resultaten in dit proefschrift laten zien dat het
huidige ijsverlies van Antarctica mogelijk met 23.5% wordt onderschat doordat tot nu toe een
versimpelde schatting voor de hoeveelheid lucht in de firnlaag werd gebruikt.

Doordat het klimaat boven de Antarctische ijskap niet constant is, variëren de dikte, dichtheid
en luchthoeveelheid van de firnlaag niet alleen van plaats tot plaats maar ook in de tijd. Een
warme of droge periode kan zorgen voor een dunnere firnlaag met minder ruimte voor lucht
tussen de ijskristallen, terwijl een koude periode of hevige sneeuwval kan zorgen voor het
tegenovergestelde. Naast veranderingen in de firnlaag zelf heeft dit ook consequenties voor
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de hoogte van het sneeuwoppervlak van de ijskap. Als er veel sneeuw valt, zal het oppervlak
omhoog komen, terwijl smelt zorgt voor oppervlaktedaling. Ook de temperatuurafhanke-
lijkheid van de compactiesnelheid zorgt ervoor dat de hoogte van het oppervlak reageert op
koude en warme periodes. De op Antarctica aanwezige seizoenscyclus in zowel tempera-
tuur als sneeuwval (minder in de zomer, meer in de winter) heeft dan ook tot gevolg dat het
oppervlak van de ijskap jaarlijks gemiddeld 5.2 cm omhoog en omlaag beweegt. Deze sei-
zoensfrequentie komt ook tot uitdrukking in de luchthoeveelheid van de firnlaag, waardoor
dit proces ook wel ’het ademen van de Antarctische ijskap’ wordt genoemd. De invloed van
firnprocessen op de oppervlaktehoogte is vooral relevant voor de interpretatie van de, door
satellieten gemeten, oppervlaktehoogteveranderingen welke worden gebruikt om de massa-
balans van de ijskap te berekenen. Deze variaties in oppervlaktehoogte kunnen zowel het
gevolg zijn van veranderingen in ijsmassa als in luchtvolume; waar veranderingen in het eer-
ste bijdragen aan de massabalans van de ijskap, is daar bij het tweede geen sprake van. Met
een juiste verhouding tussen ijsmassa en luchtvolume kan worden voorkomen dat de massa-
balans van de ijskap verkeerd wordt berekend.

Op enkele plaatsen op de Antarctische ijskap is geen firnlaag aanwezig en bevindt zich
gletsjerijs aan het oppervlak, zogenaamde blauwijsgebieden. Deze locaties worden geken-
merkt door jaarlijks meer ablatie (smelt en/of sublimatie) dan accumulatie (sneeuwval) van
sneeuw aan het oppervlak. Doordat de gletsjer langzaam van boven naar beneden stroomt
onder invloed van zwaartekracht, wordt een gevormde firnlaag meegevoerd met het ijs. Als
deze een ablatiezone bereikt begint de afbraak van de aanwezige firnlaag. In dit proefschrift
worden drie hoofdoorzaken gevonden voor de vorming van een blauwijsgebied; 1) stroom-
snelheid van het ijs, 2) jaarlijkse ablatie en 3) dikte van de stroomopwaartse firnlaag. Slechts
bij specifieke combinaties van deze factoren kan de gehele firnlaag verdwijnen en het glet-
sjerijs aan het oppervlak verschijnen.

Ongeveer de helft van de blauwijsgebieden worden veroorzaakt door verhoogde sublimatie
als gevolg van hoge windsnelheden, vooral in het binnenland van Antarctica. Bij de andere
helft is smelt de belangrijkste oorzaak, wanneer gedurende het zomerseizoen de gehele win-
tersneeuwval wegsmelt, wat vooral voorkomt op de drijvende ijsplaten van het Antarctische
Schiereiland. Met het firnmodel zijn locaties aan te wijzen waar op dit moment een dunne
firnlaag (met minder dan 3 meter lucht) aanwezig is of waar dit in de toekomst mogelijk zal
gebeuren. In zo’n dunne firnlaag kan smeltwater niet altijd herbevriezen, waardoor een deel
afstroomt naar zee en dus bijdraagt aan stijging van de zeespiegel. Het firnmodel laat zien
dat in het huidige klimaat deze omstandigheden alleen voorkomen op de Larsen B en George
VI IJsplaten, wat overeenkomt met satellietwaarnemingen van smeltmeren op dezelfde loca-
ties. In de toekomst zullen waarschijnlijk de andere drijvende ijsplaten op het Antarctische
Schiereiland ook last krijgen van het afbreken van de firnlaag en met mogelijke vorming van
smeltmeren.

Na deze beschrijving van de huidige staat van de Antarctische firnlaag kan vervolgens de
vraag worden gesteld hoe deze zal reageren op toekomstige veranderingen in het klimaat.



viii Samenvatting

Zal de firnlaag groeien doordat er meer sneeuw gaat vallen, of wordt de firnlaag juist dunner
doordat het warmer wordt, wat leidt tot een snellere compactiesnelheid en meer smelt? Om
deze vraag te kunnen beantwoorden is er allereerst een realistische verwachting voor het
toekomstige klimaat van Antarctica nodig.

In dit proefschrift is het regionaal klimaatmodel RACMO2 gebruikt om verschillende mo-
gelijkheden voor het toekomstig klimaat te simuleren. RACMO2 is door twee verschillende
mondiale klimaatmodellen (HadCM3 en ECHAM5) en twee verschillende scenario’s voor de
uitstoot van broeikasgassen (A1B en E1) aangestuurd om zo de onzekerheid in het toekom-
stige klimaat na te bootsen. De simulaties laten zien dat de temperatuur boven de Antarctische
ijskap stijgt met 1.8–3.0 ◦C tot aan het jaar 2100 en met 2.4–5.3 ◦C tot aan het jaar 2200.
De warmere lucht zorgt enerzijds voor meer neerslag (warmere lucht kan immers meer wa-
terdamp bevatten) en anderzijds voor meer ablatie door toenemende sublimatie en smelt.
Gemiddeld over de ijskap wordt de toename in ablatie echter ruim overtroffen door de ac-
cumulatietoename. Dit betekent dus dat er jaarlijks extra massa vanuit de oceaan aan het
oppervlak van de Antarctische ijskap wordt toegevoegd: 98 miljard ton per jaar per iedere
graad temperatuurstijging. Gecombineerd met de gesimuleerde temperatuurstijging leidt dit
tot een zeespiegeldaling van 73–163 mm in de komende twee eeuwen. Hierbij moet wel wor-
den opgemerkt dat een eventuele toename in stroomsnelheid van de ijskap, door zowel de
extra massa als het versneld smelten aan de rand van de ijskap door warmer oceaanwater, niet
is meegenomen. Zo’n versnelling zorgt voor een grotere ijsafvoer naar de oceaan en zal deze
zeespiegeldaling zeer waarschijnlijk deels opheffen of zelfs overtreffen.

Met deze verwachting van het toekomstige klimaat is het mogelijk om de reactie van de
huidige firnlaag op een toename in temperatuur, sneeuwval en smelt te simuleren. Meer
sneeuwval leidt logischerwijs tot een dikkere firnlaag met een grotere luchthoeveelheid. In
gebieden zonder smelt zijn er twee processen die dit effect voor ongeveer de helft com-
penseren; een snellere verdichting, als gevolg van hogere firntemperaturen, en een snellere
transitie van firn naar ijs aan de onderkant van de firnlaag, doordat de totale firnlaagmassa
toeneemt. In de komende 200 jaar neemt de luchthoeveelheid in deze ’droge’ firngebieden
toe met 4 tot 14%. In de kustgebieden zal de smelt toenemen, waardoor er meer smeltwater
herbevriest in de firnlaag. Hier neemt de luchthoeveelheid in de firnlaag tot aan het jaar 2200
af met 50 tot 70%. Op de gehele ijskap zijn er procentueel echter veel meer gebieden met
een volumetoename door sneeuwval dan met een volumeafname door smelt, waardoor er de
komende jaren 120–150 km3 lucht per jaar bijkomt in de Antarctische firnlaag. Als deze toe-
name in lucht zou worden geïnterpreteerd als een toename in massa leidt dit tot een verkeerde
berekening van de massabalans.

Dit proefschrift beschrijft de temporele en ruimtelijke verschillen in de Antarctische firnlaag,
in zowel het huidige als toekomstige klimaat. De resultaten laten zien dat deze verschillen
dusdanig groot zijn dat kennis van firnlaagvariaties van cruciaal belang is voor een juiste
interpretatie van massaveranderingen van de Antarctische ijskap.



1
Introduction

The Antarctic ice sheet is covered by a ∼100 meter thick firn layer, consisting of fresh snow that
slowly transforms to glacier ice under its own weight. The firn layer thus represents a boundary layer
between the atmosphere and the underlying ice. Recently, interest in this underlying ice has increased
due to observed changes in its mass and subsequent sea level rise. To correctly assess these changes,
variations in firn layer density, thickness and depth need to be taken into account. This thesis describes
variations in the present Antarctic firn layer and possible future changes due to a warming climate.

This thesis is a compilation of research articles that are presented in Chapters 2–7 and can also be read
independently. Chapter 2 introduces the firn densification model that is used throughout this thesis.
Hereafter, the present state of the Antarctic firn layer is examined in Chapters 3–5, followed by a
discussion of future changes in the Antarctic climate and subsequent firn layer response (Chapters 6–7).
Finally, Chapter 8 provides a summary of the main conclusions of this thesis, along with an outlook for
future research in firn modeling.

This first chapter introduces the main topics of this thesis and provides some background information
on the study area. First, the characteristics of the Antarctic ice sheet and its climate are presented. Next,
the term ice-sheet mass balance is introduced, together with the main methods to measure mass balance.
This section will be concluded by an overview of the present state of ice-sheet mass balance research.
Hereafter, the main focus will be on firn. Characteristics of a typical firn layer and processes that
determine temporal and spatial variations are discussed, as well as the concept of firn layer modeling.
The chapter is concluded with an overview of this thesis.
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1.1 Antarctic ice sheet

The Antarctic ice sheet (AIS) covers the complete Antarctic continent, apart from some iso-
lated rock outcrops, and is the largest of the two major ice sheets on Earth, the other one
being the Greenland ice sheet. Surrounded by the ocean on all sides, the continent and its ice
sheet experience a unique climate. It is on average the coldest, windiest, driest and highest
continent on Earth. The interior of the AIS consists of up to 4 kilometers thick ice [Fretwell
et al., 2013] that flows towards the coast, driven by internal deformation and sliding [Bamber
et al., 2000]. Along 75 % of the coast, the ice flows into the ocean to form large floating ice
shelves, that buttress their feeding ice streams [Scambos et al., 2004; Rignot et al., 2004].
Figure 1.1 shows the surface elevation of the AIS and indicates locations used throughout
this thesis. The average surface elevation of the AIS is ∼1950 m above sea level (a.s.l.) and
more than 83 % of its surface is higher than 1000 m a.s.l., with only the coastal regions and
the ice shelves lying below this level.

The average annual 2-m temperature on Antarctica is -37 oC [Lenaerts, 2013] and the major
part of the AIS never experiences temperatures above freezing at any time of the year. Only on
the fringing ice shelves and in the Antarctic Peninsula, surface melt occurs regularly in austral
summer (red line in Figure 1.1). As a result of these low temperatures, the air above the AIS
contains little water vapor and therefore generates little precipitation. Especially the ice sheet
interior is very dry, receiving only ∼10 cm snow annually [Scambos et al., 2012; Lenaerts
et al., 2012a]. The steep coastal areas, where orographic precipitation is more abundant, are
wetter, although these are relatively small compared to the ice sheet interior. From the high
interior of the AIS the surface gently slopes towards the coast and due to buoyant effects,
cold air from high elevations flows downwards along these slopes, so-called katabatic winds.
On steeper slopes and in confluence areas, wind speeds are higher, with the highest annual
average near-surface wind speeds on Earth (>20 m s−1) occurring in the coastal areas of
Adélie Land, East Antarctica [Mawson, 1915; Wendler et al., 1997; Lenaerts et al., 2012b].

The AIS contains approximately 26.5 million km3 of ice [Fretwell et al., 2013], which is
equivalent to 58.3 m of eustatic sea level rise (SLR) and represents almost 90 % of all land
ice present on Earth. The remainder of frozen freshwater is found in Greenland (7.4 m)
[Bamber et al., 2013] and in smaller ice fields and glaciers (0.31–0.53 m), such as Alaska,
Svalbard, Patagonia, the Himalaya and the Canadian Archipelago [Huss and Farinotti, 2012;
Grinsted, 2013; Radić et al., 2014; IPCC, 2013]. The AIS can be subdivided into the West
Antarctic ice sheet (WAIS) and the larger East Antarctic ice sheet (EAIS), which are divided
by the Transantarctic Mountains, running west of the Ross Ice Shelf, up to the Antarctic
Peninsula (Figure 1.1). The ice shelves that fringe the AIS (grey areas in Figure 1.1) are typi-
cally a kilometer to a few hundred meters thick [Pritchard et al., 2012], although only ∼10 %
of their mass is above sea level due to the ∼9/10 relation between the density of glacier
ice (∼917 kg m−3) and sea water (∼1032 kg m−3). Many ice shelves along the Antarctic
coast are relatively similar in size (∼104 km2), although two large ice shelves stand out in
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Figure 1.1: Map of Antarctica; shaded colors show the surface elevation of the grounded ice sheet,
in meters above sea level (m a.s.l.). Grey indicates floating ice shelves and the thin black line shows
the grounding line that marks the boundary between grounded and floating ice. Names indicate major
regions of the ice sheet (bold black), oceanic subareas (blue) and other notable features (oblique black),
such as Larsen C Ice Shelf (LCIS), Filchner-Ronne Ice Shelf (FRIS), Amery Ice Shelf (AmIS) and Ross
Ice Shelf (RIS). The solid red line represents the upper boundary of the region where annual surface melt
occurs (>2 mm water equivalent (w.e.) yr−1 melt over the 1979–2011 period [Lenaerts et al., 2012a]).

Figure 1.1; the Ross Ice Shelf (RIS) and Filchner-Ronne Ice Shelf (FRIS), each approxi-
mately 5.0·105 km2 [Rignot et al., 2013]. Along the EAIS coast between 40–170 ◦E, less ice
shelves are present.

1.2 Ice sheet mass balance

The vast amount of ice contained in the AIS makes that even a small relative change in its
mass can have a significant effect on global sea level. Measuring or calculating the mass bal-
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ance of an ice sheet is used to determine if it is gaining or losing mass, and hence contributes
negatively and positively to SLR. The mass balance (MB) of an ice sheet is determined by
mass input at its surface and mass output at its edges, surface mass balance (SMB) and ice
discharge (D), respectively, i.e. MB = SMB - D.

The net mass input of an ice sheet is governed by the surface mass balance:

SMB = P−SUs −SUds −ERds −RU (1.1)

where P equals precipitation (solid and liquid), SUs and SUds sublimation of surface snow
and drifting snow, respectively, ERds erosion of drifting snow and RU runoff of meltwater
[Lenaerts et al., 2012a]. Precipitation is the largest component of the Antarctic SMB and
mainly falls as snow on the ice sheet. Sublimation of surface and drifting snow, as well
as drifting snow erosion, removes part of the accumulated snow. When snow melts at the
surface, meltwater will percolate into the snow where it can refreeze as ice. If enough snow
melts, the pore space gets saturated and meltwater can eventually run off into the ocean. In
Antarctica, surface runoff is small as almost all meltwater refreezes locally; in Greenland
however, it accounts for roughly half of the mass output [Ettema et al., 2009; Van Angelen
et al., 2013].

Mass output of the AIS is governed by the discharge of solid ice into the ocean. The boundary
between grounded and floating ice is called the grounding line and is often used as ’gate’
where the discharge of grounded ice is calculated [Rignot et al., 2011a]. When the ice passes
the grounding line, it forms floating ice shelves. These ice shelves lose their mass to the
ocean by two processes that are more or less equal in magnitude; i) iceberg calving at the
front of the ice shelf and ii) basal melting at the bottom of the ice shelf that is in contact with
the relatively warm ocean water [Depoorter et al., 2013; Rignot et al., 2013].

1.2.1 Measuring ice sheet mass balance

Due to the remoteness and sheer size of the AIS, measuring its mass balance is very chal-
lenging. Moreover, both the mass in- and output are large quantities with large uncertainties,
making it difficult to accurately determine the much smaller difference between the two.
Most techniques to assess mass balance directly involve satellite measurements that sample
the complete ice sheet from space. Currently, there are three widely used methods: i) the
mass budget method [e.g. Rignot et al., 2008], ii) the volumetric method [e.g. Davis et al.,
2005] and iii) the gravimetric method [e.g. Velicogna and Wahr, 2006].

In the mass budget method, both the in- and output of mass to/from the ice sheet are calculated
separately and the difference gives the mass balance of the ice sheet. The mass input is given
by the SMB, which is either simulated with a climate model [Van de Berg et al., 2006;
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Lenaerts et al., 2012a] or estimated from in-situ observations interpolated with a satellite-
derived background field [Vaughan et al., 1999; Arthern et al., 2006]. In Antarctica, the
SMB is mainly determined by precipitation (snowfall). The other SMB components (rainfall,
sublimation, drifting snow erosion and runoff) are all at least one order of magnitude smaller.
Currently, the SMB of the grounded AIS is estimated at 1983± 122 Gt yr−1 [Lenaerts et al.,
2012a]. Mass output is calculated as the amount of ice that flows over the grounding line,
given by the vertically averaged ice velocity multiplied by the ice thickness. Ice velocities
are obtained from differencing radar satellite images (SAR Interferometry) [Rignot et al.,
2011b], while ice thickness is deduced from either the flotation criterium at the grounding
line [Rignot et al., 2011c] or direct observations using ice penetrating radar from airplanes
[Li et al., 2013; Rignot et al., 2013].

The volumetric and gravimetric methods are based on measuring changes in volume and
mass, rather than calculating the absolute values of the mass balance components. The volu-
metric method uses satellite altimetry (radar and laser) to measure surface elevation changes
with time [Davis et al., 2005; Wingham et al., 2006; Pritchard et al., 2009]. These changes in
surface elevation provide a change in volume, which can be converted into an ice mass change
if the density at which the elevation change occurs is known. Surface elevation changes can
also be caused by other processes, such as bedrock movement due to changes in ice load-
ing (glacial isostatic adjustment) [Peltier, 2004; Spada et al., 2011; Whitehouse et al., 2012],
SMB changes [Horwath et al., 2012], firn densification changes (Helsen et al. [2008] and
this thesis) and sea level changes (only on ice shelves, Pritchard et al. [2012]). Therefore,
to extract ice sheet mass balance from surface elevation measurements, multiple corrections
have to be applied.

The gravimetric method directly measures the mass changes by observing the changes in the
Earth’s gravity field with the GRACE tandem satellites. GRACE consists of two identical
satellites that measure their inter-satellite distance while orbiting the Earth. They are located
approximately 220 km apart and therefore experience different, and constantly varying, grav-
itational pull from the Earth’s gravity field. Differences in the inter-satellite distance can be
converted into spatial and temporal variations in Earth’s mass [Tapley et al., 2004]. To ex-
tract ice sheet mass balance from GRACE measurements, all other mass changes have to be
taken into account, such as glacial isostatic adjustment and ocean tides. It is important to
explicitly distinguish the different processes, as their densities vary between ∼3500 kg m−3

(bedrock), ∼1032 kg m−3 (ocean water), ∼917 kg m−3 (ice) and ∼350 kg m−3 (surface snow)
[Riva et al., 2009]. In principle, the gravimetric method is the most direct method to measure
mass balance changes; however, the spatial resolution of the GRACE satellite is currently rel-
atively coarse (∼250 km) compared to the other two methods, and no information is obtained
about partitioning of the mass loss.

Although the three methods described above mainly rely on satellite observations to deter-
mine ice sheet mass balance (changes), they require corrections for surface processes for a
correct interpretation. For example, the SMB is, apart from being a major component of the
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mass-budget method, also used for corrections in the volumetric and gravimetric methods.
For the volumetric method, mass changes in firn layer depth and density invoke up to three
times more elevation change than the same mass change in ice. Also, the ice thickness at the
grounding line, which is used in the mass-budget method, has to be corrected for the amount
of air present in the firn layer, to prevent an overestimation of the ice discharge. In this thesis,
the main focus will be on these surface processes and their importance in the determination
of ice sheet mass balance.

1.2.2 Recent mass balance changes

During the last decades, the interest in ice sheet mass balance has increased tremendously,
mainly because of the enhanced greenhouse effect and related global mean temperature rise,
and its effect on the melting of land ice and subsequent contribution to SLR. Recent at-
mospheric warming has likely caused the most northerly ice shelves (IS) in the Antarctic
Peninsula to disintegrate: Wordie IS in 1988, Larsen A IS in 1995, Larsen B IS in 2002 and
Wilkins IS in 2008 [Doake and Vaughan, 1991; Doake et al., 1998; Rack and Rott, 2004;
Cook and Vaughan, 2010]. Although the break-up of an ice shelf does not influence sea level
directly, the acceleration of the glaciers that feed into them does: when an ice shelf that but-
tresses these glaciers is (partly) removed, ice flow velocity will increase and more ice will
drain into the ocean [Scambos et al., 2004; Rignot et al., 2004].

Elsewhere in Antarctica, progressive thinning of ice shelves [Pritchard et al., 2012] has also
led to increased ice velocities [Rignot et al., 2011a]. This thinning is likely caused by oceanic
forcing; relatively warm ocean water is directed into the sub-shelf cavities, where it can
melt the ice shelf from beneath. In West Antarctica, the continental shelf has a favorable
topography, with deep throughs that lead warm ocean water directly to the bottom of the ice
shelves [Hellmer et al., 2012; Pritchard et al., 2012]. On a few East-Antarctic ice shelves
(Moscow University IS and Totten IS), a different mechanism is found; here, a decrease in
polynya extent (open water in sea ice) is causing less cold-polynya water to enter the sub-
shelf cavity, leading to increased bottom melt rates [Khazendar et al., 2013]. Although the
mechanism is different, the result is similar: the ice shelf thins from below, diminishing the
buttressing effect on inland glaciers, resulting in an increase of grounded ice velocities and
enhanced ice discharge into the ocean.

Since the SMB of Antarctica has shown no clear trends over roughly the last half century
[Monaghan et al., 2006; Lenaerts et al., 2012a], the increase in ice discharge means that the
AIS mass balance has, on average, been negative over the last 20 years [Rignot et al., 2011a].
The other two mass balance estimation techniques (volumetric and gravimetric) confirm this
recent mass loss [Davis et al., 2005; Zwally et al., 2005; Ramilien et al., 2006; Velicogna,
2009; Lee et al., 2012]. Recently, a study reconciled the three above mentioned techniques
and showed that the AIS has lost 71± 53 Gt yr−1 over the period 1992–2010 [Shepherd et al.,
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mass fluctuations, respectively. The accumula-
tion event affects the coastal region of the ice
sheet, and, although the spatial pattern is best
defined by the RACMO2 and altimeter data sets,
it is also apparent in the coarser-resolution
GRACE data set. Overall, around 200 Gt of
additional snowmass was deposited in Dronning
Maud Land during this event, equivalent to the
mean annual snow accumulation in this sector of
Antarctica. In addition to the snowfall anomaly,
the RA and GRACE data sets also include ice-
dynamical mass changes that fluctuate over the
survey period, such as the accelerated mass
losses in the Amundsen Sea sector.

In pursuit of a comprehensivemethodological
intercomparison, we computed changes in the
mass of each ice-sheet region between October
2003 and December 2008, the period when all
four satellite geodetic techniques were operat-
ing optimally (Fig. 3 and table S2). During this
5-year period, which is short relative to the full
extent of the geodetic record and in comparison
to fluctuations in SMB, the arithmetic means of
ice-sheet mass imbalance estimates derived from
the available geodetic techniques were –72 T 43
and –232 T 23 Gt year−1 for the AIS and the
GrIS, respectively. The technique-specific esti-
mates agree with these mean values to within
their respective uncertainties in all four ice-sheet
regions and for the AIS as a whole. The only
exception is the LA estimate of the combined
AIS and GrIS mass imbalance, which is, at 140 T
133 Gt year−1, more positive than the mean value
and only marginally beyond the 1-sigma uncer-
tainty range of the respective values. Although
the uncertainties of any one particular method are
sometimes large, the combination of methods
considerably improves the certainty of ice-sheet
mass balance estimates.

To produce a reconciled ice-sheet mass ba-
lance estimate, we computed the average rate of
mass change derived from each of the geodetic
techniques within the various regions of interest
and over the time periods for which geodetic
mass rates were derived (Fig. 4). According to
these data, ice-sheet mass balance varies cycli-
cally and by large amounts over intermediate
(2- to 4-year) time periods. For example, during
the period from 1992 to 2011, the WAIS mass
balance fluctuated around a mean value in the
range from –50 to –100 Gt year−1, but there have
been episodes of considerably larger growth and
loss over shorter intervals. Similar variability is
apparent in other sectors of the AIS and the GrIS.
We next calculated the linear average of the
individual estimates of mass balance values to
arrive at reconciled values and integrated these
data to form a time series of cumulative mass
change within each of the four ice-sheet regions
(Fig. 5). Although there are obvious dependen-
cies between the mass balance estimates produced
by using each of the geodetic techniques, in-
cluding, for example, the SMB data sets that
are common to the IOM and LA processing, the
GIA data sets that are common to the gravimetry
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and altimetry processing, and the orbital cor-
rections that are common to the LA and RA
systems, these dependencies are in practice dif-
ficult to characterize. For the purpose of calcu-
lating the reconciled ice-sheet mass balance
estimate, we considered IOM, gravimetry, and
altimetry to be independent geodetic techniques.
On the basis of this assumption, we compute
the standard error of the uncertainty estimates
from independent techniques as a measure of
their collective uncertainty. Over the course of our
19-year survey, the average rates of mass balance
of the AIS and the GrISwere –71 T 53 and –152 T
49 Gt year−1, respectively (Table 1). For com-
pleteness, we also compute cumulative mass trends
by using the data from each individual geodetic
technique (fig. S1).

We also computed ice-sheet mass trends over
shorter intervals to examine their variability (Table
1). These estimates, along with our integrated time
series (Fig. 5), confirm several known signals of
mass imbalance, including increasing mass losses
from theWAIS (55, 74–77), the APIS (73, 78–80),
and the GrIS (5, 81, 82). Although rates of mass
loss from the GrIS were modest during the
1990s, they have increased sharply since then
because of episodes of glacier acceleration (18, 83)
and decreasing SMB (5, 66). GrIS glacier acceler-
ation is, however, neither uniform nor progres-
sive (65, 84, 85), and the large mass losses in
2010 were in fact driven by anomalously low
snow accumulation and high runoff (86).

TheWAIS has lost mass throughout the entire
survey period, and our reconciled data set shows

that the rate of mass loss has increased signifi-
cantly over time (Table 1). The pattern of WAIS
imbalance is dominated bymass losses (Amundsen
Sea sector) and gains (Kamb Ice Stream) of dy-
namical origin. Although close to balance during
the 1990s, there have been significant mass
losses from the APIS since then because of gla-
cier acceleration in the wake of ice-shelf col-
lapse (87, 88) and calving-front retreat (77, 89).
The APIS now accounts for around 25% of all
mass losses fromAntarctic regions that are in a state
of negative mass balance, despite occupying just
4% of the continental area. In contrast, the EAIS,
which occupies over 75% of Antarctica, was in
approximate balance throughout the 1990s. Al-
though the EAIS has experienced mass gains
during the final years of our survey (Table 1 and
Fig. 5), our reconciled data set is too short to
determine whether they were caused by natural
fluctuations that are a common feature of Antarctic
ice-core records (90) or long-term increases in
precipitation that are a common feature of global
and regional climate model projections (91–93).
Both satellite altimeter data sets highlight the lower
reaches of the Cook and Totten Glaciers as re-
gions of ice dynamical mass loss (15, 77), but
neither signal is large in comparison with the
wider EAIS mass trend. Overall, snowfall-driven
mass gains in East Antarctica, notably the
anomalous event in DronningMaud Land during
2009 (Fig. 2), have reduced the rate at which
Antarctic ice losses have increased over time, but
the EAIS record is too short to determine whether
this is a long-term trend.

Our reconciliation exercise has highlighted
several other issues. Assessments of GrIS mass
balance require more careful consideration than
was possible here, because the surroundingmoun-
tain glaciers and ice caps are included in some, but
not all, of our geodetic surveys and because the
ice-sheet domains varied in area by 2%. One esti-
mate has put their contribution at ~20 Gt year−1

(94), a value that falls between two we have
derived ourselves from ICESat data (10 and 40 Gt
year−1). For the EAIS, our mass change estimates
exhibit an unsatisfactory spread, with results from
the IOM and LA techniques falling consistently
lower and higher than the mean value we have
derived (table S2). Although the average signal of
EAIS imbalance is relatively small, such a large
divergence is a matter of concern; improvements
of the ancillary data sets that support satellite ob-
servations would be of considerable benefit in this
region. Lastly, the spatial sampling of mass fluc-
tuations at the APIS is at present inadequate,
particularly considering that it provides a signifi-
cant component of the overall AIS imbalance.
Improvements in the spatial and temporal density
of satellite observations of this region are needed.

Conclusions
We estimate that, between 1992 and 2011, the
Antarctic and Greenland ice sheets lost 1350 T
1010 and 2700 T 930 Gt of ice, respectively,
equivalent to an increase in global mean sea level

Table 1. Reconciled ice-sheet mass balance estimates determined during various epochs, inclusive
of all data present during the given dates. The period 1993 to 2003 was used in an earlier
assessment (2).

Region 1992–2011
(Gt /year)

1992–2000
(Gt / year)

1993–2003
(Gt / year)

2000–2011
(Gt /year)

2005–2010
(Gt /year)

GrIS –142 T 49 –51 T 65 –83 T 63 –211 T 37 –263 T 30
APIS –20 T 14 –8 T 17 –12 T 17 –29 T 12 –36 T 10
EAIS 14 T 43 –2 T 54 –9 T 50 26 T 36 58 T 31
WAIS –65 T 26 –38 T 32 –49 T 31 –85 T 22 –102 T 18
AIS –71 T 53 –48 T 65 –71 T 61 –87 T 43 –81 T 37
GrIS + AIS –213 T 72 –100 T 92 –153 T 88 –298 T 58 –344 T 48

Fig. 5. Cumulative changes in
the mass of (left axis) the EAIS,
WAIS, and APIS (top) and GrIS
and AIS and the combined change
of the AIS and GrIS (bottom),
determined from a reconciliation
of measurements acquired by
satellite RA, the IOM, satellite
gravimetry, and satellite LA. Also
shown is the equivalent global
sea-level contribution (right axis),
calculated assuming that 360 Gt
of ice corresponds to 1mmof sea-
level rise. Temporal variations in
the availability of the various
satellite data sets (Fig. 4) means
that the reconciled mass balance
is weighted toward different tech-
niques during certain periods.
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Figure 1.2: Rate of mass change (mass balance) of West Antarctica (a) and East Antarctica (b), as
derived by the three mass balance techniques: mass-budget method (red), volumetric method (light
blue and green) and gravimetric method (dark blue). The respective uncertainties are given by the
light shading. Cumulative mass changes for the three main Antarctic regions (c) and for Greenland,
Antarctica and a combination of both (d). The right axis in (c) and (d) represents the corresponding
sea level changes (with 360 Gt yr−1 approximately equal to 1 mm global SLR). From Shepherd et al.
[2012].

2012]. Figure 1.2 shows that the main mass loss has occurred in West Antarctica, while East
Antarctica is close to mass balance or slightly gaining mass.

The AIS mass loss over 1992–2010 gives a total global SLR of 3.7 mm. Over the same
period, the Greenland ice sheet (GrIS) has also been losing mass at a pace that is double that
of the AIS (142± 49 Gt yr−1, Figure 1.2d). Combined with its smaller annual mass turnover
(∼500 Gt yr−1, [Rignot et al., 2011a]), this indicates that the GrIS reacts more strongly to
recent climate change than the AIS. Mass loss from the GrIS is equally divided between an
increase in ice discharge and an increase in surface meltwater runoff [Van den Broeke et al.,
2009]. Over the past decades, the surface area of the GrIS where significant surface melt
occurs has almost doubled [Fettweis et al., 2011], with 2012 holding the current record with
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∼98 % of the GrIS surface experiencing melt on 12 July [Nghiem et al., 2012; Tedesco et al.,
2013].

In the recent 5th Assessment Report (AR5) of the Intergovernmental Panel on Climate Change
(IPCC), an extensive summary of the current knowledge on recent and future climate change
and its effects is given [IPCC, 2013]. This includes the role of land ice in the climate system,
its reaction to rising temperatures and the subsequent effect on sea level change. It is very
likely that the ice loss of the GrIS and AIS has significantly increased over the last 20 years;
from 34 and 30 Gt yr−1 in 1992–2001 to 215 and 147 Gt yr−1 in 2002–2011, respectively.
Combined, the GrIS and AIS contributed 0.6± 0.2 mm yr−1 to global mean SLR over the
last 20 years, about 21 % of the total observed SLR over this period. Thermal expansion
of ocean water (∼39 %), melting of smaller ice caps and glaciers (∼27 %) and land water
storage (∼13 %) are the other major components that contribute to total global mean SLR
(2.3–3.4 mm yr−1) over the period 1993–2010.

1.3 Firn

Firn is the transitional product between snow and ice. In mid-latitude regions, such as the
Alps, firn is often used to describe snow that lasts through the summer and does not yet
have the characteristics of glacier ice. The word ’firn’ comes from the German language and
literally means ’last year’s snow’. In off-piste skiing, firn is usually used to indicate snow
that has a denser and harder surface than fresh snow, mostly due to melting during daytime
and refreezing of the meltwater during nighttime. In Antarctica, the word firn is used to
indicate the layer of snow that covers the ice sheet and does not have the characteristics and
density (∼917 kg m−3) of glacier ice. The Antarctic firn layer is typically 50–150 m thick
and the thickness is directly related to the local climate (Chapter 2). Generally, the thickest
firn layers are found in relatively cold and/or high accumulation rate regions and thinner firn
layers in warm and/or relatively dry regions. A firn layer can only exist if the long-term SMB
is positive, i.e. more accumulation than ablation on an annual basis. Where this is not the
case (i.e. in an ablation area), a firn layer is absent and glacier ice is exposed at the surface; a
so-called blue ice area (Chapter 4). Blue ice areas cover 1–2 % of the Antarctic surface and
are regions where annual sublimation and/or melt is larger than the annual accumulation of
snow [Winther et al., 2001].

In Antarctica, fresh snow typically consists for 1/3 of ice crystals and 2/3 of air, and has a
density of ∼350 kg m−3 [Kaspers et al., 2004]. Over time, snow particles re-arrange, link,
merge or shift under their own weight, thereby reducing the amount of air in the air-ice mix-
ture [Herron and Langway, 1980]. When additional snow falls on top of this layer, pressure
is added and more air will be removed from the firn. This process is called firn densification
and continues until the density of glacier ice is reached: 917 kg m−3, i.e. when only ∼8 % of
air is left between the ice crystals. Firn densification does not only depend on the overburden
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Figure 1.3: Typical firn temperature (A) and firn density (B) profiles for the Antarctic ice sheet. The
temperature profiles are obtained from an idealized climate with a sine-like annual temperature cycle
(average temperature of T = -30 ◦C and annual amplitude of Tamp = 20 ◦C) and represent a temperature
profile every month, from January (blue) to December (red). Note that January is the austral summer.
Grey indicates the annual temperature spread at depth. Density profiles represent different Antarctic
climates; cold and wet (magenta), warm and dry (green) and with substantial summer melt (black),
respectively. Note the different depth scale between (A) and (B).

pressure, but also on temperature, density and snow crystal size and shape. Therefore, firn
densification is difficult to study and model explicitly, which will be discussed in the next
section and Chapter 2.

When surface temperatures are above freezing, the snow at the surface will melt and trans-
form into liquid water. This water can percolate down through the air pores in the firn layer,
where part of the meltwater will stay attached to the crystals due to capillary forces [Pfef-
fer et al., 1990]. The meltwater will continue to move down through the firn column un-
til it reaches a layer of sub-zero temperature, where it will refreeze [Illangasekare et al.,
1990]. When meltwater refreezes, it replaces part of the air space by ice, making the melting-
refreezing cycle a very efficient ’densification’ process. Only when there is no pore space left
or when it cannot be reached, the excess meltwater will run off.

Figure 1.3 shows a selection of firn temperature and density profiles that are typical for the
Antarctic firn layer. The temperature in the upper part of the firn layer is determined by the
air temperature above the firn layer and therefore follows the seasonal cycle in atmospheric
temperature. The surface temperature signal penetrates the firn pack with a certain time
lag, which depends on the depth and density of the firn. For example, at 4 m depth, the
annual maximum temperature is reached around April, while the maximum temperature at the
surface is reached in January (austral summer). At 10–15 m depth, the seasonal temperature
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signal is almost absent due to thermal diffusivity of the signal, and the local temperature is
equal to the long-term average surface temperature.

Typical Antarctic firn density profiles show a slow and steady increase of density with depth,
and the ice density (917 kg m−3) is often reached at 100–150 m (not shown). The speed of
firn densification depends on temperature and overburden pressure, as will be discussed in
the next section and throughout this thesis. When melt occurs (black line in Figure 1.3b), firn
layers with higher densities will form due to the relative high density of refrozen meltwater.
When sufficient melt occurs, a part of the firn layer will turn into glacier ice, i.e. ice lens
formation.

1.4 Firn layer modeling

In 1980, a seminal paper about semi-empirical firn modeling was published by Herron and
Langway [1980], and their ideas are still used in many current firn densification models
(FDM, e.g. Zwally and Li [2002]; Arthern et al. [2010]). These models are based on the
idea that three stages can be defined in the firn densification process. During the first stage,
for firn with a density less than 550 kg m−3, the densification process is the most rapid due
to packing of fresh snow and grain settling. If the density exceeds 550 kg m−3, the speed of
densification is roughly halved and firn densification is mainly caused by sublimation, diffu-
sion and deformation of ice crystals ("sintering"). In Figure 1.3b, this distinction is especially
visible in the magenta profile, which shows a more rapid density increase with depth for firn
density <550 kg m−3. When the density reaches 830 kg m−3, the so-called ’pore close-off
depth’, the air bubbles get trapped in the ice and further densification occurs through com-
pression of these air bubbles.

The speed of firn densification depends exponentially on the local temperature, with higher
temperatures causing quicker densification [Herron and Langway, 1980]. In the green den-
sity profile in Figure 1.3b, the small oscillations of firn density with depth are caused by the
large local temperature difference between summer and winter (Figure 1.3a) that cause dif-
ferences in seasonal densification speeds. However, the main driver of firn densification is the
weight of the above-lying firn column that presses on the firn. In the previously mentioned
FDMs, the average annual accumulation is used as a measure for this pressure, and the fac-
tors in these models are tuned to match observed firn profiles (i.e. ’semi-empirical’ models).
Other FDMs use the effective overburden pressure above a model firn layer to calculate the
firn densification speed [e.g. Barnola et al., 1991; Spencer et al., 2001]. However, there is
currently no clear evidence that one type of model is performing better than the other [Lundin
et al., in preparation]. In this thesis, a semi-empirical approach is used, and to make the FDM
applicable to Antarctica some adaptations were made to the original model of Helsen et al.
[2008], which are described in Chapter 2.
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Figure 1.4: Schematic representation of the firn densification model (FDM) used in this thesis. At the
surface the mass adding (arrow up) and mass removing (arrow down) SMB components are shown:
precipitation (P), surface sublimation (SUs), drifting snow sublimation (SUds) and erosion/deposition
(ERds) and surface melt (Me). The four enlarged circles illustrate schematically the processes that are
calculated within the model firn layer: firn densification and percolation, retention and refreezing of
meltwater.

Besides modeling the densification rate, a FDM also describes other processes in the firn
layer, such as temperature evolution, meltwater transport and refreezing, as well as mass
fluxes at the surface of the firn layer (e.g. snowfall and sublimation). Figure 1.4 shows a
schematic representation of the FDM used in this thesis. The model firn layer consists of a
column that is discretized in model layers with a certain thickness, usually in the order of
centimeters. At every model time step, the mass of the top layer is re-calculated using the
mass addition (+) and removal (–) processes governed by the local SMB: precipitation (+),
surface sublimation (+/–), drifting snow sublimation (–) /erosion (+/–) and surface melt (–).
For every model layer, the firn densification and percolation, retention, refreezing or runoff
of meltwater is calculated. In each model time step, the temperature, density, mass and liquid
water content of the firn layers are calculated and stored.
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We distinguish two applications of the FDM: i) steady-state firn profiles and ii) the time-
dependent evolution of firn depth, density and temperature. The first application generates
an average firn density profile, based on the local average climate conditions. These profiles
are often used to calculate the average firn air thickness of the firn layer, i.e. the hypothetical
thinning of the firn layer (in meters) when it would be compressed to the density of ice. This
quantity can for example be used to correct the ice thickness at the grounding line in the
mass-budget method (see Section 1.2.1). Also, spatial differences in firn layer characteristics
can be quickly examined, as will be described in Chapter 2. The time-dependent mode of
the FDM is used to simulate changes in the mass and depth of the firn layer with time. In
this way, the temporal differences in firn density and temperature, but also the effect of all
processes on the elevation of the surface, can be assessed. The latter is mainly used to convert
satellite measured elevation changes to ice sheet mass changes.

1.5 This thesis

In this thesis, the present and future state of the Antarctic firn layer is examined using a
combination of a regional atmospheric climate model (RACMO2) and a firn densification
model (FDM). The FDM is forced at the surface with climate output from RACMO2 and
evaluated with firn core observations. The following applications of the FDM are analyzed
and discussed:

In Chapter 2, the FDM used in this theses is introduced; it simulates both the steady-state and
the time evolution of firn depth and density. An existing model was updated using improved
densification equations and extended with a snowmelt module that calculates the percolation,
retention, refreezing and runoff of meltwater in the firn layer. The present average state of
the Antarctic firn layer is discussed, as well as the resulting modeled firn air content.

Chapter 3 describes the seasonal cycle in firn depth, and hence surface elevation, that is
found on the AIS. The seasonality is forced by the difference in precipitation between the
(wet) winter and (drier) summer. As a result, the surface height of the AIS oscillates on an
annual basis. Model simulations from the FDM are compared with satellite surface elevation
measurements from the ENVISAT radar altimeter.

In the two following chapters, two different regional applications of the FDM are discussed;
i) blue ice formation and ii) the Antarctic Peninsula firn layer. In Chapter 4, the blue ice
area on Byrd Glacier is examined by simulating the firn layer evolution along an ice flow
trajectory. Using multiple sensitivity simulations, the importance of blue ice feedback mech-
anisms on its own formation and existence are studied. Chapter 5 discusses the steady-state
firn layer in the Antarctic Peninsula. A high-resolution (5.5 km) RACMO2 simulation of the
Antarctic Peninsula requires a realistic firn layer initialization to correctly simulate surface
melt and runoff. Using a combination of steady-state and time-dependent FDM simulations
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and firn air radar measurements, a realistic Antarctic Peninsula firn layer is constructed that is
also used to identify regions that are likely to produce runoff at present or in the near-future.

Next, the focus is on the future state of the Antarctic climate and firn layer. In Chapter 6,
a suite of RACMO2 future simulations is used to assess the impact of climate change and
warming temperatures on the Antarctic climate and SMB. RACMO2 is forced at its bound-
aries with global climate model (GCM) output for different future emission scenarios. Late
20th century simulations are performed to analyze the climate bias in these GCM-forced sim-
ulations. In Chapter 7, these RACMO2 simulations are used to force the FDM in order to
simulate the response of the firn layer across Antarctica on rising temperatures and increasing
precipitation and melt in a future climate.

Finally, a summary of the main conclusions from this thesis will be given in Chapter 8,
together with recommendations for future work on firn modeling.





2
Firn densification model

Summary

A firn densification model is presented that simulates steady-state Antarctic firn density profiles, as
well as the temporal evolution of firn density and surface height. The model uses an improved firn
densification expression that is tuned to fit depth-density observations. Liquid water processes (melt-
water percolation, retention and refreezing) are also included. Two applications are presented. First, the
steady-state model version is used to simulate the strong spatial variability in firn layer thickness across
the Antarctic ice sheet. Second, the time-dependent model is run for 3 Antarctic locations with different
climate conditions. Surface height changes are caused by a combination of accumulation, melting and
firn densification processes. On all 3 locations, an upward trend of the surface during autumn, winter
and spring is present, while during summer there is a more rapid lowering of the surface. Accumulation
and (if present) melt introduce large inter-annual variability in surface height trends, possibly hiding ice
dynamical thickening and thinning.

This chapter is published as: Ligtenberg S. R. M., M. M. Helsen, and M. R. van den Broeke (2011), An im-
proved semi-empirical model for the densification of Antarctic firn. The Cryosphere, 5, 809–819, doi:10.5194/tc-5-
809-2011.

15
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2.1 Introduction

The Antarctic ice sheet (AIS) is almost entirely covered by a layer of firn, the intermediate
product in the transition from snow to ice. In Antarctica, fresh snow has a typical density of
350 kg m−3, while glacier ice has a density of more than 900 kg m−3. At low temperatures
and accumulation rates, densification of firn is a slow process and the transition can take
up to centuries or millennia. The large range of surface climate conditions in Antarctica
introduces widely varying characteristics of the firn layer in space and time [Zwally and Li,
2002; Van den Broeke, 2008; Helsen et al., 2008]. For instance, the firn layer thickness can
vary between a few tens of meters in the relatively warm coastal areas to >100 m in the cold
interior of East Antarctica. In ablation areas, where sublimation, drifting snow erosion and/or
melt exceed snowfall, the firn layer can even be completely absent, resulting in formation of
blue ice areas [Winther et al., 2001].

The steady and transient states of the firn layer provide important information on firn air
content and surface elevation changes. These are crucial parameters needed to estimate the
contemporary mass balance of the AIS using remote-sensing techniques [Rignot et al., 2008;
Helsen et al., 2008; Van den Broeke et al., 2008]. Figure 2.1, adjusted from Zwally and Li
[2002], shows the various components of the vertical displacement of the ice sheet surface. A
change in surface height with time (dH/dt) is given as the sum of these velocity components:

dH
dt

= vacc + vme + vfc + vice + vb (2.1)

where vacc, vme, vfc, vice and vb are the velocity components that represent accumulation,
melt, firn compaction, ice flow and bedrock movement, respectively. Since we focus on
relative short timescales, vb is negligible and vice is assumed proportional to the average
annual accumulation. The effect of sublimation is included in the accumulation velocity, vacc.
These velocity components can be combined in time-dependent firn densification models to
calculate temporal changes in firn depth and density and surface height changes, by forcing
them with time series of surface temperature, snowfall, sublimation and melt. These results
can be used to convert satellite elevation change measurements to mass changes [Davis et al.,
2005; Wingham et al., 2009, among others]. It has been demonstrated that variability in firn
densification rate and accumulation strongly influences the observed surface height changes
[McConnell et al., 2000; Helsen et al., 2008].

Several models have been proposed to describe firn densification. Some are based on physical
principles [e.g. Wilkinson, 1988], while others use semi-empirical parameterizations [Herron
and Langway, 1980; Barnola et al., 1991; Helsen et al., 2008; Arthern et al., 2010]. A dis-
tinction can also be made between models that describe the steady-state density profile, and
models that simulate changes in the firn layer over time. Steady-state firn profiles can be used
to estimate the amount of air in the firn column, which is used to convert ice thicknesses to
total mass of an ice column. Van den Broeke [2008] showed that the steady-state solution of
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Figure 2.1: Schematic representation of the firn layer (including surface snow) and the velocity com-
ponents contributing to surface elevation changes: accumulation (vacc), melt (vme), firn compaction
(vfc), downward ice flow (vice) and bedrock movement (vb), adjusted from Zwally and Li [2002].

Barnola et al. [1991], forced with regional atmospheric climate model output from Van de
Berg et al. [2006], is in good agreement with observations from firn cores. For the upper lay-
ers, this model uses the semi-empirical steady-state solution of Herron and Langway [1980],
while for the lower part the equations of Pimienta and Duval [1987] are used. Recent expres-
sions for time-dependent firn densification and depth are those of Helsen et al. [2008] and
Arthern et al. [2010], which are both based on the model of Herron and Langway [1980].
The latter assumes that firn compaction has an Arrhenius-type temperature sensitivity and
was tuned to fit steady-state density profiles from Greenland and Antarctica. A different tem-
perature sensitivity was added by Zwally and Li [2002], which was later modified by Helsen
et al. [2008] to make it suitable for Antarctica. None of these models included snowmelt and
refreezing, while it is well known that the higher density of refrozen meltwater can have a
significant effect on the density of the firn column and its densification rate.

In this paper we present a firn densification model (FDM) that calculates steady-state as well
as time-dependent firn density profiles for Antarctica. The advantage of this model is that it
uses the same densification expression for both purposes, tuned to optimally fit observations.
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Also snowmelt and percolation, retention and refreezing of meltwater is implemented. In
Section 2.2, we describe the model and its forcing. In Section 2.3, two applications are pre-
sented; first, we present an update of the characteristics and spatial variability of the steady-
state Antarctic firn layer. Next, we present time series of surface height changes at various
locations across Antarctica. For both applications, the FDM is forced with output of the
regional atmospheric climate model RACMO2 [Lenaerts et al., 2012a].

2.2 Methods

2.2.1 Atmospheric forcing

The FDM is forced at the surface by the surface mass balance, surface temperature and near-
surface wind speed from the regional atmospheric climate model RACMO2. Model data is
available for the period 1979–2009 at a temporal resolution of 6 h and a horizontal resolution
of 27 km. RACMO2 is forced at the lateral boundaries with ERA-Interim re-analysis data,
which also provides the sea ice cover and sea surface temperatures. The average annual accu-
mulation, as used in this paper, is the sum of solid and liquid precipitation minus sublimation.
The climate and surface mass balance of RACMO2 has been validated by Kuipers Munneke
et al. [2011], Lenaerts et al. [2012c] and Lenaerts and Van den Broeke [2012] and is shown
to provide a good representation of the Antarctic near-surface climate.

2.2.2 Firn densification model

Our FDM is a time-dependent one-dimensional model that keeps track of the density and
temperature in a vertical firn column. New added surface snow is instantly treated as the upper
layer of the vertical firn column. The fresh snow density for each grid point is determined
by a parameterization of Kaspers et al. [2004], based on average annual accumulation (ḃ in
mm w.e. yr−1), 10 m wind speed ( ¯V10 in m s−1) and surface temperature (T̄s in K), with a
slope correction for Antarctica by Helsen et al. [2008]:

ρs =−151.94+1.4266(73.6+1.06 T̄s +0.0669 ḃ+4.77 ¯V10) (2.2)

The previous time-dependent model version [Helsen et al., 2008] did not consider processes
associated with liquid water: rain, snowmelt, percolation and refreezing. In the new model,
these processes are implemented by allowing liquid water from rain and/or snowmelt, as
prescribed by RACMO2 output, to exist in – and move through – the firn column. The
amount of snowmelt is removed from the top layer, and percolates down into the firn column.
It refreezes when it reaches a firn layer with sufficient cold content (T < 0 ◦C) and pore space.
To mimic capillary forces, a part of the liquid water remains in a layer that is at 0 ◦C. The
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maximum amount of pore space used to store liquid water (Wmi in %) is taken as a function
of the snow porosity P [Coléou and Lesaffre, 1998]:

Wmi = 1.7+5.7(
P

(1−P)
) (2.3)

Typical values for Wmi are 9–13 % close to the surface (ρ = 300–400 kg m−3) and 4 % lower
in the firn column (ρ ∼= 650 kg m−3). This retained water refreezes when the layer cools. By
allowing water and therefore mass and heat to move through the firn column, the heat trans-
port cannot be solved using an implicit numerical scheme, as in Helsen et al. [2008], but has
to be solved explicitly, making the model computationally more expensive. The subsurface
heat transport is simulated by using a one-dimensional time-dependent heat-transfer model
[Paterson, 1994]:

δT
δ t

= k
δ 2T
δ z2 (2.4)

where k is the thermal diffusivity. This heat-transfer equation only contains a heat conduction
term, where formally also heat advection and internal heating by deformation of ice should be
included. However, the latter is small in the firn zone and therefore neglected, heat advection
is implicitly taken into account by the downward motion of the firn layers at the speed of vice
[Helsen et al., 2008].

The initial density profile of the time-dependent simulation is obtained by spinning up the
model as long as needed to refresh the entire firn layer. As the average annual accumulation
and depth of the firn layer vary widely in space, the spin-up period is determined uniquely for
every grid point. To obtain the input for the spin-up period, the 1979–2009 period is repeated
into a time series long enough to refresh the entire firn layer. Hence, we assume this 31-year
period is representative for the past 100–1000 years and the firn layer to be in steady state.

The previous model version used a densification expression adapted from Zwally and Li
[2002], with a single densification expression for the complete density range. Various studies
[Herron and Langway, 1980; Barnola et al., 1991] suggest one (ρ ∼= 550 kg m−3) or even
two (ρ ∼= 550 kg m−3 and ρ ∼= 830 kg m−3) critical values to separate different densification
processes that occur in the firn column. In the upper part (ρ ≤ 550 kg m−3), the dominant
densification processes are grain settling and packing of snow grains [Herron and Langway,
1980]. Thereafter, densification is slower and mainly due to sublimation, diffusion and defor-
mation processes until the density reaches the pore close-off depth (ρ ∼= 830 kg m−3), where
the remaining air bubbles get trapped in the ice. Further densification takes place by compres-
sion of these bubbles, until the density of glacier ice (ρ ∼= 917 kg m−3) is reached. Obviously,
outside the dry snow zone refreezing of meltwater and/or liquid precipitation also cause firn
to densify.

Our FDM uses the dry snow densification expression proposed by Arthern et al. [2010] (Ar10
from now on) (Equation 2.5). Ar10 use different densification expressions above and below
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Figure 2.2: Firn density profiles of the steady-state Ar10S and time-dependent Ar10T densification
expressions for a location in Marie Byrd Land (A) and steady-state density profiles of Ar10S and Ba91,
with the observed z550 and z830 (B) for South Pole (purple) and the MBL location as in Figure A (black).
Climatic characteristics of both points are listed in Table 2.1.

the critical density value (ρ = 550 kg m−3) and therefore are better able to capture the faster
densification near the surface.

Ar10T:
dρ
dt

=C ḃ g (ρi −ρ) e(
−Ec
RTs +

Eg
RT̄s

) (2.5)

where Ec, Eg and C are constants, ḃ is the average annual accumulation, g the gravitational
acceleration, ρi the ice density (917 kg m−3) and R the gas constant and “T” in Ar10T refers
to the time-dependent model version. Note that C has different values above (0.03) and
below (0.07) the critical density level ρ = 550 kg m−3. To convert Ar10T to a steady-state
solution (Ar10S), the vertical displacement of a firn layer has to equal the average annual ac-
cumulation rate divided by the ice density. Also the local temperature (Ts) in the exponential
term is replaced by the annual average surface temperature (T̄s):

Ar10S:
dρ
dz

=C dz ρ g (ρi −ρ) e(
−Ec
RT̄s

+
Eg
RT̄s

) (2.6)

where dz is the thickness of a firn layer in metres. Figure 2.2a compares firn density profiles
from Equations 2.5 and 2.6 for a point in Marie Byrd Land (MBL), for which the climate
characteristics are listed in Table 2.1. The oscillations in Ar10T are related to the strong
non-linear dependence of densification rate on temperature. This effect is only present in
the top few meters of the firn column, where the seasonal temperature cycle is significant.
To compensate for this systematic bias and to enable a comparison with other steady-state
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models, an offset is applied to the surface density in the steady-state model, so that the critical
ρ = 550 kg m−3 level occurs at the same depth in both solutions.

2.2.3 Model performance and tuning

We compared the modeled depths of the critical density values ρ = 550 kg m−3 (z550) and
ρ = 830 kg m−3 (z830) with observations from 48 ice core drilling sites in Antarctica (Fig-
ure 2.3) [Van den Broeke, 2008]. We also compare the results of the steady-state model to
Van den Broeke [2008], who used the steady-state expressions of Barnola et al. [1991]:

Ba91 :

�
dρ
dz = 11 dz ρ (ρi −ρ) e

−E
RT̄s for ρ < 550 kg m−3

dρ
dz = A0 dz ρ tyr

ḃ fe(ρ) ∆P3 e
−E
RT̄s for ρ > 550 kg m−3

(2.7)

where E and A0 are constants, tyr is the number of seconds in a year and ∆P the overburden
pressure. Figure 2.2b compares the density profiles of Equations 2.6 and 2.7 with the ob-
served z550 and z830 at South Pole and MBL (climate characteristics are listed in Table 2.1).
Although the densification expressions are quite different, the results for South Pole are sim-
ilar and both correspond rather well with the observed depths. For the MBL point, Ba91
again shows good agreement with the observed depths, while Ar10S densifies too quickly
and simulates too shallow critical depths. Around 15 m in the Ba91 simulation a numerical
artifact is visible, caused by the overburden pressure ∆P in Equation 2.7. The densification
rate is underestimated at these low depths since there is not enough overburden pressure in
the above layers. However, Ba91 simulates the depths of the critical levels quite well.

Figure 2.4 compares observed and modeled z550 and z830 for all 48 observation locations. In
order to isolate z830 from processes above z550, we used z∗830 = z830 - z550. Almost everywhere,
Ar10S causes the firn to densify too quickly in the upper part of the firn column and therefore
under-predicts z550. The same pattern is observed for the points with a relatively small z830,
with deviations up to 50 %. However, for points with larger z830 the pattern is reversed.
The Ba91 results are very similar to those of Van den Broeke [2008], in which a previous
RACMO2 dataset [Van de Berg et al., 2006] was used.

Table 2.1: RACMO2 climate characteristics of a point in Marie Byrd Land (MBL) and South Pole
(SP): latitude, longitude, height above sea level, average annual temperature, accumulation, 10 m wind
speed and melt over the 1979–2009 period.

Lat (◦N) Lon (◦E) hs (m) T̄s (K) ḃ (mm yr−1) ¯V10 (m s−1) M̄ (mm yr−1)
MBL −79.6 -105.0 1912 241.0 306.0 6.64 0.0
SP −90.0 0.0 2797 220.3 56.0 5.55 0.0
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Figure 2.3: Locations of 48 firn cores used in the model comparison in Section 2.2 (red and blue) and
the locations of P1, P2 and P3, used in the analysis in Section 2.3.2 (blue).

The ratio of modeled to observed depths (MO) in Ar10S is found to be highly correlated with
average annual accumulation at the 48 core sites, both for z550 and z830 (Figure 2.5). The
correlation is such that the effect of the average annual accumulation ḃ on the densification
rate is too large. This also explains the agreement of Ar10S with observations in Figure 2.2b
at South Pole, where low average annual accumulation leads to a MO-ratio close to 1. The
higher average annual accumulation at MBL in Figure 2.2b on the other hand, leads to a
MO-ratio <1 and thereby shows an overestimated densification rate in Ar10S. Previously,
Herron and Langway [1980] proposed the exponent α in ḃα to be chosen between 0.5 and
1.1. However, Zwally and Li [2002] and Helsen et al. [2008] later assumed α = 1. To
introduce the correct accumulation dependence, we multiply the densification expressions of
Ar10S with the relations of the regressions in Figure 2.5, being:

MO550 = 1.435−0.151 ln (ḃ) for ρ < 550 kg m−3 (2.8)

MO830 = 2.366−0.293 ln (ḃ) for ρ > 550 kg m−3 (2.9)

For extreme average annual accumulation values (ḃ > 3213 mm yr−1), MO830 becomes neg-
ative, which occurs on a few points in the Antarctic Peninsula. MO550 = 0 is not reached
for realistic values of ḃ. We impose a minimum value of 0.25 on MO550 and MO830, cor-
responding roughly to areas where the average annual accumulation exceeds 1400 mm yr−1.
Figure 2.6 compares the observed to the updated model values of z550 and z830. For both
critical depths, the agreement of the steady-state FDM with the observations is now compa-
rable to Ba91, but the great advantage of the new expression is that it can also be used in a
time-dependent fashion.
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Figure 2.4: Modelled vs observed depth of the ρ = 550 kg m−3 (A) and ρ = 830 kg m−3 (B) levels, for
the densification expressions of Ar10S and Ba91.

Figure 2.5: MO-ratio of Ar10S for z550 (A) and z∗830 (B) vs. the average annual accumulation, the
regression line equations are listed in Equations 2.8 and 2.9.
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2.3 Applications

2.3.1 Steady-state Antarctic firn density profiles

The steady-state expression forced by average RACMO2 climate fields of average annual
accumulation, surface temperature and wind speed, enables us to look at the spatial variability
of the characteristics of the Antarctic firn column (Figures 2.7 and 2.8). Since the resolution
of RACMO2 output has increased from 55 to 27 km, we see much more detail than in Van den
Broeke [2008]. The modeled density of the surface snow is shown in Figure 2.7a and shows
a typical distribution of relatively low density surface snow in the East Antarctic interior
(300–340 kg m−3), and high densities along the ice sheet margin (420–460 kg m−3), where
temperature, precipitation and wind speeds are high. The two large ice shelves have a slightly
lower surface density than other coastal regions because, in absence of orographic forcing,
the average annual accumulation is relatively small. Along the West Antarctic coast and in
the Antarctic Peninsula, the highest surface density values occur, forced by a combination of
high temperatures, wind speeds and precipitation rates.

The points without values in Figs. 2.7 and 2.8 are regions where, according to RACMO2, no
stable firn layer can exist as average annual accumulation (1979–2009) is exceeded by either
sublimation or melt. The location of these so-called blue ice areas correspond reasonably
well to the areas presented in Winther et al. [2001]. Wind-induced blue ice areas occur in the
vicinity of the Lambert Glacier and along the eastern border of the Transantarctic Mountains.
On Larsen C Ice Shelf, snowmelt exceeds precipitation in RACMO2, so no long-term firn
layer can build up. As Larsen C is currently covered by a significant layer of firn [Holland

Figure 2.6: Modelled vs observed depth of the ρ = 550 kg m−3 (A) and ρ = 830 kg m−3 (B) levels, for
the updated densification expressions of Ar10S and Ba91.
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Figure 2.7: Modelled surface density (A) and depths of the critical density levels ρ = 550 kg m−3

(B) and ρ = 830 kg m−3 (C).

et al., 2011], it is likely that the present firn layer was formed before the recent warming of
the Antarctic Peninsula [Vaughan et al., 2003] and is now slowly degrading.

Figures 2.7b-c show the spatial distribution of two critical depths in the firn column; z550
and z830. These fields show roughly the inverse pattern of surface density. This is especially
valid for z550 as the surface density (ranging from 300 kg m−3 to 450 kg m−3) determines
the start of the density-depth profile. The highest values of z550 and z830 are found in the
interior of East Antarctica with smaller values in the coastal regions. In West Antarctica and
the Antarctic Peninsula the pattern is somewhat different; while z550 is small, z830 shows
relatively high values. This is caused by the high average annual accumulation values in
these regions; the fast burial of fresh snow leads to a slow densification with depth. The
thickness of the firn column in Antarctica, taken as z830, is only 40–50 m around and on the
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Figure 2.8: The modeled amount of air in the firn column, expressed as the firn correction in m (A)
and as a fraction of the total thickness of the ice in % (B)

big ice shelves (Ross Ice Shelf, Filchner-Ronne Ice Shelf and the Amery Ice Shelf). Here, a
combination of relatively high temperatures and relatively low precipitation amounts cause
a rapid densification of firn with depth. The highest values are found on top of the East
Antarctic plateau with values just reaching 120 m.

An important quantity is the amount of air in the firn column. The thickness change resulting
from compressing the whole firn column until it has ice density gives the length of the firn
air column. Figure 2.8a shows the spatial distribution of the length of this firn air column.
It resembles the depth of the firn layer in Figure 2.7c, indicating that deeper firn columns
generally contain more air than shallow columns. This is supported by the average density
of the firn column, which shows little variability; values range between 650 kg m−3 on the
East Antarctic plateau and 690 kg m−3 along the edges of the ice sheet (not shown). In other
words, a deeper firn column is not necessarily denser, and will contain more air. On average
there is 22.6 m air in the firn column (Fig 2.8a), but the modeled range of values is large
(10–40 m) due the previously mentioned climatic differences between the coastal regions and
the interior. The average thickness of the Antarctic ice sheet is 2.06 km [Lythe et al., 2001],
so on average a correction of just over 1 % has to be applied to get the total mass of the ice
sheet. However, ice thicknesses are smaller near the coast; here, the firn air correction can
be significant, especially when it is used to derive ice thickness of floating glacier tongues,
using surface elevation in combination with a flotation criterium [Van den Broeke et al., 2008;
Rignot et al., 2008]. Figure 2.8b expresses the air thickness as a percentage of the total ice
column. On the ice shelves and in coastal and mountainous areas, values of 7–9 % are found.
White areas indicate ice thicknesses [Lythe et al., 2001] that are shallower than the modeled
firn-ice transition depths.
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Figure 2.9: The monthly averaged (1979–2009) velocity components that determine the vertical dis-
placement of the surface: vacc, vme, vfc, vice and vtot (A, B, C) and the daily averaged (1979–2009)
surface height and standard deviation (D, E, F) for P1, P2 and P3 (see Figure 2.3). Note the different
scales.

2.3.2 Time-dependent firn density and surface elevation

The new densification expressions can also be used in the time-dependent FDM. By forcing
the time-dependent FDM with climate model time series, we obtain the evolution of the sur-
face height with time and are able to study the individual processes that contribute to the ver-
tical movement of the surface. Figures 2.9a–c show the seasonal cycle of the surface velocity
components and Figures 2.9d–f the resulting surface elevation evolution, i.e. the integrated
signal of vtot in Figures 2.9a–c, for three locations on the AIS (Figure 2.3): P1 is located in
the cold and dry East Antarctic interior, P2 is in wetter and warmer West Antarctica and P3
in coastal Dronning Maud Land where melt occurs annually. The climate characteristics of
these points are shown in Table 2.2.

Table 2.2: RACMO2 climate characteristics of points P1, P2 and P3: latitude, longitude, height above
sea level, average annual temperature, accumulation, 10 m wind speed and melt over the 1979–2009
period.

Lat (◦N) Lon (◦E) hs (m) T̄s (K) ḃ (mm yr−1) ¯V10 (m s−1) M̄ (mm yr−1)
P1 −75.1 123.4 3262 218.0 18.5 5.14 0.0
P2 −77.8 −102.9 1392 245.6 520.4 7.14 0.0
P3 −71.1 −10.9 40 255.7 251.0 8.26 53.2
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The average seasonal cycle is similar for the three locations, with upward motion of the sur-
face (positive vtot) in autumn, winter and spring and a relatively strong downward motion
(negative vtot) in summer. At all three locations, vice is constant throughout the year, as it
is assumed proportional to the average annual accumulation. At P1 and P2, no melt occurs
(vmelt = 0), hence the seasonal variations are determined by accumulation and firn densifica-
tion. The strong non-linear temperature dependence of the latter causes a densification peak
in summer. In combination with a summer minimum in vacc, this causes the summer lowering
of the surface. The contribution of firn densification to the vertical movement of the surface is
relatively constant from year to year, as only the upper few meters of the firn layer experience
significant annual temperature changes. So, at P1 and P2, the variations in vtotal are mainly
caused by variability in snowfall.

At P3, melt mainly occurs in December and January, which lowers the surface significantly.
In combination with the variability in accumulation, this leads to a relatively large inter-
annual variability for the summer months. Interestingly, the contribution to surface lowering
by firn densification is almost three times smaller at P3 than at P2. One reason is the presence
of refrozen meltwater in the firn column at P3, which causes higher average firn densities and
therefore limits the potential total firn densification. Also, the firn layer at P2 is much deeper
than at P3, due to the higher average annual accumulation amounts.

Figure 2.10 shows the surface height evolution for the entire 31-year period (1979–2009) at
P2 and P3. The evolution of the surface height in P1 shows small inter-annual variability and
is therefore not included. For P2 and P3, the inter-annual variability as discussed above is

Figure 2.10: Surface height evolution (1979–2009) for P2 and P3 (see Figure 2.3).



2. Firn densification model 29

visible as decadal trends. At P2, inter-annual variability is almost completely caused by accu-
mulation variability where wetter (e.g. 2005–2006) and dryer (e.g. 1988–1991) than average
periods cause upward or downward trends in surface height. An interesting asymmetry is
visible: the lowering at P2 is more gentle than in P3, as firn densification is a slow, but steady
process compared to melt. At P3, the more rapid lowering of the surface is often caused by
strong melt seasons in combination with less than average precipitation (e.g. 1981–1983),
while upward motions are associated with wetter periods in combination with a weak melt
season (e.g. 2008–2009).

2.4 Conclusion

After introducing an accumulation dependence into the Ar10 densification expression, good
agreement is found with 48 steady-state firn profiles from the Antarctic ice sheet. The steady-
state version of the new densification expression produces results comparable to the steady-
state solution of Barnola et al. [1991]. A great advantage of the updated expression is that
it can also be used in time-dependent mode. Moreover, by introducing liquid water into the
model, it can now be applied to the entire Antarctic ice sheet including its floating ice shelves,
as long as the surface mass balance is positive and a firn layer can build up.

Several improvements to the model can be made. The accumulation dependence that has
been introduced in the densification expression of Arthern et al. [2010] is tuned and validated
with the same dataset of 48 Antarctic firn cores. Ideally, a part of the dataset should be used
for tuning and another part for validation. However, the Antarctic climate is very diverse and
some climate zones are only represented by a few points, so splitting the dataset of only 48 firn
cores is no option at present. The time-dependent model can at present not be validated with
observations, as long-term reliable surface height measurements at high temporal resolution
are scarce. Satellite height measurements do not have the right time resolution and are often
very noisy, while in-situ observations typically span less than a year. Moreover, to perform
a thorough comparison with in-situ observations, the height measuring instrument should be
fixed at a reference level outside the firn layer, which is virtually impossible.

This is also the reason for choosing to improve a semi-empirical model instead of using a
more physically-based firn densification model. The physics of firn densification are still
not fully understood and mainly observed in laboratories. This explains our choice for an
empirical model that describes firn densification in relation to temperature and accumulation.

The fresh snow density parameterization of Kaspers et al. [2004] is now used in both the
steady state and the time-dependent firn densification model. As the density of fresh snow is
most likely not constant in time, this could be a point of improvement in future research of
the time-dependent model. However, almost no observations on Antarctic fresh snow density
are available: most observations are averaged over the first 0.5–1 m.
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In steady-state mode, the FDM is used to assess the spatially variable characteristics of the
Antarctic firn layer. On the cold and dry East Antarctic plateau, the lowest surface snow
density and deepest firn-ice transitions are found. Moving towards the coastal areas the cli-
mate gets warmer, wetter and windier, causing the surface density to increase and the firn
layer depth to decrease. Some regions do not obey this general pattern, e.g. the coast of West
Antarctica shows high surface densities and small values of the depth of the ρ = 550 kg m−3

level (z550), but deep firn-ice transition depths (z830), reaching 120 m. The high average an-
nual accumulation rate induces a fast burial of firn, which leads to small gradients in firn
density with depth. The same effect occurs along the Antarctic mountain ranges, but is less
evident and only present in some isolated spots.

Steady-state profiles can be used to quantify the amount of air in the firn column, a quantity
needed to convert ice thickness to total ice mass. The firn correction averaged over the entire
ice sheet is small (1 %), but along mountain ranges and especially on ice shelves, the values
go up to 9 %. This constitutes a significant correction for ice flux calculations at the grounding
line [e.g. Rignot et al., 2008]. The spatial variability of firn layer characteristics resembles
that presented by Van den Broeke [2008], but with much improved horizontal resolution.

The effect of melt is not included in the steady-state profiles: if melt occurs, meltwater re-
freezes deeper in the firn column resulting in layers with higher density and/or complete ice
lenses. In a steady-state profile these features cannot be modeled, as they move to greater
depths with time. On average, the density will be higher due to this refrozen water. As heat
is released upon refreezing, the local firn temperature will increase, further accelerating the
densification. On the other hand, ice layers lead to a higher average density, which in turn
decreases the potential densification rate.

The time-dependent version of the FDM is used to study the evolution of the surface height
and firn density in time and depth. It shows that within three different climatic zones in
Antarctica, the surface elevation has a clear annual cycle with upward motion in austral au-
tumn, winter and spring due to accumulation and relatively slow firn compaction, and a low-
ering in summer when accumulation is lower and firn densification is more rapid in response
to higher temperatures. If melt is present, the lowering of the surface in summer is even more
pronounced. In the interior of Antarctica, the year-to-year surface elevation variability is al-
most completely caused by the variability in accumulation, while in melt areas the strength of
the melt season is also important. Firn densification rate shows less year-to-year variability.



3
’Breathing’ of the Antarctic

ice sheet

Summary

One way to estimate the mass balance of an ice sheet is to convert satellite observed surface elevation
changes into mass changes. In order to do so, elevation and mass changes due to firn processes must be
taken into account. Here, we use a firn densification model to simulate seasonal variations in depth and
mass of the Antarctic firn layer, and assess their influence on surface elevation. Forced by the seasonal
cycle in temperature and accumulation, a clear seasonal cycle in average firn depth of the Antarctic
ice sheet (AIS) is found with an amplitude of 0.026 m, representing a volume oscillation of 340 km3.
The phase of this oscillation is rather constant across the AIS: the ice sheet volume increases in austral
autumn, winter and spring and quickly decreases in austral summer. Seasonal accumulation differences
are the major driver of this annual ’breathing’, with temperature fluctuations playing a secondary role.
The modeled seasonal elevation signal explains ∼31 % of the seasonal elevation signal derived from
ENVISAT radar altimetry, with both signals having similar phase.

This chapter is published as: Ligtenberg S. R. M., M. Horwath, M. R. van den Broeke, and B. Legrésy
(2012), Quantifying the seasonal ’breathing’ of the Antarctic ice sheet. Geophysical Research Letters, 39, L23501,
doi:10.1029/2012GL053628.
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3.1 Introduction

The Antarctic ice sheet (AIS) is the largest reservoir of frozen water on Earth, containing
the equivalent ice volume of 57 m global sea level rise [Lythe et al., 2001]. With an annual
mass turnover of ∼2500 Gt [Lenaerts et al., 2012a], even a relatively small change in the
mass balance of the AIS has a significant effect on global sea level [IPCC, 2007; Van den
Broeke et al., 2011]. Estimating the mass balance of the AIS is difficult, because of its
size, remoteness and the fact that it has only been studied intensively during the last half
century. Currently, three methods are used for estimating the mass balance of the AIS: i) the
mass budget method [Rignot et al., 2011a], ii) the gravimetry method [Velicogna, 2009] and
iii) the volumetric method [Davis et al., 2005]. In the latter method, remotely sensed surface
elevation (volume) changes are converted into mass changes. This conversion requires a
correction for depth and mass changes of the firn layer, the mantle of compressed snow that
covers the AIS.

Neglecting basal melt, the vertical movement of the ice sheet surface (dH/dt) is forced by
snow accumulation (vacc), sublimation (included in vacc), snowmelt (vme), firn compaction
(vfc), ice flow beneath the firn layer (vice), and buoyancy effects on floating ice shelves (vby)
[Ligtenberg et al., 2011]:

dH
dt

= vacc + vme + v f c + vice + vby (3.1)

Following the seasonal cycle in temperature and accumulation, that affects vacc, vme and vfc,
the firn layer covering the ice sheets of Antarctica and Greenland ’breathes’, i.e. it expands in
winter and contracts in summer. Although this phenomenon is often mentioned in literature
[e.g. Thomas et al., 2008; Lee et al., 2012], it has not yet been robustly quantified. For
the Greenland firn layer, Braithwaite et al. [1994] suggested seasonal oscillations in surface
elevation of 0.1–0.2 m, while Zwally and Li [2002] observed (0.25 m) and modeled (0.18 m)
similar seasonal variations at Summit, Greenland. The only Antarctic observation suggests
seasonal variations up to 0.6 m based on radar satellite altimetry [Yi et al., 1997]. All studies
report surface elevation minima in mid- or late summer and maxima in late-winter. These
regular oscillations in surface elevation can be important when deriving surface elevation
trends from satellite altimetry, especially in the case of short time series over just a few years
with sparse sub-annual sampling [Gunter et al., 2009]. In this study we combine output of
a regional atmospheric climate model at relatively high horizontal resolution (∼27 km) with
a firn densification model to quantify this effect for the AIS. We compare apparent volume
changes inferred from ENVISAT satellite radar altimetry (RA) to modeled volume changes.
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3.2 Methods

We use a 1D, time-dependent firn densification model (FDM) that calculates temperature,
density and liquid water content in a vertical firn column with a typical layer thickness of
5 cm [Ligtenberg et al., 2011]. At the surface, the FDM is forced by 6 hour cumulated sur-
face mass balance components (snowfall, rain, sublimation and snowmelt) and 6 hour aver-
age surface temperature (Ts) and 10 m windspeed from a regional atmospheric climate model
(RACMO2) at ∼27 km horizontal resolution [Lenaerts et al., 2012a]. To obtain initial ver-
tical firn profiles a spin-up procedure is used: sufficient iterations of the 1979–2011 climate
are used to build up a complete firn layer, before the final run is performed [Ligtenberg et al.,
2011]. This approach assumes a stable climate for the past 100–200 years, i.e. no significant
long-term (centennial) trends in temperature or accumulation. The final FDM simulation cov-
ers the 1979–2011 period with a time step of 15 minutes and output is stored every 2 days. In
this paper we present i) changes in monthly surface elevation, e.g. a dH/dt value for January
represents the change in surface elevation between the 31st of December and the 31st of Jan-
uary and ii) the amplitude and phase of a sine function fitted to the seasonal surface elevation
oscillations.

We compare FDM results to ENVISAT radar altimetry data for the period October 2002
through October 2010, derived from the along-track repeat satellite RA approach [Legrésy
et al., 2006]. This approach analyses time series of altimetric observations at every along-
track position along the 35-day repeat orbit. The effect of non-exact repeat positions in con-
junction with local topography is corrected empirically. Time variable relative contributions
of surface and volume echos are corrected using the echo shape corrections [Legrésy et al.,
2006]. Horwath et al. [2012] showed that having time series of RA corrected from the echo
shape time variations makes them qualitatively consistent to GRACE observations at interan-
nual and longer terms. The polar gap (south of 81.5 ◦S), steep terrain areas and floating ice
shelves are excluded from the RA dataset.

3.3 Results

Figure 3.1 shows the modeled surface elevation evolution averaged over the AIS, including
its floating ice shelves, for the period 1979–2011. The seasonal cycle explains 30 % of the
total temporal variability, but significant inter-annual variability also exists. For instance, the
surface of the AIS rose on average by ∼7 cm between 1979 and 1989, and fell by ∼5 cm
in each of the periods 1994–2000 and 2006–2009. These inter-annual variations are mainly
associated with snowfall variability, as was also shown by Davis et al. [2005], Helsen et al.
[2008] and Horwath et al. [2012]. Part of these variations is also explained by the steady state
assumption that is made in the FDM (see, Section 3.2 and Ligtenberg et al. [2011]), forcing
the surface elevation to start and end at zero. Long-term accumulation variability could add up
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Figure 3.1: Ice sheet averaged surface elevation time series as simulated by the firn densification
model (FDM, black) and as observed by the ENVISAT radar altimeter (ENVISAT, red). Dots indicate
one-year surface elevation averages for the FDM (black) and ENVISAT (red). A 0.01 m surface eleva-
tion change is equal to a 131 km3 (FDM) or 98 km3 (RA) firn volume anomaly, because of the different
areas of coverage (see Figure 3.4a-c).

to 8 % uncertainty in long-term surface elevation trends, while long-term snowmelt variability
can increase the uncertainty by up to 30 % [Pritchard et al., 2012].

In Figure 3.2, the average seasonal cycle of the surface elevation and its separate components
from Equation 3.1 are shown. By definition, vice is constant throughout the year, and its mag-
nitude equals the average annual accumulation rate divided by the ice density. The buoyancy
effect (vby) of the floating parts of the ice sheet, the coastal ice shelves, is small when aver-
aged over the full AIS, and only locally important [Pritchard et al., 2012]. Melting of snow
(vme) is only significant in summer and in the coastal regions of the AIS, where it forces a
downward surface velocity mainly in December and January. Sublimation, which is incorpo-
rated in vacc, has two components: surface sublimation, which peaks in summer, and drifting
snow sublimation, which peaks in winter [Lenaerts and Van den Broeke, 2012]. However,
the seasonal cycle in vacc is dominated by the winter maximum in snowfall [Lenaerts et al.,
2012a]. Firn compaction (vfc) shows only a relatively weak seasonal cycle, driven by en-
hanced compaction in summer and early winter, when the summer heat wave penetrates the
firn pack. All processes combined result in a strongly negative dH/dt in December and Jan-
uary, when surface temperature, densification rate, snowmelt and surface sublimation peak.
In combination with low accumulation this leads to rapid lowering of the surface. In autumn,
winter and spring, the surface steadily rises under influence of enhanced winter snow accu-
mulation and reduced densification rates, snowmelt and surface sublimation. In contrast to
summer, there is no clear peak in winter surface rise.
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Figure 3.2: Monthly surface elevation changes (vtot, black) and its components; accumulation
(vacc, green), firn compaction (vfc, red), snowmelt (vme, blue), vertical downward movement of ice
(vice, brown) and buoyancy effects (vby, orange) as simulated by the firn densification model.

Figure 3.3a-b shows that this seasonal cycle in surface elevation is spatially consistent across
the AIS. In January, dH/dt is negative over most of the AIS. In winter, the signal is reversed
and dH/dt is positive, however it is spatially less uniform (i.e. the areas with a reversed signal
are more extensive) than the summer signal. The largest signals occur along the margins of
the AIS, where temperature and accumulation rates are relatively high. A notable feature
is the anomalous pattern along the Weddell Sea coast, i.e. the Antarctic Peninsula (AP) and
Coats Land (78 ◦S, 30 ◦W). The driving force of this anomalous pattern is accumulation: for
instance on the eastern AP, summer accumulation is three times higher than in winter, while
on the western side it is the opposite. These accumulation characteristics are probably caused
by the seasonally shifting direction of flow towards the mountain range of the AP.

The amplitude of the seasonal elevation oscillation is defined as half the peak-to-peak value
of a sine function fitted to the seasonal cycle in surface elevation. The average over all
local amplitudes of the AIS is 0.026 m, but spatially there are large differences (Figure 3.4a).
Amplitudes of less than 0.005 m are found on the interior East Antarctic plateau, an area
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A B

Figure 3.3: Spatial distribution of average monthly surface elevation changes (dH/dt) in summer
(January, A) and winter (July, B).

with annual snowfall of 20–50 mm w.e. and very low Ts year round [Lenaerts et al., 2012a].
Along the margins of the AIS, higher temperatures and accumulation rates result in larger
surface elevation oscillations (0.1–0.3 m). The largest amplitude (0.35 m) is simulated just
inland of Getz ice shelf (75 ◦S, 130 ◦W) in West Antarctica. The FDM cannot be applied to
ablation regions where sublimation and/or snowmelt exceed accumulation, i.e. where a firn
layer cannot develop (white areas in Figure 3.4a).

Figure 3.4b shows the phase of the elevation maximum, which generally occurs in late win-
ter, spring or even early summer depending on the timing of the maximum in accumulation.
Along the Weddell Sea coast, the anomalous pattern again emerges, with an elevation maxi-
mum in late summer.

Summed over the AIS, the average seasonal amplitude translates to a seasonal volume change
of 340 km3. If we account for the air-ice ratio in near-surface firn this equals the ∼100 Gt
average seasonal mass change as reported by Lenaerts et al. [2012a], which corresponds to
∼0.3 mm of global sea level equivalent and 4 % of the total seasonal variation in ocean mass
(6.8–8.5 mm) [Chambers et al., 2004; Willis et al., 2008].

Few observations exist to verify the modeled seasonal oscillations. At Summit, Green-
land, surface elevation oscillations of 0.125 m have been measured [Zwally and Li, 2002],
which compares well with values found in Antarctic regions with similar climate conditions
(∼250 mm w.e. annual accumulation, T̄s ∼= 244 K and no snowmelt), such as coastal West-
Antarctica.
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ENVISAT RA

Figure 3.4: Average amplitude (A and C, note the different scale) and timing of phase maximum (B and
D) of the seasonal surface elevation oscillation, from the firn densification model (1979–2011, A-B) and
observed by ENVISAT radar altimetry (2002–2010, C-D). In A and B, white areas indicate locations
were no firn layer is simulated, i.e. regions where annual snowmelt and/or sublimation are larger than
accumulation. In C and D, white areas indicate regions where no observations are available (e.g. the
polar gap south of 81.5 ◦S and regions with steep terrain), or where observations are excluded from the
analysis (e.g. ice shelves).

Time series of volume changes derived from ENVISAT RA over its region of coverage (red
line in Figure 3.1; see Figure 3.4 for region of coverage) also show seasonal variations in
surface elevation over the AIS. The seasonal amplitude from RA is considerably larger than
the respective amplitude from FDM. The spatial distribution of the amplitude of RA and the
FDM qualitatively agree (Figure 3.4a-c, note the different scale), with the lowest values in
the East Antarctic interior and higher values along the margins. The average of the local
seasonal amplitudes from the FDM, taken over the overlapping area, (0.029 m) represents
31 % of the RA amplitude (0.093 m). While the seasonal variations in the RA time series
are significantly larger than those simulated by the FDM, the phase is similar. The phase
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maximum in both methods occurs in the same season, although the RA surface elevation
maximum is reached in late winter for most locations, which is on average 1–2 months earlier
than in the FDM (Figure 3.4b,d and Figure 3.1). Interannual variations in both methods also
show some similarities with a peak in surface elevation around 2006 and lowering thereafter
(dots in Figure 3.1).

3.4 Discussion

When comparing results of FDM and RA on the seasonal time scale, we consider their differ-
ences as an upper bound on errors of either approach. In fact, there is no evident alternative
method to assess RA or FDM seasonal errors on a regional or ice sheet scale, and no prior
quantification of those errors. However, it is likely that most of the RA-FDM differences
can be assigned to remaining systematic RA errors. An exaggeration of RA amplitudes is
obvious in regions where RA amplitudes are on the order of, or larger than, the amount of
annual snow accumulation. This is the case, for example, in Victoria Land (west of the Ross
Ice Shelf) and around Lambert Glacier (74 ◦S, 65 ◦E) where RA amplitudes (Figure 3.4c) are
significantly larger than the RACMO2 simulated accumulation [Lenaerts et al., 2012a].

One crucial error source are time-variable relative contributions of surface and volume echos
affecting the re-tracked heights [Legrésy and Rémy, 1998; Arthern et al., 2001]. As mentioned
in Section 3.2, here, we use the linear relation between the radar echo shape parameters
and the re-tracked height, proposed by Legrésy et al. [2006], to build an empirical height
correction at each point on the ice sheet. Lacroix et al. [2009] showed the effectiveness of
this correction for variations following strong wind events. A limitation of the empirical
time-variable echo shape correction lies in the assumption of just a single relation existing
between the echo shape parameters and the height correction, while there may be various
modes of echo shape changes depending on i) the underlying physical process (wind, snow
accumulation, densification) and ii) the time scale. The seasonal compaction implies that
changes in the density of snow layers impact their dielectric response to radar waves. It is
therefore possible that part of the seasonal echo shape change is not well represented in the
empirical correction. These seasonal radar penetration effects may amount to up to several
centimeters in amplitude and are therefore the first candidate to explain the RA contribution
to the RA-FDM differences. Future studies may involve using the FDM to infer a density
profile, to model the dielectric variations of the medium (alike Lacroix et al. [2008]) and to
relate it to the RA variations.

Orbital and reference frame issues [Yi et al., 1997; Dong et al., 2003] might also contribute to
systematic seasonal effects in the RA measurements. They would show large-scale patterns
independent of ice sheet geography, so an upper bound for such effects is given by the 2 cm
level found in the Antarctic interior (Figure 3.4).
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Some differences between the two datasets also arise from variations in ice flow observed by
RA but not included in the FDM, where vice is assumed constant in time. Seasonal variations
in ice flow may amount to the order of 10–20 % in Greenland (e.g. Zwally et al. [2002];
Joughin et al. [2008]; Rosenau et al. [2012]). In Antarctica, however, such variations are
rare due to the limited supply of meltwater that could induce them [Scambos et al., 2004].
Concerning flow variations on the interannual to decadal scale, Rignot et al. [2011a] report
a 9 Gt yr−1 annual change of Antarctic discharge (corresponding to 8 km3 yr−1 of volume
discharge). This is a minor contribution to the interannual variations of 50–500 km3 that can
be deduced from Figure 3.1.

3.5 Summary and conclusions

Using a combination of a firn densification model and a regional atmospheric climate model,
we quantify the component of the seasonal volume change, or ’breathing’, of the AIS, forced
by the seasonal cycle in accumulation and temperature. High temperatures and low accu-
mulation cause the surface to lower rapidly in austral summer, while in autumn, winter and
spring the surface steadily rises, mainly due to higher accumulation rates. During the 32-year
period under consideration (1979–2011), a clear annual cycle in surface elevation is found
with an amplitude of 0.026 m averaged over the AIS, equivalent to a 340 km3 volume os-
cillation. Across the ice sheet, amplitude values range from <0.002 m (high East Antarctic
plateau) to >0.3 m in the coastal regions of West Antarctica. The phase of the seasonal cy-
cle, with surface rising in winter and lowering in summer, is spatially consistent across the
AIS, except for the Weddell Sea coast; here the phase of the seasonal cycle in accumulation
and hence surface elevation is reversed. The modeled seasonal variations in surface elevation
explain ∼31 % of the seasonal signal in ENVISAT radar altimetry data with a phase that is
similar (maximum in late winter or early spring). These results can be used to correct surface
elevation changes derived from altimetric records over short time intervals or with sparse
temporal sampling.





4
Case study: Byrd Glacier

blue ice area

Summary

Blue-ice areas (BIAs) cover ∼1 % of the East Antarctic ice sheet and are visual evidence of persistent
ablation. In these regions, more snow is sublimated and/or eroded than is accumulated. The physical
processes driving the formation of BIAs are poorly understood. Here we combine a firn densification
model with high-resolution (5.5 km) maps of surface mass balance and ice velocity to simulate the
build-up and removal of a firn layer along an ice flowline passing Byrd Glacier. A BIA is formed once
the complete firn layer is removed. Feedback processes, which enhance blue-ice formation through the
difference in surface characteristics of snow and ice, are examined using sensitivity simulations. The
presence of blue ice on Byrd Glacier is found to be mainly determined by i) ice velocity, ii) surface
mass balance and iii) the characteristics (thickness, mass) of the firn layer prior to entering the ablation
area. With a moderate decrease of the surface mass balance, the location and extent of the simulated
BIA on Byrd Glacier is found to be in good qualitative agreement with MODIS optical imagery.

This chapter is published as: Ligtenberg S. R. M., J. T. M. Lenaerts, M. R. van den Broeke, and T. A. Scam-
bos (2014), On the formation of blue ice on Byrd Glacier, Antarctica Journal of Glaciology, 60, 219, 41–50,
doi:10.3189/2014JoG13J116
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4.1 Introduction

The Antarctic ice sheet (AIS) is almost completely covered by a 50–150 m thick layer of firn,
the transitional phase of snow to ice [Ligtenberg et al., 2011]. In blue-ice areas (BIAs), how-
ever, no firn layer exists and glacier ice is exposed at the surface [Bintanja, 1999; Sinisalo
and Moore, 2010]. Various observational and model studies show that 0.8–1.6 % of the AIS
surface can be classified as a BIA [e.g. Winther et al., 2001; Van den Broeke et al., 2006a].
BIAs experience net ablation, caused by a combination of low precipitation, strong subli-
mation of drifting and surface snow, erosion of surface snow, and/or melt [Takahashi et al.,
1988; Bintanja and Van den Broeke, 1995; Van den Broeke et al., 2006a]. To some extent,
BIAs are self-sustaining; blue ice has a lower surface albedo (0.5–0.6) than snow (0.8–0.9)
[Bintanja and Van den Broeke, 1995], leading to more absorbed radiation and higher sur-
face temperatures in summer, enhancing sublimation rates. Also, blue ice is smoother than
snow, making it harder to form a continuous snow cover on the surface [Van den Broeke and
Bintanja, 1995a].

BIAs were first observed and studied in the 1950s during the Norwegian-British-Swedish
Antarctica Expedition in Dronning Maud Land (DML) [e.g. Schytt, 1961]. During the fol-
lowing half-century, the main focus of BIA research was geological and paleoclimatological,
as the ice at the surface of a BIA can be very old and therefore provides relatively easy access
to climate archives. The discovery of numerous meteorites on BIAs further enhanced this in-
terest [Yoshida et al., 1971; Cassidy et al., 1992]. Their smooth and hard surfaces also make
them potential runways for wheeled aircraft [Swithinbank, 1991]. Later, the focus of research
shifted more towards the physical properties of BIAs and their surface energy balance [e.g.
Bintanja and Van den Broeke, 1995; Van den Broeke and Bintanja, 1995a,b].

BIAs can be mapped using spectral radiation data from satellites, typically by comparing
visible bands with a near-or middle-infrared channel [e.g. Winther et al., 2001; Brown and
Scambos, 2004; Scambos et al., 2007], or from climate models that simulate the surface mass
balance (SMB) [Van den Broeke, 1997; Van den Broeke et al., 2006a; Lenaerts et al., 2012a].
A larger part of the East Antarctic plateau (∼17 %) is classified as ’wind-glaze’ or ’wind-
scour’ areas [Scambos et al., 2012; Das et al., 2013], which are characterized by a windswept,
smooth surface. The SMB of wind-glaze areas is near zero (-20 to +20 kg m−2 yr−1), and
slightly negative for wind-scour regions. However their surfaces still consist of firn instead
of glacier ice, which can be explained by the finite residence time in ablation areas, owing to
ice flow.

The formation of BIAs can be divided into two main processes: roughly half is classified
as wind-induced BIA, while the other half is melt-induced [Winther et al., 2001; Van den
Broeke et al., 2006a]. A wind-induced BIA is characterized by a smooth, rippled surface
where wind divergence leads to snow erosion. In combination with ongoing sublimation, this
causes a negative SMB. This BIA type is often observed on the leeward side of a nunatak in
the ice sheet [Takahashi et al., 1992; Bintanja, 1999]. Firstly, the nunatak blocks or redirects
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precipitating and drifting snow, so snow does not deposit on the leeward side. Secondly, the
rock causes turbulence and wind divergence on its leeward side, leading to more enhanced
erosion and sublimation. Thirdly, ice velocity is low around a nunatak, giving the ablation
processes time to remove the full firn layer. The horizontal length scale of a wind-induced
BIA is related to the height of the nunatak [Takahashi et al., 1992]. In DML and other
mountainous areas (e.g. the Transantarctic Mountains), numerous wind-induced BIAs are
present. In contrast, a melt-induced BIA shows a more irregular surface with depressions
and hollows. When meltwater refreezes near the surface, or runs off to lower-lying areas, it
can form lakes in surface depressions [Winther et al., 2001]. Melt-induced BIAs are often
found near the Antarctic coast, where temperatures are high enough to produce significant
melt. The largest known area is located on Lambert Glacier and the Amery Ice Shelf, East
Antarctica [Yu et al., 2012].

Another BIA classification that can be used is whether the BIA occurs on flowing or near-
stagnant ice (’open’ and ’closed’ types of BIA; Sinisalo and Moore [2010]). The latter occurs
in the vicinity of nunataks that block the ice flow, so the ice becomes stagnant [Bintanja,
1999]. If the local SMB is negative, an equilibrium between ice inflow and surface ablation
will be reached. BIAs also occur on fast-flowing ice. Their development depends on the
ratio of surface mass removal and ice-flow velocity. When we consider an ice-flow trajectory
from the ice divide to the ice shelf, the firn column that is carried by the ice grows or shrinks,
depending on the local SMB (Figure 4.1). The firn layer mass balance (FMB) can be viewed
as the difference between the SMB and the transition rate from firn to ice at the bottom of the
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Figure 4.1: Schematic representation of an ice column, including a firn layer, along a flowline that
flows from the ice divide (left) towards the glacier terminus (right). Orange lines separate regions with
different regimes of firn mass balance (FMB), including the blue ice area (BIA).
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firn layer. Near the ice divide (left in Figure 4.1), ice flow is slow and the firn layer is usually
in equilibrium with the SMB, making the FMB equal to zero and the firn layer thickness
constant in time. When the ice column flows into a region with higher SMB, the firn layer
will grow. Likewise, the firn layer will shrink if an area of smaller SMB is encountered. In
ablation areas, the entire firn layer can be removed, exposing the glacier ice at the surface, and
thereby creating a BIA. When the ice column subsequently flows into a region with positive
SMB, snow will start to accumulate at the surface, forming a new firn column. These types
of BIAs are often found along the coastal margins of East Antarctica or on valley glaciers in
mountainous areas (e.g. Byrd and Beardmore Glaciers; Brown and Scambos [2004], where
strong katabatic wind accelerations cause drifting-snow erosion and high sublimation rates
[Frezzotti et al., 2005; Scarchilli et al., 2010; Lenaerts et al., 2012b].

In this study we focus on Byrd Glacier (BG; 80–81 ◦S, 157–160 ◦E), where the latter type of
BIA is found: wind-induced and on flowing ice. We combine ice-velocity SMB maps with
a firn-densification model (FDM), to simulate the evolution of a firn column moving through
the Byrd ablation area. The focus is mainly on determining which processes and firn-layer
characteristics are important for BIA formation on fast-flowing ice, rather than to precisely
quantify these effects. The different models and datasets are introduced first. Thereafter, the
application to BG is discussed, including sensitivity experiments in which varying strengths
of BIA feedback mechanisms are imposed.

4.2 Methods

4.2.1 Atmospheric forcing

Atmospheric forcing is provided by a simulation at 5.5 km horizontal resolution of the re-
gional atmospheric climate model RACMO2 [Van Meijgaard et al., 2008; Lenaerts et al.,
2012b]. In previous runs at 27 and 55 km resolution, RACMO2 realistically simulated the
Antarctic near-surface climate and SMB [Van de Berg et al., 2005; Lenaerts et al., 2012a].
The model includes a module to calculate drifting-snow transport and sublimation, processes
that significantly contribute to the SMB on both local and ice-sheet-wide scales [Lenaerts
and Van den Broeke, 2012]. Drifting-snow processes in the model lead to an increased extent
of ablation (SMB < 0) and glazed areas (SMB ∼= 0) in interior East Antarctica, features that
are shown to be realistic [Stearns, 2011; Scambos et al., 2012; Lenaerts and Van den Broeke,
2012]. However, to resolve SMB gradients on smaller scales, which are mostly related to
subtle variations in topography, subsequent wind field heterogeneity and snow erosion and
deposition patterns, the model resolution was enhanced to 5.5 km resolution and run for a
single year, 2009 [Lenaerts et al., 2012b]. At this resolution, it is shown that these improve-
ments are necessary to simulate the strong wind acceleration inside the Byrd glacial valley.
Due to this acceleration, the cumulative amount of drifting-snow sublimation and erosion is
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larger than precipitation, leading to ablation in the valley. These features are not resolved at
27 km resolution [Lenaerts et al., 2012b].

In this study, we use daily output of RACMO2 for the year 2009 as climatic forcing for
the FDM. We assume this forcing is representative of the long-term climate, a reasonable
assumption since the 2009 SMB of this part of East Antarctica (Ice, Cloud and land Elevation
Satellite (ICESat) basin 15 and 16; Shepherd et al. [2012]) is 49 Gt yr−1, which is comparable
to the 1979–2010 average of 47 Gt yr−1.

4.2.2 Firn densification model

We use a one-dimensional, time-dependent FDM that calculates density, temperature and liq-
uid water content in a vertical firn column [Ligtenberg et al., 2011]. The FDM is forced at
the surface with output from RACMO2; SMB components (precipitation, surface sublima-
tion, surface melt and drifting-snow processes), surface temperature and 10-m wind speed.
The climate forcing along the ice-flow trajectory is defined as the four-point inverse-distance
weighted average of the nearest RACMO2 grid points. To keep the FDM computationally
feasible, while taking into account the varying climate on locations along the flowline, a con-
stant climate of 10 years is chosen before it is moved to the new trajectory point with its
associated different climate. The trajectory extends far enough upstream of the BIA to build
up and refresh a complete firn column, thereby spinning-up the FDM.

In previous studies, the FDM was used to simulate firn and surface height changes at a fixed
position [Pritchard et al., 2012; Ligtenberg et al., 2012], whereas this study focuses on simu-
lating the evolution of a firn layer that moves along an ice-flow trajectory. Also, the extreme
conditions (ablation, high wind speeds) of the BG region are a rigorous test for the FDM com-
pared with the accumulation zone of an ice sheet. For this purpose, some slight modifications
to the FDM physics have been introduced, in comparison with the version of Ligtenberg et al.
[2011].

Firstly, drifting-snow erosion/deposition is added as a mass removal/addition term, as it is
one of the driving forces of BIA formation [Takahashi et al., 1988]. Every model time-step,
RACMO2-simulated SMB components (snowfall, rainfall, surface melt, surface sublimation,
drifting-snow sublimation and drifting-snow erosion/deposition) are added to or removed
from the top model layer with either the density of fresh snow (mass addition) or the density
of the top model layer (mass removal). Secondly, the FDM must be able to accommodate
a complete removal of the model firn layer. This is done by adding new layers with the
density of ice at the bottom of the model firn layer when a minimum number of model layers
is reached (50). Thirdly, the semi-empirical expression for the densification of firn used
in the FDM depends on average accumulation (ḃ), and temperature [Herron and Langway,
1980; Arthern et al., 2010; Ligtenberg et al., 2011], and is therefore physically unusable in
ablation areas. Therefore, we assume that ḃ is always at least equal to 15 kg m−2 yr−1, i.e. firn
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densification is a continuous process. Even in a negative accumulation area, snowfall events
occur that add mass and therefore increase pressure on the firn layers, thereby enhancing firn
densification. When mass is removed from the surface, pressure on the firn layers is lowered,
but this does not cause ’negative’ firn densification, i.e. no air is added to the firn layer. The
value of ḃ = 15 kg m−2 yr−1 was chosen based on model experiments, and gives comparable
densification rates at depth between ablation and accumulation regions. Firn models that use
the overburden pressure as a measure for firn densification [e.g. Barnola et al., 1991; Spencer
et al., 2001] are not affected by this, as they do not use the average accumulation rate in their
equations. Like most firn models, our FDM is calibrated to density data from accumulation
zones. In the absence of similar data from ablation areas, we currently have to rely on these
models without being able to directly validate the modeled density profiles.
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Figure 4.2: Ice-flow trajectory starting at ’S’ on the East-Antarctic plateau and ending at ’F’ on the
Ross Ice Shelf. Colors indicate ice-flow velocity in (a), and modeled surface mass balance (SMB) in
(b). Dots indicate a trajectory point every 10 years and the solid curves indicate topographic height
contours with 500 m spacing. The SMB (c), and its components (d); snowfall, combined surface and
drifting-snow sublimation (SU) and erosion/deposition by drifting snow (ERds), along the trajectory.
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4.2.3 Ice velocity

To obtain a trajectory along an ice flowline, the AIS ice velocity field of Rignot et al. [2011a]
is bilinearly interpolated onto the grid of RACMO2 (5.5 km). Firstly, a location downstream
of the ablation area (i.e. negative SMB in RACMO2) is selected and the trajectory is cal-
culated in a stepwise fashion in the upstream direction, using the average flow velocity and
direction of the four neighboring points. A time-step of 10 years is used. These steps are re-
peated until the trajectory reaches the East-Antarctic plateau, where the climate is relatively
stable and ice velocities are relatively low, conditions that are required to spin-up the model
firn layer. Figure 4.2 shows the resulting ice-flow trajectory and SMB map and profile along
the trajectory crossing BG. The trajectory starts at point ’S’ on the East Antarctic plateau, at
>2000 m a.s.l., where ice velocity is relatively low (∼50 m yr−1), and ends at point ’F’ on the
Ross Ice Shelf (RIS). The ice velocity in the first half of the trajectory is low; the more widely
spaced trajectory dots indicate the increasing speed when the trajectory enters the narrow val-
ley of BG, where the highest ice-flow velocities are reached (up to 1200 m yr−1; Figure 4.2a).
Ice-flow speed remains high when the trajectory leaves the narrow valley and enters the RIS.

At the start of the trajectory, the SMB is close to zero (Figures 4.2b–c), with small SMB
components (Figure 4.2d). Alternating patterns of ablation and accumulation are caused
by subtle differences in the RACMO2 topography that initiate acceleration and deceleration
of the wind speed [Lenaerts et al., 2012b]. In turn, this determines patterns of erosion or
deposition of drifting snow (Figure 4.2d). This area of (near-)ablation agrees well with the
’wind-glaze’ area found by Das et al. [2013], shaded green in Figure 4.3. The Transantarctic
Mountain range represents a large gradient in elevation and precipitation, leading to higher
SMB values on the RIS to the east (∼150 kg m−2 yr−1) compared with the ice-sheet plateau to
the west (-20 to +20 kg m−2 yr−1)). In the valleys of BG and Darwin Glacier (79 ◦S, 159 ◦E)
the SMB is dominated by large drifting-snow sublimation and erosion rates due to strong
katabatic winds, leading to a locally negative SMB. Downstream at the RIS, the SMB turns
positive due to more precipitation and lower wind speeds.

4.2.4 Blue ice area

Scambos et al. [2007] present a satellite image algorithm for mapping snow grain size, and
use it to estimate BIA extent. Using two bands from the Moderate Resolution Imaging Spec-
troradiometer (MODIS) satellite sensor, specifically its two 250 m resolution bands (band 1:
red visible light at 620–670 nm; band 2: near-infrared at 841–876 nm), grain size is deter-
mined by the increased absorption of infrared light as grain size increases. The MODIS band
1 and 2 data are corrected for sensor drift, satellite and solar geometry, and atmospheric ab-
sorption, and are converted to top-of-the-atmosphere reflectivity before using a look-up table
of snow grain size and reflectivity in each band derived from a model [Ricchiazzi et al., 1998;
Painter et al., 2003]. A map of snow grain size produced from a MODIS mosaic of the
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Antarctic continent was produced and described by Scambos et al. [2007], and data for this
2003–04 mosaic and a second mosaic produced from 2008–09 data [Scambos et al., 2012]
are available from NSIDC (nsidc.org).

An earlier Landsat-based study by Brown and Scambos [2004] used a supervised classifica-
tion approach to map wind-induced BIAs near BG for seasonal and interannual variations in
extent. Comparing the grain-size mapping results of the MODIS bands 1 and 2 approach with
this earlier study indicates that an effective threshold for mapping BIA boundaries from opti-
cally determined snow grain-size data is 400 µm. Figure 4.3 shows the resulting BIA extent
(in blue) when this threshold and the method described above are used. The two Mosaic of
Antarctica grain-size datasets give results consistent with the BIAs considered by Brown and
Scambos [2004], and other mapped Antarctic BIAs [e.g. Van den Broeke et al., 2006a]. They
indicate that the BIA in the central BG trunk extends from just east of 155 ◦E to just west
of 162 ◦E. However, these boundaries can vary due to seasonal and interannual variations in
snow cover. For example, the eastern extent boundary varies between 161.6 ◦E and 161.9 ◦E
in the 2004 and 2009 mappings. The western boundary, and most other wind-induced BIAs
in the region, are near identical in both mappings. The BG BIA is approximately 125–130 km
along-flow and 20–30 km wide through the glacier trunk, extending quite close to the valley
walls of the glacier. Along the ice-flow trajectory calculated in the previous subsection (Fig-
ure 4.2a), the BG BIA extends from 156.4 ◦E to 161.8 ◦E (Figure 4.3b). The trajectory also
passes through a smaller BIA, upstream of BG, which extends from 150.8 ◦E to 152.1 ◦E.
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Figure 4.3: Ice-flow trajectory starting at ’S’ on the East-Antarctic plateau and ending at ’F’ on
the Ross Ice Shelf. Shaded background colors are observed ’wind-glaze’ surface (green, from Das
et al. [2013]) and blue-ice areas (blue, after Scambos et al. [2012]). In (b) the Byrd Glacier region is
enlarged.
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4.3 Results

Figure 4.4a shows the modeled evolution of the firn mass along the ice-flow trajectory through
BG with the control climate forcing (Figure 4.2c). Firn mass is defined as the vertically in-
tegrated mass of model layers with a density less than 830 kg m−3, generally assumed to be
the pore close-off depth and the boundary between firn and glacier ice [Herron and Lang-
way, 1980; Ligtenberg et al., 2011]. The upper x-axis indicates the elapsed time during the
simulation, starting from the present day and assuming a steady-state climate throughout

Figure 4.4: Evolution of firn mass (a) and corresponding vertical surface velocities (b) for the control
simulation, along the trajectory shown in Figure 4.2b. Vertical surface velocity components due to
snowfall (vacc), sublimation (vsu), drifting-snow erosion/deposition (ver), firn compaction (vfc), firn-ice
formation (vice) and the total vertical surface velocity (vtot) are shown. The red, blue and green surface
velocities correspond to the red, blue and green SMB components in Figure 4.2d. Both the longitude
and elapsed time are shown. Blue bars in (a) indicate the locations of the ’Upper BIA’ and the ’Byrd
Glacier BIA’.
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the period. Firn mass evolution follows that of the local SMB (Figure 4.2c): firn mass de-
creases/increases with a negative/positive SMB. To create a realistic firn layer at the start of
the trajectory, the climate of the first trajectory point is used to spin-up the FDM until the
firn mass reaches a steady state (∼40 tons), indicating that the firn layer is in equilibrium
with the local climate. For the next 2500 years, the trajectory moves slowly eastwards and
SMB is small, but positive (Figure 4.2c), causing the firn mass to remain relatively constant.
When the trajectory enters a negative SMB region (148–152 ◦E), the firn mass steadily drops
and becomes zero around 152 ◦E. Due to the low ice velocities on the East Antarctic plateau,
the firn layer spends ∼80 % of the total time in the 147–152 ◦E sector. Because the firn col-
umn resides a long time in this near-zero SMB environment, the entire firn layer is removed.
These conditions indicate that the 147–52 ◦E region is prone to BIA formation, as supported
by Figure 4.3a. This BIA will be referred to as ’Upper BIA’. The strong nonlinear character
of the trajectory timeline is indicated by the time axis in Figure 4.4a.

Figure 4.4b shows the components of the firn depth change rate due to the different firn and
SMB processes [Ligtenberg et al., 2011, 2012]. Around 153 ◦E the ice velocity increases as
it approaches the BG valley, and moves into a positive SMB region. Accumulation is mainly
due to increased drifting-snow deposition (Figure 4.4b), and results in the build-up of a new
firn layer and increasing firn mass (Figure 4.4a). The SMB remains positive until 157 ◦E,
because of low sublimation and periodically high drifting-snow de- position, further enhanc-
ing the firn mass. When the trajectory enters the BG valley, firn mass decreases rapidly, but
not all the mass of the firn layer is removed (Figure 4.4a). The negative SMB is mainly
caused by drifting-snow sublimation and erosion, but is counteracted by an increase in snow-
fall (Figure 4.4b). With ice velocities >1 km yr−1, it takes only ∼70 years for the ice to move
through the BG ablation area (157–160 ◦E), during which roughly half the existing firn mass
is removed. When the trajectory enters the RIS (∼162 ◦E) the ice velocity remains high, and
the annual SMB becomes significantly positive (>150 kg m−2 yr−1), due to increasing snow-
fall and reduced snowdrift activity. As a consequence, firn mass increases rapidly to form a
thicker firn layer, which is characteristic for most of the Antarctic ice sheet and ice shelves
[Ligtenberg et al., 2011].

The FDM does not simulate a BIA on BG, with a significant amount of firn mass still present
at its minimum (10,450 kg at 160.6 ◦E). With an average annual SMB of -200 kg m−2 yr−1,
it would take another ∼70 years to remove the remainder of this firn layer. This can either
mean that the ice velocity is overestimated, transporting the firn layer too quickly through the
ablation region, or that SMB is not accurately simulated. The second option is more likely,
since the ice velocity should be halved in order to create the BG BIA, while the uncertainty
in local ice velocity is only ∼5 m yr−1 [Rignot et al., 2011b]. SMB on BG is less certain, as
RACMO2 simulations for the Antarctic ice sheet [Van de Berg et al., 2006; Lenaerts et al.,
2012a; Ligtenberg et al., 2013] are initialized with a homogeneous firn pack covering the
entire ice sheet, which is a valid assumption for ∼98 % of the Antarctic ice sheet. However,
at locations that experience significant snowmelt (e.g. the George VI Ice Shelf) or have a
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negative SMB (e.g. BIAs), this assumption is not longer valid. Although RACMO2 has an
interactive firn layer, and the 5.5 km RACMO2 simulation considered here is initialized with
the 27 km RACMO2 simulation of Lenaerts et al. [2012a], the ∼30 years of spin-up are not
long enough to remove the entire model firn layer and form a BIA in RACMO2. Therefore,
the feedback processes that play a major role in the formation and persistence of a BIA are
not (fully) represented in RACMO2. In the next subsection, these feedback processes and
their influence on the evolution of the firn layer around BG are discussed.

4.3.1 BIA feedback mechanisms

Positive feedback processes active at the BIA surface are related to i) the darker surface of
a BIA compared to snow and ii) the smoother and harder surface of a BIA. The albedo of
freshly fallen snow can be as high as 0.85, while the albedo of blue ice is in the range 0.5–0.6
[Bintanja and Van den Broeke, 1995], so blue ice absorbs three to four times more solar
radiation than fresh snow. A part of this extra energy is transformed into heat, making the
surface of BIAs warmer than the surrounding snow-covered areas. Bintanja and Van den
Broeke [1995] found that, averaged over one summer, the surface temperature of a BIA was
6.4 K higher than over the surrounding snow-covered area. In the FDM, this effect was mim-
icked by adding a sine-like surface temperature correction, maximized at the summer solstice
(+6 K) and zero when the sun is below the horizon at 80 ◦S (Figure 4.5a). The associated
increase in sublimation rate follows the correction for temperature, since the effects are cou-
pled. At the summer solstice the sublimation correction is maximized at +0.3 mm d−1 (Fig-
ure 4.5b). This value is based on the difference in average summer latent heat flux above a
BIA and snow (10 W m−2; Bintanja and Van den Broeke [1995]). The magnitude of both cor-
rections (temperature and sublimation) is made a function of the density of the upper model
layer: no correction is applied for a snow surface (ρ < 400 kg m−3) and the full correction

Figure 4.5: Imposed idealized positive feedback mechanisms on a BIA, for (a) surface temperature
(Tskin), (b) surface sublimation (SUs) and (c) accumulation ratio (snowfall and deposition of drifting
snow).
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is applied for blue ice (ρ > 830 kg m−3), with a linear dependency in between. The lat-
ter threshold is chosen as it represents the approximate pore close-off density, at which air
bubbles get trapped in the ice, and firn characteristics no longer change appreciably.

The smoother and harder surface of a BIA makes it more difficult for precipitating snow par-
ticles to form a continuous snow layer at the surface [Van den Broeke and Bintanja, 1995a],
especially during strong wind events. Therefore, less snow will accumulate at the surface of
a BIA. To compensate for this effect, a fraction of the simulated snowfall and drifting-snow
deposition is assumed to be removed from the surface, depending on the density of the sur-
face. The threshold values for the surface density (400 and 830 kg m−3) are similar to that
for the temperature and sublimation feedback. For a snow surface, all accumulation remains
at the surface (fraction = 1.0), whereas on a BIA the fraction decreases to 0.2, meaning that
only 20 % of the accumulation is allowed to accumulate on the surface (Figure 4.5c).

To investigate the sensitivity of BIA formation to the above schematic adjustments, an ensem-
ble of FDM simulations was performed with varying strengths. The feedback mechanisms as
described in the previous paragraphs, were used as the maximized values (1.0, or 100 %): a
6 K temperature increase, a latent heat flux increase of 10 W m−2 (e.g. a sublimation increase
of 0.3 mm d−1) and an accumulation fraction of 20 %. In each consecutive run, numbered
X10 to X1, the feedback strength was decreased by fractional increments of 0.1. For ex-
ample, the ’T6-S4-A3’ acronym refers to a simulation with a temperature increase of 3.6 K
(0.6 x 6 K), a latent heat flux (or sublimation) correction of 0.12 mm d−1 (0.4 x 0.3 mm d−1)
and an accumulation fraction of 0.76 (1.0 – (0.3 x 0.8)). The firn layer simulation without the
feedback mechanisms (’control’), as shown in Figure 4.4a, is thus ’T0-S0-A0’.

4.3.2 Sensitivity experiments

Figure 4.6 shows the evolution of firn mass along the ice-flow trajectory with the three feed-
back mechanisms activated separately with varying strengths: (a) temperature, (b) sublima-
tion and (c) accumulation. The temperature feedback appears to have a minor effect on the
simulated firn mass; only in the low-velocity region of the trajectory (151–152 ◦E) does the
increase in surface temperature result in a significant change from the control run. The higher
temperatures lead to higher firn densification rates, causing a faster firn/ice transition than in
the control run and therefore earlier BIA formation. On BG no change in firn mass evolution
is simulated for increased temperatures; BIA feedback processes are only activated when the
upper layer density becomes >400 kg m−3, and this threshold is not reached on BG. Appar-
ently, snowfall and drifting-snow deposition are large and constant enough for the upper snow
layer density to remain low.

In the sublimation (Figure 4.6b) and accumulation (Figure 4.6c) experiments, the impact on
firn mass is much larger. Both have similar effects on the firn layer: an increase in sublimation
or a decrease in snow accumulation both decrease the SMB at the surface. For moderate
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Figure 4.6: Evolution of firn mass along the trajectory for temperature (a), sublimation (b) and ac-
cumulation (c) experiments, along the trajectory shown in Figure 4.2b. The control simulation (thick
black curve, same as Figure 4.4a), and light (red, 1) to strong (blue, 10) feedback experiments are
shown. Both the longitude and elapsed time are shown. Blue bars in (a) indicate the locations of the
’Upper BIA’ and the ’Byrd Glacier BIA’.

feedback strengths (1–4), firn mass is reduced fairly linearly over the fast-ice-flow region
(153–162 ◦E). This is mainly caused by a lag effect that originates in the Upper BIA, where
glacier ice is at the surface and the influence of the feedback processes therefore large. In
both simulations, it takes more time for the new firn layer to re-establish itself and thereby
deactivate the feedback mechanisms. When this happens (∼153 ◦E), the SMB forcing is
again equal to the control run and the evolution of firn mass is similar until 159 ◦E. Here BIA
feedback processes again start to play a role as the upper layer density increases, causing
the firn mass to reduce more rapidly. For relatively high feedback strengths (S5 and A4 and



54 4.3. Results

higher), a BIA at BG is simulated (firn mass = 0 at 160 ◦E). These results suggest that the
feedback mechanisms described here are essential to sustain the BG BIA. If no BIA were
present, the feedback mechanisms would not be active and the climate would be comparable
to the RACMO2 output, which does not lead to a BIA on BG (Figure 4.4).

Between simulations S6 and S7 (and also between A5 and A6), a rapid change in firn mass
prior to BG (154–158 ◦E) occurs, which is also initiated by the previously discussed lag
effect. The SMB around 153 ◦E (Figure 4.2c) is, in combination with the imposed increase in
sublimation (or decrease in accumulation), too small to initiate fast firn layer growth. As the
density of the upper layers remains high, the feedback processes remain active and no new
firn layer is established. Only at ∼154 ◦E the peak in SMB due to drifting-snow deposition
is large enough to start the formation of a significant firn layer. Hereafter, the feedback
mechanisms are switched off and firn mass increases regularly until 157 ◦E. Only for the
strongest feedback simulation (A10, accumulation reduced by 80 %) no firn layer is simulated
over the entire 152–164 ◦E section of the trajectory.

Although the sublimation and accumulation sensitivity simulations give quite similar results,
there are also some notable differences. In the sublimation simulations, the onset of the
Upper BIA occurs earlier with every experiment, whereas for the accumulation simulations
an optimum is already reached in simulation A3. In this near-zero SMB environment, the
individual SMB components are small (Figure 4.2d) and because the accumulation feedback
mechanism is prescribed as a fraction of the absolute amount, the imposed accumulation
effect is also rather small. The sublimation effect, however, is prescribed as an absolute
value and therefore has a continuously increasing effect. In the faster-flowing sections of
the trajectory (154–157 ◦E), the reverse effect is visible; here the sublimation simulations
converge, with the strongest feedback simulations (S7–S10) showing the same firn mass.
When individual SMB components are large, the absolute effect of the sublimation feedback
is small and here the relative accumulation feedback has a much bigger impact. This is
reflected in the reduction of firn mass in each subsequent simulation (A1– A10). When the
trajectory enters the RIS (>162 ◦E), all sublimation experiments form a firn layer, whereas
the firn mass in the high-impact accumulation experiments (>A8) remains zero.

4.3.3 Combination of feedbacks

A combination of the feedback mechanisms is more realistic; to that end 121 experiments
with different combinations of the sublimation and accumulation effects were performed.
The temperature effect, although of minor importance, is also included and is prescribed to
have the same relative strength as the sublimation effect. Figure 4.7 shows the results of 25
moderate combination simulations (A1–A5, combined with S1–S5). Similar patterns to those
in Figures 4.6b–c emerge; i) a faster formation of the Upper BIA, i) the firn layer growth at
the 153 or 154 ◦E accumulation event and iii) the varying presence and extent of the BG BIA.
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Figure 4.7: Evolution of firn mass along the trajectory shown in Figure 4.2b for simulations with a
combination of accumulation (line color) and sublimation (line style) feedback processes. The control
simulation is included (thick black curve, same as Figure 4.4a) and numbers indicate the strength of the
feedback process, varying from light (1) to moderate (5). Blue bars indicate the locations of the ’Upper
BIA’ and the ’Byrd Glacier BIA’.

The formation of the Upper BIA is similar to Figure 4.6b, as sublimation is the main driver
of the formation of this BIA. With each increase in sublimation feedback strength, the Up-
per BIA is formed earlier, while an increase in accumulation effect induces significantly less
change. The difference in maximum firn mass prior to BG (at 156 ◦E) also shows the same
pattern as for the separate sublimation and accumulation simulations (Figures 4.6b–c). For
the control run it peaks at ∼24 tons, and for moderate feedback simulations (∼S2-A2) this
reduces to 18–22 tons, due to the slight time lag in firn layer growth around 153 ◦E. From sim-
ulation S3-A3 onwards, the positive SMB event of 153 ◦E is not sufficient and the build-up
of a firn layer is delayed until the positive SMB event at 154 ◦E, thereby generating signifi-
cantly less firn mass (∼7 tons). For stronger feedbacks, no firn layer is simulated and the BIA
extends from 150 to 162 ◦E. The presence and/or length of the BG BIA depends mostly on
this maximum firn layer mass prior to BG. If this firn mass is larger, more mass needs to be
removed and the BIA forms later or not at all. The firn layer growth at the end of BG BIA is
more robust, and is predicted to be ∼162 ◦E in all experiments.
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Figure 4.8: The length (a) and start position (b) and end position (c) of the simulated BG BIA,
for simulations with a combination of accumulation and sublimation feedback processes. Axis labels
indicate the strength of the feedback process, varying from light (1) to strong (10). The observed BIA
characteristics are indicated by the triangles.

Figure 4.8 summarizes (a) the length, (b) the start position and (c) the end position of the BG
BIA for the different model experiments, expressed in degrees longitude. The white area in
the lower-left corner represents simulations in which no BIA develops. The white area in the
upper-right corner represents simulations in which the BIA extends from at least 152 ◦E to the
end of the trajectory. The latter means that the feedback processes are so strong that no new
firn layer forms between the Upper and BG BIAs. For increasing strength of the feedback
processes, the length of the BIA increases, with the start and end of the BIA propagating
westwards and eastwards, respectively. However, the transition is not gradual; the start of the
BIA shows a distinct transition between simulations that do not simulate a firn layer prior to
BG and simulations that do (start of BIA >158 ◦E and <158 ◦E, respectively). Less distinct
is the difference in start position above 158 ◦E, which indicates simulated firn layer growth
from either the 153 or 154 ◦E accumulation event. The end position of the BIA is more evenly
distributed, with the majority of the solutions predicting the BIA terminating around 162 ◦E.
The length of the BIA is simply the difference between the start and end position, and varies
between 2 and 10 ◦E.

An optimal combination of accumulation and sublimation feedback strengths is hard to pro-
vide, because no combination exists that best captures the start, end and length of the BG
BIA. Figures 4.7 and 4.8 show that the end location of the BG BIA is positioned rather uni-
formly around 162 ◦E, in agreement with observations. Based solely on the start position,
the solutions along the line A5-S1 to A1-S9 (Figure 4.8b) contain the optimal combinations.
Although the start of the observed BG BIA at 156.4 ◦E is not well captured, they simulate a
start location of 158–158.5 ◦E. Experiments A4-S2, A3-S4 and A2-S5 seem the most real-
istic, assuming that the feedback mechanisms (accumulation and sublimation) are similar in
strength.
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4.4 Discussion

Validation of the firn mass evolution along the trajectory remains challenging, as few detailed
firn profiles are available. According to MODIS imagery, the onset of the observed BIA
on BG (156.4 ◦E) is situated close to the start of the negative SMB region (from 156.6 ◦E
onwards; Figure 4.2c). In combination with the relatively high ice velocities in this region,
this suggests that the upstream firn layer mass should at least be small. This is an indication
that the moderate sensitivity simulations with a lower firn mass around 155–157 ◦E could be
more realistic than the control simulation. Moreover, most of the region of the East Antarctic
plateau upstream of BG is observed to be ’wind-glaze’ area, indicating that the firn mass is
potentially low throughout the region.

The simulated firn mass is almost entirely determined by the SMB from RACMO2, which,
in turn, is dominated by the variation in deposition and erosion of drifting snow in this region
(Figure 4.2d). The simulation of this process is complex and depends on subtle differences
in topography, which are probably not fully captured at this horizontal resolution (5.5 km).
Lenaerts et al. [2012b] show large changes in the transition from 27 to 5.5 km horizontal
resolution. It is highly likely that a further increase in resolution would enhance the drifting-
snow details and further benefit the simulation of firn mass in the low-ice-velocity areas.

Location and extent of both the Upper BIA and the BG BIA are qualitatively correctly sim-
ulated by the FDM. For the Upper BIA, ice velocities are low to such a degree that even a
slightly negative SMB can cause the complete removal of the firn layer. The simulated lo-
cation of the BIA is mainly determined by the local drifting-snow erosion maximum, and is
therefore sensitive to the resolved model topography, as described above. For the BG BIA to
form, large ice velocities require significant negative SMB conditions, potentially in combi-
nation with a small firn mass upstream of the high-velocity region. Otherwise the complete
firn layer could not be removed in the relatively short time it spends in the ablation zone.

4.5 Summary

In conclusion, the formation of a BIA is an interplay between i) ice velocity, ii) SMB and
iii) the firn mass of the existing firn layer prior to the ablation area. If the ice velocity is low
enough, the SMB negative enough or the firn mass prior to the ablation area small enough, a
BIA is likely to form. Otherwise, these three variables need to occur in a favorable combina-
tion in order to remove the entire firn layer and form a BIA.

The FDM of Ligtenberg et al. [2011] has been adapted to simulate the formation and removal
of a firn layer along an ice-flow trajectory that crosses BG in East Antarctica, where MODIS
imagery shows the presence of an extensive BIA. The mass balance of the firn layer is mainly
determined by the SMB. If the SMB is significantly positive, the firn layer grows towards
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a steady state in which growth at the surface balances with ice formation at the bottom. A
low or negative SMB (ablation) leads to a negative firn layer mass balance; if this process
continues long enough, the firn layer is completely removed and a BIA forms.

When the RACMO2 simulated SMB is used directly as forcing for the FDM, no BIA on
BG is formed. The possible causes are that the SMB is not negative enough to remove the
complete firn layer, or that the simulated firn mass upstream of the BIA is too large. Because
RACMO2 assumes the presence of a continuous snow surface across the entire Antarctic ice
sheet, certain feedback processes that are characteristic of BIAs are underestimated. Three
BIA feedback mechanisms were studied in more detail: i) increased surface temperature,
ii) increased sublimation and iii) decreased accumulation. The increase of surface tempera-
ture alone has a minor effect, as it only affects the firn compaction speed, which is of sec-
ondary importance for firn mass removal and subsequent BIA formation. Decreasing the
net SMB, by either increasing sublimation or decreasing accumulation, causes a more rapid
decrease of firn layer mass. The formation and/or existence of the BG BIA represents the
interplay between ice-flow velocity, SMB and firn mass upstream of the ablation area.

Once a BIA has formed, it can be self-sustaining, due to positive feedback mechanisms that
remain active as long as the surface is not covered with a continuous layer of fresh snow. As
a result, the BIA may persist longer before a new firn layer can establish itself. In our simu-
lations this lag effect was especially important upstream of BG, which, in turn, has a distinct
effect on the formation of the BG BIA. Using a moderate combination of the sublimation
and accumulation feedback mechanisms, the extent of the observed BG BIA was reasonably
well simulated. A robust result is that the sublimation and accumulation effects are of similar
importance, while the effect of surface temperature is minor.
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Case study: the Antarctic

Peninsula firn layer

Summary

Firn layer characteristics, such as density, depth and thickness, are important for the production of
surface runoff in the Antarctic Peninsula (AP). Meltwater produced at the surface can be stored locally
in the firn pack, but will run off if there is not enough firn pore space available. Here, a steady-state
firn layer, including the effect of surface melt, is calculated for the AP using a combination of a firn
densification model (FDM), a regional atmospheric climate model (RACMO2) and firn air content
(FAC) observations. Depending on the melt-accumulation (MA) ratio from RACMO2, the firn layer
is simulated with either the steady-state or time-dependent version of the FDM. In some locations,
an ice-only column is assigned as either the MA-ratio is too large (>0.7) or the observed FAC is too
low (<0.5 m). In locations with low simulated FAC values (<5 m), little pore space is available to
accommodate meltwater and it is likely that some meltwater will run off during the melt season. This is
simulated on former Larsen B Ice Shelf and the northern part of George VI Ice Shelf, both in agreement
with observations of meltwater ponding at the surface. In the near-future, surface melt will increase
due to rising temperatures, making more firn layers susceptible to produce runoff. Locations with a
moderate FAC (5–15 m), such as northern and eastern Larsen C Ice Shelf and Wilkins Ice Shelf, are
likely to produce runoff during the next century.

This chapter is based on: Ligtenberg S. R. M., J. M. van Wessem, M. R. van den Broeke and P. R. Holland,
Constructing a high-resolution steady-state firn layer for the Antarctic Peninsula. In preparation.
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5.1 Introduction

The surface mass balance (SMB) of an ice sheet is composed of mass input by precipita-
tion and mass output by sublimation, drifting snow erosion and runoff. On the Antarctic
ice sheet, precipitation of snow is the major driver of variations in SMB, as sublimation is
approximately an order of magnitude smaller and both drifting snow erosion and runoff are
negligible averaged on a continental scale [Lenaerts et al., 2012a]. The Antarctic Peninsula
(AP) is the only part of the Antarctic ice sheet where significant annual surface melt leads to
surface runoff. In a future warming climate, the extent and magnitude of surface runoff are
likely to increase due to increasing melt [Ligtenberg et al., 2013].

Next to the forcing climate, the presence and magnitude of surface melt and subsequent runoff
depends greatly on the local firn layer conditions. At the start of the summer, a layer of winter
snow/firn is often present at the surface that contains significant air space between its snow
crystals. When surface melt occurs, the meltwater percolates down into the firn, where it
either refreezes as ice or is stored as liquid water, depending on the local temperature of the
firn. As more snow melts, this process continues until all pore space is filled and the firn layer
cannot accommodate any more meltwater. The remaining meltwater will pond at the surface
and eventually run off at the surface or base of the ice sheet.

Due to large spatial gradients in the AP climate, the firn layer conditions on the AP also vary
greatly. Currently, a complete overview of the AP firn layer is absent as only parts are covered
by observations, such as scarce firn core observations [Andy Shepherd (pers. com.), Pasteur
and Mulvaney, 2000] or radar measurements [Holland et al., 2011]. Using a combination of
a climate model and a firn model, the complete range in climate conditions can be assessed
[Ligtenberg et al., 2011]. However, the horizontal resolution in that study (27 km) is too
coarse to sufficiently resolve the complex topography of the AP. In this paper, we use a five
times higher horizontal resolution (5.5 km) to obtain firn layer information for the entire AP.

This information can be used as a realistic initialization of climate models. For the correct
simulation of temporal patterns in surface melt and runoff, it is important that the initial
model firn layer is representative for the local climate. An incorrect firn initialization will
lead to a bias in modeled melt and runoff. If the initial firn layer is too cold or has too
much pore space, more meltwater can be refrozen, thereby underestimating runoff, and vice
versa for a too warm initial firn layer. On a scale of the Antarctic ice sheet the effect of firn
layer initialization is small, as the SMB is mainly determined by precipitation. However, this
is not the case for the AP, where liquid water processes, such as surface melt, percolation,
refreezing, surface ponding, hydrofracturing and runoff, are important and hence a correct
estimate of the current firn layer is essential.

Knowledge of firn layer characteristics is also important for the calculation of ice sheet dis-
charge. One way to determine ice discharge is to calculate the flux of solid ice over the
grounding line, i.e. the ice velocity times the ice thickness [Rignot et al., 2011a]. For the lat-
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Figure 5.1: Map of the Antarctic Peninsula; shaded colors show the surface elevation of the ice
sheet, in meters above sea level (m a.s.l.). Thin black lines shows the ice-shelf ocean boundary and
the grounding line, which marks the boundary between grounded and floating ice. Names indicate ice
shelves (IS) used throughout the paper. The solid red line represents the upper boundary of the region
where significant summer melt occurs (>15 mm w.e. yr−1 surface melt in 1988). Thick lines represent
the two transects (T1 and T2) which are used in Figures 5.7 and 5.8. The sharp edges in the south and
west mark the boundaries of the high-resolution (5.5 km) RACMO2 simulation domain.

ter, when a flotation criterion is used, remotely sensed surface elevation observations need a
correction for the amount of air in the firn column. Until now, this quantity is either assumed
constant for the complete ice sheet [e.g. Rignot and Jacobs, 2002] or calculated with a steady-
state firn densification model [e.g. Van den Broeke, 2008]. Although the latter is a definite
improvement over the first, as it takes spatial climate variability into account, the disadvan-
tage of steady-state firn modeling is its inability to simulate melt processes. On the AP, this
can have a large impact as surface melt occurs frequently, especially at lower altitudes where
the grounding line is situated (Figure 5.1). Moreover, the AP grounding line is often located
in complex topography making it useful to simulate it at higher horizontal resolution (5.5 km)
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than currently available [27 km, Ligtenberg et al., 2011]. Figure 5.1 shows the names of the
ice shelves (IS) referred to in this manuscript.

In this study, an average firn layer for the AP region is calculated, using a combination
of a firn densification model [Ligtenberg et al., 2011], regional atmospheric climate model
(RACMO2) [Van Wessem et al., 2014] and radar measurements of firn air content [Holland
et al., 2011]. First, the firn densification model and its atmospheric forcing will be discussed,
as well as the different methods to calculate firn layers for different climate regimes. The re-
sult is a firn density map of the AP at high vertical and horizontal resolution (5.5 km), which
is analyzed in Section 5.3 and discussed in Section 5.4.

5.2 Methods

5.2.1 Firn densification model

Observations of firn characteristics in the AP are scarce and therefore a firn densification
model (FDM, Ligtenberg et al. [2011]) is used to simulate the AP firn characteristics. It
is a one-column model that simulates both steady-state and time-dependent behavior of firn
layer processes. It is equipped with a snowmelt module to simulate and calculate simple
firn hydrology, i.e. percolation, retention, refreezing and runoff of meltwater. As a result,
the FDM is able to simulate firn evolution across the complete range of Antarctic climate,
instead of focussing solely on the dry-snow zone. Firn densification rates are calculated
with the densification equations of Arthern et al. [2010], that were tuned to fit Antarctic firn
depth-density observations [Ligtenberg et al., 2011]. At the surface, the FDM is forced with
realistic climate data: surface temperature, precipitation, sublimation, surface melt and 10-m
wind speed.

5.2.2 Atmospheric forcing

Atmospheric forcing for the FDM is obtained from the regional atmospheric climate model
RACMO2 [Van Meijgaard et al., 2008; Van Wessem et al., 2014]. To simulate firn layer
information at high horizontal resolution (5.5 km), also high resolution atmospheric forcing
is required. No long period (>2 years) climate forcing at 5.5 km horizontal resolution is
currently available, so the RACMO2 results at 27 km horizontal resolution [Lenaerts et al.,
2012a] are used to find a representative year in the period 1979–2012. Climate forcing for
that particular year is generated on a 5.5 km horizontal grid by performing a dedicated run
with RACMO2. This one-year climate forcing at 5.5 km resolution is assumed to be valid for
the average climate and used iteratively to spin up the FDM [Ligtenberg et al., 2011].

To find a representative ’average’ year in the 27 km RACMO2 simulation, the differences
in accumulation and surface melt between the annual average of each individual year and
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the climate (1979–2012) average value are calculated for every land grid point. All absolute
differences are squared and summed to gain a total combined deviation from the average for
each year (Figure 5.2a). Differences in accumulation (precipitation minus sublimation minus
drifting snow erosion) and melt are taken into account because both have a large impact
on firn layer characteristics [Ligtenberg et al., in review]. Differences in wind speed and
temperature are second order effects. Figure 5.2a shows that four years (1988, 1991, 2002 and
2005) share the lowest total summed difference. After a qualitative assessment of the spatial
difference in accumulation and melt (only 1988 shown in Figure 5.2b), 1988 was found to be
the most suitable year. Especially above Larsen C IS, a region where firn characteristics are
sensitive to differences in accumulation and melt, this year performed better than the other
three.

Figures 5.3a–c show the annual averages for 1988 of three important climatic variables: sur-
face temperature, accumulation and surface melt. The effect of the mountainous spine of the
AP is clearly visible in all variables. At high altitudes, annual temperatures are relatively low
(∼250 K) and therefore no surface melt occurs. The west side of the mountain range is no-
tably warmer and wetter than the east side, due to the predominately west-to-east transport of

Figure 5.2: Time series of the least squares difference (A) in accumulation (blue dash), surface melt
(red dash) and a combination of both (black solid) for every year compared to the 1979–2012 average
from Lenaerts et al. [2012a]. To emphasize the variations, a logarithmic scale on the left axis was
chosen and the accumulation and melt differences are multiplied by 10. Spatial variations in the relative
difference of the average accumulation (precipitation minus sublimation minus drifting snow erosion)
of 1988 (B) compared to the 1979–2012 average accumulation [Lenaerts et al., 2012a].
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Figure 5.3: Annual average surface temperature in (A), accumulation (precipitation minus sublima-
tion minus drifting snow erosion) in (B) and surface melt in (C) of 1988, from the high-resolution
(5.5 km) RACMO2 simulation.

warm and moist ocean air over the mountains. At the north-western part of the AP some ex-
tremely high accumulation rates (>10 m w.e. yr−1) are simulated. Qualitatively, these results
agree well with the 27 km RACMO2 simulation of the same year [Lenaerts et al., 2012a].

Most ice shelves in the AP are located at the lee side of mountains (Larsen ABCD IS, George
VI IS), causing relatively dry and warm conditions. The limit for ice shelf viability is found
to be around -9 ◦C annual near-surface temperature, with multiple ice shelves between -9 ◦C
and -5 ◦C threshold have broken up during the last decades [Morris and Vaughan, 2003]. Due
to the flat nature of ice shelves and their low surface altitude, they receive relatively little ac-
cumulation, and experience significant surface melt. The entire east side of the AP is fringed
by ice shelves which show a distinct north-south gradient in melt; from ∼50 mm w.e. yr−1 on
the southern parts of Larsen D IS, melt increases towards the north to ∼400 mm w.e. yr−1 on
former Larsen A IS. Wilkins IS also experiences high melt rates, but receives significantly
more accumulation due to its position on the west side of the AP. A distinct outlier is the
Ronne IS, which is located so far south that it has a cold and dry climate with minor surface
melt.

As accumulation and surface melt are the two main factors that determine firn density and
depth variations in melt locations, their ratio is a measure for the type of firn layer present.
The melt-accumulation ratio (MA) is therefore a useful measure for the ratio between the
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Figure 5.4: Spatial distribution of the Melt-Accumulation (MA) ratio from RACMO2 in (A), the firn air
content (FAC) observation by radar measurements from Holland et al. [2011] in (B) and the category
for the firn layer construction method (see Section 5.2.3) in (C).

annual accumulated firn air space and the amount of this pore space that is filled by refrozen
meltwater. When MA exceeds ∼0.7, no permanent firn layer is present [Pfeffer et al., 1991],
indicating that ∼70 % of the annually accumulated snow can melt and refreeze in the remain-
ing ∼30 % of accumulation. From Figure 5.4a it is clear that only the ice shelves have a MA
ratio significantly >0. Most of the grounded ice sheet receives larger accumulation rates due
to orographic uplift or does not experience substantial melt due to its high altitude, or a com-
bination of both. On former Larsen B IS, MA is higher than 0.7 indicating that no long-term
firn layer is present.

5.2.3 Firn layer construction

Due to the large variability in the AP climate, different methods to calculate the firn layer
characteristics are used. At locations where annual melt is negligible, the firn layer is simu-
lated with the steady-state FDM. This is computationally far less expensive and, at locations
without melt the results from the steady-state and time-dependent simulations agree well
[Ligtenberg et al., in review]. Snowmelt has large seasonal and inter-annual variability, ex-
pressed by the highly variable firn density profiles with alternating layers of high and low
density. Moreover, the firn temperature profile is influenced by the heat that is released when
meltwater refreezes. For these locations, time-dependent FDM simulations are used. On
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Larsen B and C IS, observations of the firn air content (FAC) from radar measurements [Hol-
land et al., 2011, , Figure 5.4b] are used as a guideline for the firn density profiles in this
region. These FAC observations show a relatively good correlation with the MA ratio (Fig-
ure 5.5a), which will consequently be used to calculate firn density profiles on the remainder
of the melt locations. Following the above, the grid points are subdivided into 6 categories:

• 1. annual accumulation < 0: no firn layer

• 2. MA < 0.05: steady-state FDM

• 3. present in Holland et al. [2011] and FAC < 0.5 m: ice-only layer

• 4. present in Holland et al. [2011] and FAC > 0.5 m: time-dependent FDM

• 5. not present in Holland et al. [2011] and MA > 0.7: ice-only layer

• 6. not present in Holland et al. [2011] and MA < 0.7: time-dependent FDM

Figure 5.4c indicates for every land grid point to what category it belongs. For example, along
the spine of the major mountain range on the AP and in the southern part of the domain, no
significant surface melt occurs and the firn layer is therefore simulated with the steady-state
FDM. For the majority of Larsen C IS, observations of Holland et al. [2011] are available

Figure 5.5: Observed firn air content (FAC) reported by Holland et al. [2011] (FACHolland2011) vs.
Melt-Accumulation (MA) ratio simulated by RACMO2 at high resolution (MA-ratioRACMO2) in (A), in-
cluding the linear regression line, equation and regression coefficient (red). FAC from the 120 FDM
simulations (FACFDM) for different MA ratios in the atmospheric forcing (MA-ratioFDM) with six dif-
ferent average accumulation rates (∼200 (red), ∼300 (orange), ∼400 (green), ∼600 (brown), ∼750
(purple), ∼900 (blue) mm w.e. yr−1) in (B).
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(Figure 5.4b) to constrain the firn density calculations. On former Larsen A and B IS, an
ice-only layer is assumed, caused by either low FAC values from Holland et al. [2011] or
high MA ratios in the RACMO2 climate (Figure 5.4a-b). On the remaining points, melt
occurs annually and the time-dependent FDM is used to calculate the firn layer. In the 1988
climate forcing, no grid point with net annual ablation is simulated, so no category-1 point
is present in Figure 5.4c. In the following sections, the different methods (2–6) for the firn
layer construction will be discussed.

No surface melt (2)

On locations without melt, the density profile is calculated with the steady-state FDM solution
of Ligtenberg et al. [2011]:

dρ
dz

=C dz ρ g (ρi −ρ) e(
−Ec
RT̄s

+
Eg
RT̄s

) (5.1)

for ρ < 550 kg m−3 : C = 0.07 (1.435−0.151 ln (ḃ)) (5.2)

for ρ > 550 kg m−3 : C = 0.03 (2.366−0.293 ln (ḃ)) (5.3)

where Ec and Eg are constants (see Arthern et al. [2010]), ḃ is the average annual accumu-
lation, g the gravitational acceleration, ρi the ice density (917 kg m−3), R the gas constant,
dz the thickness of the layer and T̄s the average surface temperature. The density of the up-
per layer (i.e. the surface) is calculated following Kaspers et al. [2004], using the average
accumulation, surface temperature and 10-m wind speed.

Firn air observations (3 & 4)

On the majority of Larsen B and C IS, FAC observations from radar measurements are avail-
able (Figure 5.4a). The FAC is defined as the firn layer thickness that results if the entire
firn layer is compressed to the density of ice, and is therefore a useful indicator for the av-
erage density and depth of the firn layer. With the FDM, 120 sensitivity simulations with a
combination of different accumulation rates (approximately 200, 300, 400, 600, 750 and
900 mm w.e. yr−1) and MA values (0.02–1.0) are performed to simulate different climate
conditions. The simulations are performed using realistic RACMO2 climate forcing, with
adapted surface melt values to fulfill the prescribed MA value. These simulated density pro-
files encompass a large variety in FAC (Figure 5.5b). For every grid point that is assigned
category 4, the resulting density profile from the sensitivity simulation with the best match
in both local accumulation rate and observed FAC is chosen as the local density profile. The
surface layer of the firn density profile is set to the local surface density, following Kaspers
et al. [2004]. For a grid point where no firn air is observed (category 3), the entire firn column
is initiated as ice (ρ(z) = 917 kg m−3).
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Surface melt locations (5 & 6)

Locations that experience significant surface melt but have no spatial FAC observations (cat-
egories 5 and 6), cannot be treated by the above two methods. For these points, a relation be-
tween the FAC observations from Holland et al. [2011] and MA is used (Figure 5.5a). There
is a significant linear correlation between increasing FAC and decreasing MA (r2 = 0.65).
For every grid point that is assigned category 6, a surrogate FAC value is calculated from the
local MA using this linear relation (equation in Figure 5.5a). With this surrogate FAC and the
local accumulation rate, the same procedure as for Larsen B and C IS is followed; the density
profile from the sensitivity run with the best-match accumulation rate and FAC is chosen.
Again, the upper layer for all points is calculated by the surface density equation of Kaspers
et al. [2004]. For every grid point that has a MA> 0.7 (category 5), the complete firn layer
is initialized as ice.

5.3 Results

Figures 5.6a–c show the resulting spatial distribution of the firn density at different depths
(surface, 0–1 m and 20 m). The surface density is determined by the equation of Kaspers
et al. [2004]. It shows high values on the western side of the mountain range spine and
lower values on the eastern side, caused by the warmer and wetter conditions on the western
side. On Larsen B IS, a small part of northern George VI IS and a few isolated grid points
on the islands off the coast of the AP, the highest surface densities are calculated. On these
locations no firn layer is calculated, either due to low FAC observations or too high MA
(Figures 5.4a–b), and are initialized as ice-only.

At limited depth (0–1 m), the effect of melt on the firn density is clearly visible by the higher
densities on ice shelves and across the coastal areas of the AP (Figure 5.6b). The FDM
simulations start and end in January, i.e. austral summer, resulting in refrozen meltwater
close to the surface. In surface melt locations, a highly variable pattern is found that can
be attributed to the difference in accumulation rate and hence burial speed of ice layers.
Since the depth of high density layers varies, an average over the depth interval 0–1 m is
used in Figure 5.6b. In some locations (e.g. Wilkins IS, Bach IS and Stange IS), ice layers
are simulated close to surface, resulting in a higher average density at limited depth. For
the melt-free grounded ice sheet, Figure 5.6a and 5.6b are virtually similar, as firn density
increases only slowly with depth.

At greater depth (20 m), a more uniform spatial pattern in firn density is visible, apart from
some locations with substantial melt (Figure 5.6c). At these locations (e.g. the northern
and western part of Larsen C IS and parts of Wilkins IS), the firn density at 20 m is high
(700–800 kg m−3), indicating a thin firn layer. In part this is caused by the coarser vertical res-
olution at greater depths (below 15 m, the model layer thickness is 1 m), leading to smoother
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Figure 5.6: Firn density at 0 m (A), averaged over the first meter, 0–1 m (B) and at 20 m (C) depth.
Note the different, and non-linear color scales.

horizontal and vertical patterns in firn density. On most of the other grid points, density
ranges between 550–650 kg m−3, indicating the steady increase of density with depth. When
the spatial pattern at depth (Figure 5.6c) is compared with that of the surface (Figure 5.6a),
the suppressed densification rates in high accumulation regions is notable. On the western
side of the mountains the density increases by ∼130 kg m−3 from the surface to 20 m, while
on the eastern side this can be as much as 200 kg m−3, resulting in a thicker firn layer on the
western side of the mountains despite the higher surface densities.

In Figure 5.7, the spatial variability in density and depth of the firn layer along the north-
south transect T1 (Figure 5.1) is shown. In the northern part of the transect, the ice-only
column on Larsen B IS is distinctly visible between 65–66 ◦S. Moving south, firn layers with
high density are common due to the high melt rates on the northern section of Larsen C IS
(66.5–68 ◦S). Further south, melt amounts are lower and FAC is higher. At the southern end
(71.5 ◦S), the transect moves off the ice shelf and to higher altitudes. As surface melt is neg-
ligible here (Figure 5.3c), a steady-state profile is calculated, characterized by a monotonous
increase of density with depth. The north-south gradient in MA (Figure 5.4a) is resembled
in the firn layer thickness along the transect, increasing from 60 m to >100 m moving south-
wards on Larsen C IS (66.5–69.5 ◦S).

Figure 5.8 shows the firn depth and density along the east-west transect T2 (Figure 5.1). At
the western boundary, the transect starts on Wilkins IS (73–71 ◦W) where high density firn
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Figure 5.7: Firn density cross-section along the north-south transect T1 (Figure 5.1).

layers are simulated, caused by substantial melt. However, this area has a high accumulation
rate, due to its location on the western side of the AP, and can therefore accommodate a large
meltwater flux. Moving eastward, the transect passes over Alexander Island (70–69 ◦W),
which experiences high accumulation rates and little melt, resulting in a thick firn layer with
low density. The firn density at 90 m depth (710 kg m−3) is one of the lowest values in the AP.
Hereafter, the transect descends onto the northern part of George VI IS (∼68 ◦W), where high
densities are simulated. This includes two grid points with an ice-only column, in qualitative
agreement with observations of annual meltwater ponding at the surface [Reynolds, 1981;
LaBarbera and MacAyeal, 2011], indicating there is no firn to accommodate summer melt.
From 67–63 ◦W, the transect ascends over the AP mountain range, where steady-state firn
density profiles are calculated as this region experiences no melt. A gradual transition from
the warmer and wetter western side to the colder and drier eastern side of the mountains is
visible in the density profiles; at the surface, higher densities are present in the west, while at
greater depths the highest densities are calculated in the east, showing the faster densification
with depth in low accumulation regions. At the eastern end of the transect, high density layers
are again simulated on the lower areas of the grounded ice and on Larsen D IS, where regular
melt occurs.
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Figure 5.8: Firn density cross-section along the east-west transect T2 (Figure 5.1).

The density profiles along T2 show a wide spread in firn layer thickness, ranging between
40–70 m on the western ice shelves (Wilkins IS and George VI IS) to more than 150 m on
the western side of the AP mountain range. Figure 5.9 shows the spatial distribution of FAC
across the AP, which summarizes the conclusions from Figures 5.4, 5.6, 5.7 and 5.8. Former
Larsen A and B IS, and the northern part of George VI IS are the only locations in the AP
without a substantial firn layer. These, therefore, are regions where meltwater cannot be
stored in the firn pack and will run off. In the future, more widespread runoff will occur due
to the increase in surface melt and subsequent decrease in FAC. Regions with a currently low
FAC, such as north(-west)ern Larsen C IS and northern Wilkins IS, are expected to become
prone to firn air depletion and runoff production in the near-future. Kuipers Munneke et al.
[2014] found that during the 21st century the largest FAC decrease is expected on the northern
AP ice shelves. The other Antarctic ice shelves show the largest decreases during the 22nd

century.

On Larsen C IS, the spatial pattern in FAC agrees well with that of Holland et al. [2011],
indicating that the selection procedure, described in Section 5.2.3, works well. On the more
southern located ice shelves (e.g. Stange IS, southern George VI IS, Larsen D IS and Ronne
IS), a rather consistent pattern in FAC is found with FAC values ranging between 15–21 m.



72 5.4. Discussion

Figure 5.9: Spatial distribution of the firn air content (FAC).

Almost without exception, the FAC on the grounded ice sheet is higher than on the ice shelves,
as a result of the higher accumulation rates and lack of substantial melt. Especially on the
western side of the mountain range between 64–68 ◦S, large FAC values (35–50 m) are sim-
ulated. Again, there is a distinct difference between the western and eastern side of the AP,
where high/low accumulation causes high/low FAC values.

5.4 Discussion

The largest uncertainties in the results presented here are caused by the uncertain climate
forcing from RACMO2 and the selection method to construct density profiles using multiple



5. Antarctic Peninsula firn layer 73

FDM simulations. A firn layer consists of snow that has accumulated on the ice sheet over
several decades to centuries, making knowledge of the long-term climate crucial for a correct
calculation of the firn layer. Here, we use only one year (1988) of climate data and assume
that it is representative for the long-term climate. Although this year is selected because
it shows the smallest difference with the average 1979–2010 climate from Lenaerts et al.
[2012a], a major part of the AP shows a significant (>10 %) deviation from this average
(Figure 5.2b). Repeating the entire procedure using another year would provide insight in the
uncertainty introduced by this assumption, which, however, is computationally expensive.

By using only a single year of climate forcing, no realistic inter-annual variability is intro-
duced in the modeled firn layer. This is of minor importance on locations without melt, as
long as the annual accumulation has the correct magnitude. However, for surface melt lo-
cations, the timing of melt and accumulation events has a major influence on the formation
of high-density layers and hence the FAC. For instance, two subsequent strong melt sum-
mers followed by two summers without melt have a different effect on firn density than an
alternating pattern of weak and strong melt summers. In addition to this lack of inter-annual
variability, temporal variations in FAC are currently also not taken into account, while it has
been shown that significant (as large as 2 m) year-to-year FAC variations can occur, espe-
cially in melt regions [Ligtenberg et al., in review]. The above simplifications in the climate
forcing introduces quite substantial uncertainties in firn characteristics. We claim, however,
that both the spatial pattern and wide range in FAC are robust, as they depend on gradients in
the climate forcing rather than on the absolute magnitude.

Additional uncertainty is introduced by the selection procedure for surface melt locations. In
principle, every grid point has a unique climate, that generates a unique firn layer. Although
the FDM sensitivity simulations cover a wide range of accumulation rates (6) and MA-ratios
(20), only 120 different firn profiles are generated for ∼9200 grid points that experience melt.
Two neighboring grid points on a relatively large and homogeneous ice shelf are likely to have
a similar climate (i.e. accumulation and melt), and therefore also a similar MA-ratio. As the
annual accumulation and MA-ratio determine the selection procedure, it is also likely that
the same density profile is assigned to both grid points. As a consequence, the grid-point-
to-grid-point variability is underestimated. On Larsen C IS, a more variable FAC pattern is
simulated, as a result of the availability of the observations of Holland et al. [2011]. These
small-scale spatial variations are likely caused by the topography of the mountains to the east.
The absence of similar variations in the RACMO2 climate indicates that the foehn effect over
these mountains is not well represented in the RACMO2.

To conclude, a high-resolution firn-density map of the AP was obtained by a combination of
steady-state and time-dependent firn modeling. In this way, we could assess the average firn
characteristics and at the same time incorporate the effects of melt, while keeping the methods
computationally feasible. The simulation of low FAC and ice-only columns on former Larsen
B IS and northern George VI IS agrees well with visual observations of meltwater ponding
and runoff. Elsewhere on the AP ice shelves, FAC varies between 6–20 m. The low values
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represent ice shelves that are likely to produce future runoff (e.g. northern Larsen C IS and
Wilkins IS), high values represent ice shelves with a much thicker firn layer that can easily
accommodate future increasing melt fluxes (e.g. Stange IS and Ross IS). On the grounded
ice sheet, a distinct difference between the western and eastern side of the mountain range is
visible in the firn characteristics, mainly due to higher accumulation rates in the west.
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Future climate and surface

mass balance of Antarctica

Summary

A regional atmospheric climate model with multi-layer snow module (RACMO2) is forced at the lateral
boundaries by global climate model (GCM) data to assess the future climate and surface mass balance
(SMB) of the Antarctic ice sheet (AIS). Two different GCMs (ECHAM5 until 2100 and HadCM3 until
2200) and two different emission scenarios (A1B and E1) are used as forcing to capture a realistic
range in future climate states. Simulated ice sheet averaged 2-meter air temperature (T2m) increases
(1.8–3.0 K in 2100 and 2.4–5.3 K in 2200), simultaneously and with the same magnitude as GCM
simulated T2m. The SMB and its components increase in magnitude, as they are directly influenced
by the temperature increase. Changes in atmospheric circulation around Antarctica play a minor role
in future SMB changes. During the next two centuries, the projected increase in liquid water flux
from rainfall and snowmelt, together 60–200 Gt yr−1, will mostly refreeze in the snow pack, so runoff
remains small (10–40 Gt yr−1). Sublimation increases by 25–50 %, but remains an order of magnitude
smaller than snowfall. The increase in snowfall mainly determines future changes in SMB on the AIS:
6–16 % in 2100 and 8–25 % in 2200. Without any ice dynamical response, this would result in an
eustatic sea level drop of 20–43 mm in 2100 and 73–163 mm in 2200, compared to the 20th century.
Averaged over the AIS, a strong relation between ∆SMB and ∆T2m of 98± 5 Gt w.e. yr−1 K−1 is found.

This chapter is published as: Ligtenberg S. R. M., W. J. van de Berg, M. R. van den Broeke, J. G. L. Rae,
and E. van Meijgaard (2013), Future surface mass balance of the Antarctic ice sheet and its influence on sea level
change, simulated by a regional atmospheric climate model. Climate Dynamics, 41, 867-884, doi:10.1007/s00382-
013-1749-1.
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6.1 Introduction

The fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC
AR4) projects global sea level to rise by 0.18–0.59 m at the end of the 21st century, rel-
ative to the end of the 20th century, excluding ice dynamical effects [IPCC, 2007]. Cur-
rently (1993–2009), the rate of global sea level rise (SLR) is ∼3.3 mm yr−1 [Nicholls and
Cazenave, 2010]. The largest contributors to SLR are the melting of ice sheets, ice caps and
valley glaciers and thermal expansion of ocean water [Church et al., 2011]. The two major
ice sheets of Greenland and Antarctica lost mass at a combined rate of 402± 201 Gt yr−1

(1.1± 0.6 mm SLR yr−1) over the 2003–2008 period [Van den Broeke et al., 2011], hence
contributing ∼30% to ongoing SLR. In a warmer future climate, the relative contribution of
these ice sheets to SLR is expected to increase further [Rignot et al., 2011a].

Because of its size and remoteness, estimating the Antarctic ice sheet (AIS) mass balance
and thereby its contribution to SLR is difficult. Three methods are currently used: i) the
volumetric method, ii) the gravimetry method and iii) the mass budget method. The first
converts remotely sensed surface elevation changes into mass changes [Davis et al., 2005],
the second deduces mass changes in time directly from satellite measured gravity changes
[Velicogna, 2009] and the third differences mass in- and output, i.e. surface mass balance
(SMB) and ice discharge [Rignot et al., 2011a]. Over the last 30–50 years, the SMB of the
AIS showed little change [Monaghan et al., 2008; Lenaerts et al., 2012a]. Combined with
an increase in ice discharge, this currently leads to a positive contribution of the AIS to SLR:
0.2± 0.15 mm SLR yr−1 [Shepherd et al., 2012]. Volumetric and/or gravimetric measure-
ments suggest zero mass balance to a small mass gain in East Antarctica, and significant
mass losses in West Antarctica and the Antarctic Peninsula [Davis et al., 2005; Pritchard
et al., 2009; Velicogna, 2009]. The first and second method are fully based on observations
and can therefore not be used to predict the future mass balance of Antarctica. For the third
method however, future SMB and ice dynamics can be estimated with the use of climate and
ice dynamical models.

The AIS is the largest reservoir of frozen fresh water on Earth; if melted completely, global
sea level would rise by about 57 m [Lythe et al., 2001]. With a mass turnover of ∼2500 Gt yr−1

[Lenaerts et al., 2012a], equivalent to ∼6.9 mm eustatic sea level change, even a relatively
minor change (<10%) in the AIS mass balance has a significant effect on global sea level.
With temperatures rising globally, the Antarctic climate is also expected to warm, probably
resulting in more melting in low-lying regions, and more snowfall continent-wide because of
the increased water vapor holding capacity of the Antarctic atmosphere [Krinner et al., 2007].
The mass gain from enhanced snowfall is expected to be larger than the mass loss from en-
hanced runoff. Previous studies indicate that increasing temperatures cause a 5–9 % K−1

mass input increase of the AIS [Wild et al., 2003; Gregory and Huybrechts, 2006; IPCC,
2007]. For the coming century, the SMB of the AIS is therefore expected to cause a sea level
drop of ∼50 mm [Krinner et al., 2007; Bengtsson et al., 2011]. On the other hand, changes in
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ocean circulation may have the potential to enhance melt rates at the bottom of ice shelves by
directing warmer water underneath them [Hellmer et al., 2012]. This could lead to thinning
of these ice shelves from below and thereby reducing the buttressing effect on outlet glaciers,
and increasing ice discharge [Rignot and Jacobs, 2002; Pritchard et al., 2012]. How this will
contribute to sea level change in the 21st century is currently uncertain.

Here, we present estimates of the future SMB of the AIS and its impact on SLR, as simu-
lated by a regional atmospheric climate model. The horizontal model resolution of coupled
atmosphere-ocean global climate models (GCMs) is currently insufficient to accurately re-
solve changes in the Antarctic coastal climate and SMB processes are often poorly parame-
terized in these models. Moreover, an accurate treatment of SMB requires a detailed descrip-
tion of processes in the snowpack. The regional atmospheric climate model RACMO2 has a
higher resolution and includes a specially-developed multi-layer snow model [Ettema et al.,
2009; Kuipers Munneke et al., 2011]. In this study, RACMO2 is forced at the boundaries by
two different GCMs, each driven by two different greenhouse gas emission scenarios (A1B
and E1), to obtain a range of possible future SMB scenarios. To check the reliability of the
forcing fields, simulations for the period 1980–1999 are compared to a RACMO2 benchmark
simulation forced by re-analysis data. Modelling of future ice-dynamics, to make an estimate
of the AIS future mass balance, is outside the scope of this paper. In Section 6.2, RACMO2,
the GCMs and the emission scenarios are discussed. In Section 6.3, we present a compari-
son of the GCM and re-analysis forced simulations for the 1980–1999 climate. Thereafter,
the results of the future scenarios are discussed in Section 6.4, followed by conclusions and
discussions in Section 6.5.

6.2 Methods

6.2.1 Surface mass balance

The surface mass balance (SMB) of an ice sheet is defined as the annual sum (in Gt yr−1)
of precipitation (P), surface sublimation (SUs), runoff (RU), erosion by drifting snow (ERds)
and sublimation due to drifting snow (SUds):

SMB =
�

year
(P−SUs −RU−ERds −SUds)dt (6.1)

In Antarctica, runoff is currently small because nearly all liquid water from snowmelt and
rainfall refreezes in the firn layer. Sublimation of surface and drifting snow is the most im-
portant ablation term for the AIS, yet it is an order of magnitude smaller than accumulation
by snowfall. Erosion by blowing snow is small on a continental scale and only locally impor-
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tant. Therefore, the current SMB of the AIS and its temporal and spatial variability is mainly
determined by snowfall [Lenaerts and Van den Broeke, 2012].

6.2.2 Regional atmospheric climate model RACMO2

All simulations are performed with the regional atmospheric climate model RACMO2 [Van
Meijgaard et al., 2008]. At the lateral boundaries of the domain, RACMO2 is forced using
fields of temperature, specific humidity, zonal and meridional wind components, and sur-
face pressure from either GCM or re-analysis output. Relaxation of RACMO2 prognostic
variables towards external forcings is restricted to the boundary relaxation zone (Figure 6.1).
External forcings are updated every six hours and linearly interpolated in time to yield accu-
rate values in between. Sea surface temperatures and sea-ice extent are also prescribed from
the forcing model. The version of RACMO2 used for this study includes a snow model that
calculates temperature, density and meltwater processes (percolation, retention, refreezing
and runoff) in the snow [Ettema et al., 2009], and an improved albedo scheme, where the
snow albedo depends on snow grain size [Kuipers Munneke et al., 2011]. For this study,
contributions from drifting snow processes have not been included, because the module of
Lenaerts and Van den Broeke [2012] was not yet fully implemented when we started the
simulations.

For contemporary climate studies of the AIS (1–30 years), RACMO2 has been run on grids
with 27 km and 5.5 km horizontal resolution [Lenaerts et al., 2012a,b]. However, for the
number of simulation years considered here (660 years in total), a horizontal resolution of
55 km is considered a good trade-off between computational expense and spatial detail; dou-
bling the grid resolution would multiply the computational time by a factor 10. Moreover, the
annual integrated SMB of the AIS at 55 km resolution [Van de Berg et al., 2006] is similar
to that at 27 km resolution [Lenaerts et al., 2012a]. For the scenario runs, the largest un-
certainty therefore derives not from the model resolution but from the chosen forcing model
and scenario. Given this information, and the fact that a 27 km resolution run is ten times as
expensive as a 27 km run, we chose 55 km as final resolution. The model topography, grid
resolution and lateral relaxation boundary of the domain are shown in Figure 6.1.

For the period 1980–1999, a RACMO2 reference simulation, forced by ERA-40 re-analysis
data from the European Centre for Medium-Range Weather Forecasts [Uppala et al., 2005],
was performed in order to check the reliability of the GCM-forced RACMO2 simulations. In
this paper, ERA-40 has been used as forcing instead of its successor ERA-Interim [Dee and
et al., 2011], since the latter only covered the period 1989–2009 at the time the RACMO2
simulations were started. Other RACMO2 simulations forced by re-analysis data (ERA-40 or
ERA-Interim) yielded realistic SMB results over Antarctica when compared to in-situ SMB
measurements [Van de Berg et al., 2006; Van den Broeke, 2008; Lenaerts et al., 2012a]. For
the purpose of this paper, we therefore consider the RACMO2 SMB field as a benchmark
when assessing GCM-forced RACMO2 simulations.
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Figure 6.1: Map of Antarctica showing the model domain, the boundary relaxation zone (dotted area)
and model topography in meters above sea level.

6.2.3 GCM forcing

Table 6.1 gives an overview of all simulations performed with RACMO2, their acronym, lat-
eral forcing, emission scenario and time period. In the remainder of this paper, the full name
of a GCM (HadCM3 or ECHAM5) is used to refer to direct GCM output, while acronyms
starting with "R-" (left column in Table 6.1) refer to individual RACMO2 simulations.

For the six other simulations (Table 6.1, except R-ERA), RACMO2 is forced at the lateral
boundaries with output from either ECHAM5 or HadCM3; two fully coupled GCMs from
the Coupled Model Intercomparison Project (CMIP3, as used in IPCC [2007]). Data of
these models have been made available through the ice2sea project. ECHAM5 contains the
latest cycle of the European Centre/Hamburg model version 5 for the atmosphere and the
Max Planck Institute Ocean Model (MPI-OM) for the ocean [Muller and Roeckner, 2007].
For HadCM3, that contains the atmospheric model HadAM3 [Pope et al., 2000] and the
ocean model HadOM3 [Gordon et al., 2000], we use the model version that was used in
the ENSEMBLES project; HadCM3C [Johns et al., 2011]. HadCM3 data are available for
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Table 6.1: Overview of RACMO2 simulations (acronyms as used in this paper), their lateral forcings,
emission scenarios and the time period covered.

Simulation acronym Model forcing Scenario Time period
R-ERA ERA-40 20c 1980–1999
R-H3 HadCM3 20c 1980–1999
R-E5 ECHAM5 20c 1980–1999
R-E5-A1B ECHAM5 A1B 2000–2099
R-E5-E1 ECHAM5 E1 2000–2099
R-H3-A1B HadCM3C A1B 2000–2199
R-H3-E1 HadCM3C E1 2000–2199

220 years (1980–2199) and ECHAM5 data for 120 years (1980–2099). Both ECHAM5
and HadCM3 have a reasonable horizontal resolution for GCM standards: 3.75◦x3.75◦ and
2.5◦x3.75◦ respectively, which translates to ∼400x125 km and ∼275x125 km in Antarctic
coastal areas. ECHAM5 and HadCM3 are both preferred forcing models as they perform
well in intercomparison and validation studies that focus on the polar regions [Connolley and
Bracegirdle, 2007; Chapman and Walsh, 2007; Franco et al., 2011; Maris et al., 2012].

Two different greenhouse gas emission scenarios are considered: A1B and E1. In the IPCC
SRES A1B scenario, fossil fuel emissions double in 2050, compared to 1990, and CO2 con-
centrations rise to roughly 700 ppmv [Nakicenovic et al., 2000]. As a consequence, the GCM
ensemble in IPCC AR4 predict average global 2-m air temperature (T2m) to rise by 2.8 K,
with a likely range of 1.7–4.4 K, in the 21st century [IPCC, 2007]. A1B is a moderate emis-
sion scenario and represents the middle to high temperature rise as predicted by IPCC AR4.
The A1B scenario is only defined until 2100; for post-2100 simulations CO2 concentrations
are considered to remain constant at their 2100-level (∼900 ppmv). The European ENSEM-
BLES project E1 scenario is a strong mitigation scenario. It follows the European Union
climate policy, stating that a 2 K rise in global T2m compared to pre-industrial levels should
be considered a maximum acceptable temperature rise. In the E1 scenario, CO2 concentra-
tions are therefore restricted to peak at 530 ppmv around 2050 and slowly decrease afterwards
[Lowe et al., 2009].

Figure 6.2 shows global (thick lines, left axis) and Antarctic (thin lines, right axis) average
T2m for the next two centuries as simulated by the HadCM3 model. In the E1 scenario, global
T2m reaches its maximum increase of 1.7 K in 2070, so it remains below the upper boundary
imposed for this emission scenario. After 2070, temperatures remain rather constant, with
even a slight negative trend in the late 22nd century. In the A1B scenario, global T2m shows a
more pronounced rise of 4.0 K in the 21st century, and the warming stabilizes around +5.4 K
in 2130. The HadCM3 simulated temperature rise exceeds the average IPCC global tem-
perature rise (+2.8 K in 2100). For both scenarios, the AIS averaged T2m follows the same
pattern of temperature increase and stabilization afterwards. The simulated temperature rise
in ECHAM5 until 2100 is similar to that found in HadCM3 (not shown).
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Figure 6.2: Time series (2000–2199) of globally averaged (thick lines, left axis) and Antarctic aver-
aged (thin lines, right axis) 2-m air temperature (T2m) as simulated by HadCM3 for the A1B (red) and
E1 (green) emission scenarios.

6.3 Results: current climate

6.3.1 Temperature

For the period 1980–1999, Table 6.2 lists the simulated Antarctic climate of the GCM-forced
RACMO2 simulations R-H3, R-E5, the RACMO2 benchmark simulations R-ERA and the
direct GCM output of HadCM3 and ECHAM5. Annual ice sheet average T2m in both R-H3
(-1.5 K) and R-E5 (-2.0 K) is lower than in R-ERA (Figure 6.3 and Table 6.2). The inter-
annual variability in the reference period, given as the standard deviation in Table 6.2, is
similar for the three historical RACMO2 simulations (R-ERA, R-H3 and R-E5). The aver-
age temperature in the vertical atmospheric column (Tatm) is also lower, with R-H3 (-2.6 K)
yielding smaller differences than R-E5 (-3.0 K). In both GCM forced simulations (R-H3 and
R-E5), T2m shows a spatially uniform negative temperature deviation over the AIS (Fig-
ure 6.3). R-E5 shows more spatial variation in the difference than R-H3, with differences up
to -4 K on the Ross and Filchner-Ronne ice shelves and in West-Antarctica, and the small-
est differences in coastal Dronning Maud Land (DML, 75 ◦S, 10 ◦S). A likely cause for the
lower T2m in the GCM forced simulations is the lower sea surface temperatures (south of
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Figure 6.3: Spatial distribution (1980–1999 average) of 2-m temperature (T2m) for R-ERA (A) and
the difference in T2m between R-H3 and R-ERA (B) and R-E5 and R-ERA (C).

60 ◦S, -0.2 K in HadCM3 and -0.6 K in ECHAM5), and associated higher sea ice concentra-
tions. This reduces the transport of heat towards the atmosphere over the AIS. The reduced
strength of low pressure systems over the Southern Ocean further weakens this meridional
heat transport, as will be discussed later in in this section.

6.3.2 Surface mass balance (SMB)

All SMB components are underestimated by R-E5 and R-H3, compared to R-ERA (Ta-
ble 6.2), due to the lower simulated temperatures in the GCM-forced simulations, as colder
air has less water vapor holding capacity than warmer air. Snowfall amounts are therefore
lower in the GCM-forced simulations (R-H3 -14 % and R-E5 -19 %). The larger temperature
deviation in R-E5 is reflected in a larger snowfall difference. Also rainfall, sublimation, and
snowmelt are underestimated due to the cold biases in R-E5 and R-H3 (Table 6.2). The reduc-
tion of available liquid water from rainfall and snowmelt leads to lower refreezing and runoff
amounts in R-E5 and R-H3. Runoff is a small SMB component in R-ERA (∼10 Gt yr−1)
and almost absent in R-H3 and R-E5. It should be noted that the average runoff values in all
historical RACMO2 simulations (R-E5, R-H3 and R-ERA) are lower due to model spin-up:
the snow pack in RACMO2 is initialized without liquid or refrozen meltwater and the model
takes ∼10 years to adjust [Ettema, 2010], especially in areas where liquid water processes
are important (e.g. the Antarctic Peninsula). However, as runoff on Antarctica is small, the
impact on the SMB is minor. All in all, we find lower SMB values in R-H3 (-14 %) and R-E5
(-19 %) compared to R-ERA. These values again show that differences in snowfall almost
fully determine differences in SMB.
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Figure 6.4a shows the spatial distribution of the AIS SMB in R-ERA, which is similar to
the spatial pattern found by Van de Berg et al. [2006] and Lenaerts et al. [2012a]. It also
resembles the range of simulated SMB values (<20 mm yr−1 in a large part of East Antarc-
tica and up to 2000 mm yr−1 on the Antarctic Peninsula). Figures 6.4b–c show the spatial
differences in SMB between the GCM-forced simulations (R-H3 and R-E5) and R-ERA. The
differences are generally within 10 % of the total SMB; large increases are found on the Ross
Ice Shelf and its vicinity and in parts of coastal DML, while the largest negative deviations
are found in Wilkes Land and West Antarctica. These patterns are caused by differences in
the surface pressure (psurf) distribution around Antarctica (Figure 6.4d–f). There are typically
three climatological low pressure centers located around Antarctica; i) in the Amundsen Sea,
ii) off the coast of DML and iii) off the coast of Wilkes Land (Figure 6.4d), as described by
Van den Broeke and Van Lipzig [2004]. These low pressure centers determine the location
and strength of the meridional transport of heat and moisture onto the AIS. In both R-H3 and
R-E5, the low pressure systems are less pronounced than in R-ERA, regionally resulting in
less transport of moisture towards the AIS. For example, lower snow accumulation/SMB in
West Antarctica can be attributed to a weaker Amundsen Sea low pressure system: 980.8 hPa
in R-ERA, 981.5 hPa in R-H3 and ∼985 hPa in R-E5 (in the latter model, there is no distinct
low pressure center in the Amundsen Sea). Simultaneously, the flow off the ice sheet around
the Ross Ice Shelf is also weakened and as a result moist air from the ocean will more often
flow onto the ice sheet, leading to more precipitation in this region. For R-E5, psurf differ-
ences are larger, compared to R-H3, resulting in larger SMB differences, however the spatial
patterns are similar to R-H3.

Table 6.2: RACMO2 output, forced by ERA-40 (R-ERA), ECHAM5 (R-E5) and HadCM3 (R-H3) and
direct GCM output (ECHAM5 and HadCM3). Listed are 20-year (1980–1999) ice sheet averages and
corresponding standard deviations for T2m, Tatm, snowfall, rainfall, total precipitation, sublimation,
snowmelt, refreezing, runoff and SMB. ∗HadCM3 output represents 1.5-m temperature.

Variable R-ERA R-E5 ECHAM5 R-H3 HadCM3
T2m 235.0 ± 0.6 233.0 ± 0.7 233.1 ± 0.5 233.5 ± 0.7 234.3∗ ± 0.5
Tatm 228.5 ± 0.5 225.5 ± 0.4 225.9 ± 0.7
Snowfall 2421 ± 97 1957 ± 57 2083 ± 89
Rainfall 27.5 ± 6.7 12.8 ± 4.5 18.2 ± 5.9
Precipitation 2448 ± 97 1970 ± 58 2428 ± 81 2101 ± 90 2381 ± 118
Sublimation 75.8 ± 7.2 64.3 ± 8.6 7.6 ± 3.5 61.5 ± 7.7 175 ± 8.7
Snowmelt 100.3 ± 23.4 55.5 ± 28.5 46.0 ± 15.6
Refreezing 123.5 ± 25.1 68.1 ± 32.6 64.0 ± 19.7
Runoff 4.3 ± 4.3 0.3 ± 0.4 0.0 ± 0.0 0.2 ± 0.3 171 ± 37
SMB 2353 ± 97 1896 ± 57 2421 ± 81 2029 ± 88 1988 ± 132
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Figure 6.4: Spatial distribution (1980–1999 average) of SMB (A) and surface pressure (psurf) (D) for
R-ERA and the difference between R-H3 and R-ERA (B and E) and R-E5 and R-ERA (C and F) for SMB
and psurf, respectively.

6.3.3 RACMO2 - GCM comparison

Direct GCM output lacks the resolution and realistic snow physics to accurately capture the
individual SMB components (Table 6.2). In ECHAM5, precipitation and SMB are virtually
the same as no runoff is simulated and sublimation is an order of magnitude smaller than in
RACMO2 (8 Gt yr−1 vs 76 Gt yr−1). The latter is mainly caused by ECHAM5’s coarse merid-
ional resolution (∼400 km) in the steep coastal area (Figure 6.5b), where most sublimation
takes place. In HadCM3, precipitation is higher than in R-ERA, however this is compensated
by an overestimation of sublimation (165 Gt yr−1 vs 76 Gt yr−1) and runoff (165 Gt yr−1 vs
10 Gt yr−1). Especially the latter is unrealistically high, as in reality runoff hardly occurs in
Antarctica [Lenaerts et al., 2012a].
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Figure 6.5: Spatial distribution (1980–1999 average) of SMB for GCM simulations HadCM3 (A) and
ECHAM5 (B) and RACMO2 simulations R-H3 (C) and R-E5 (D). RACMO2 grounding line and land
contours are used in all figures.

In Figure 6.5 the impact of the difference in grid resolution between GCM and RACMO2
output is clearly visible. R-E5 and R-H3 show more spatial detail in the SMB patterns,
but qualitatively the overall spatial distribution in HadCM3 is quite good; with the highest
SMB values occurring along the West-Antarctic coast and the western Antarctic Peninsula,
and lower values in DML and Victoria Land (80 ◦S, 150 ◦E). ECHAM5’s coarser meridional
resolution precludes resolving these spatial details. Both GCMs overestimate the SMB in the
AIS interior. Also note that both GCMs have problems near the geographical South Pole.
HadCM3 simulates hardly any precipitation in these grid boxes, leading to a negative SMB,
while ECHAM5 on the other hand simulates more precipitation on the eastern side than in
the surrounding grid boxes, which also leads to an unrealistic spatial SMB pattern.
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Figure 6.6: Spatial distribution (1980–1999 average) of near-surface temperature for GCM simula-
tions HadCM3 (A) and ECHAM5 (B) and RACMO2 simulations R-H3 (C) and R-E5 (D). RACMO2
grounding line and land contours in all figures. Near-surface temperature is 2-m temperature (T2m) in
ECHAM5, R-H3 and R-E5, and 1.5-m temperature in HadCM3.

Figure 6.6 shows that the GCMs simulate a realistic spatial pattern for near-surface tem-
perature and the AIS average value is in the same range as the three RACMO2 simula-
tions (R-ERA, R-E5 and R-H3). Both GCMs simulate the correct T2m-range between the
East-Antarctic plateau and coastal areas (215–250 K). In areas with more topographic detail,
GCMs overestimate temperature; for example, ECHAM5 overestimates T2m in the northern
Antarctic Peninsula and both GCMs overestimate T2m over the large ice shelves (Ross and
Filchner-Ronne), an indication that topography is smoothed and on average lower.

In summary, both GCM-driven RACMO2 simulations (R-H3 and R-E5) are colder and drier
than R-ERA. Reasons for these deficiencies are underestimated SST, overestimated sea ice
cover and less pronounced low pressure systems along the Antarctic coast, the latter being the
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main source of meridional heat and moisture transport onto the ice sheet. In both R-H3 and
R-E5, relative inter-annual variability of the SMB components is in the same range as R-ERA
(Table 6.2). For snowfall, the most important SMB component, the R-H3 simulation is closer
to R-ERA than the R-E5 simulation, as well in absolute amounts as in inter-annual variabil-
ity. Moreover, HadCM3 provides forcing data until 2200 compared to 2100 for ECHAM5;
in the next section, we will therefore mainly discuss the results of RACMO2 simulations
forced with HadCM3. The absolute differences (Table 6.2) between the three RACMO2
simulations are smaller than the RACMO2-GCM and inter-GCM differences [Maris et al.,
2012]. Although both GCMs predict quite similar AIS average SMB values compared to
RACMO2 historical simulations (R-ERA, R-H3 and R-E5), there are compensating errors:
both ECHAM5 and HadCM3 simulate sublimation and runoff amounts that are one to two
orders of magnitude different from R-ERA. Therefore, no future SMB projections from direct
GCM output are discussed in this paper.

6.4 Results: future climate

6.4.1 Evolution of T2m

Table 6.3 shows T2m and SMB-component anomalies for 2080–2099 and 2180–2199 aver-
ages of the future RACMO2 simulations (R-H3-A1B, R-H3-E1, R-E5-A1B and R-E5-E1),
relative to the 1980–1999 average of R-H3 or R-E5. Temperature increases of 3.0 K (R-H3-
A1B) and 2.0 K (R-H3-E1) in 2100 and 5.3 K and 2.4 K in 2200 are simulated (Figure 6.7a),
similar to the GCM simulated warming (Figure 6.8a). However, Figure 6.7a shows that
R-H3-A1B reaches the stabilization temperature later in the 22nd century than HadCM3 in
Figure 6.2. Still, the final value of the temperature rise is similar: +5.3 K and +5.4 K in 2200.
Also the variability in T2m is similar in HadCM3 and R-H3-A1B (Figures 6.2 and 6.7a). A
possible explanation for the warming lag between a GCM and RACMO2 could be found in
differences in model physics and parameterizations. For example, the use of more vertical
layers to resolve the snowpack and the application of a more realistic albedo parameteriza-
tion in RACMO2 makes the albedo more sensitive to snowfall events. With future increasing
snowfall, this mechanism could slow down the temperature increase near the surface [Pi-
card et al., 2012]. Also, the difference in horizontal grid size between GCM and RACMO2
could act as a temperature buffer along the coastal margins of the AIS. Rising temperatures in
these regions can affect a greater area in GCMs, due to the larger grid cells, and thereby trig-
ger temperature-snowmelt-albedo feedbacks. These feedbacks are also present in RACMO2,
only on much smaller scales.

For the E1 scenario, HadCM3 (Figure 6.2) follows the T2m increase of the A1B simulation
until 2050, as is the case in R-H3-E1 (Figure 6.7a and 6.8a). After this, HadCM3 T2m remains
rather constant for the remainder of the simulation period, and the warming remains below
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Figure 6.7: Time series (2000–2199) of annual and ice sheet averaged T2m (A), solid precipitation
(B), SMB (C), sublimation (D), liquid precipitation (E), snowmelt (F), runoff (G) and refreezing (H), for
four RACMO2 simulations; R-E5-A1B (brown), R-E5-E1 (blue), R-H3-A1B (red) and R-H3-E1 (black),
relative to the 1980–1999 average values of R-E5 and R-H3 respectively. For all four simulation 20-
year running averages (solid) and for both H3 simulations also annual averages (dashed) are shown.

the +2 K threshold (Figure 6.2). In R-H3-E1 however, there is a second warming episode at
the end of the 22nd century, increasing T2m above the +2 K threshold. This is likely caused by
the same time lag effect as in the A1B simulations, however less pronounced due to a smaller
amplitude in temperature change. For both future R-E5 simulations, the T2m increase in 2100
is similar (+1.8 K (E1) and +2.9 K (A1B)) to the future R-H3 simulations. In none of the
future simulations is relative inter-annual variability found to change significantly with time.
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Table 6.3: Difference in absolute (Gt yr−1) and relative ( %) amounts between RACMO2 future sim-
ulations (R-E5-A1B, R-E5-E1, R-H3-A1B, R-H3-E1) and 1980–1999 simulations (R-E5 and R-H3, re-
spectively). Listed are differences between 2080–2099 and 1980–1999 20-year ice sheet averages for
T2m, snowfall, SMB, sublimation, rainfall, snowmelt, runoff and refreezing. The second row in the
H3 results shows the differences between 2180–2199 and 1980–1999 averages. For runoff no relative
differences are shown as the 1980–1999 averages are close to zero.

Variable R-E5-A1B R-E5-E1 R-H3-A1B R-H3-E1
T2m +2.9 +1.8 +3.0 +2.0

+5.3 +2.4
Snowfall +287 (15 %) +105 (5.4 %) +353 (17 %) +144 (6.9 %)

+551 (26 %) +176 (8.4 %)
SMB +265 (14 %) + 84 (4.4 %) +334 (16 %) +124 (6.1 %)

+508 (25 %) +157 (7.7 %)
Sublimation +24.6 (38 %) +19.6 (30 %) +24.6 (40 %) +19.7 (32 %)

+54.0 (88 %) +25.9 (42 %)
Rainfall +12.7 (99 %) +4.8 (38 %) +28.9 (159 %) +11.6 (64 %)

+54.8 (301 %) +16.0 (88 %)
Snowmelt +70.6 (127 %) +33.3 (60 %) +84.1 (183 %) +61.8 (134 %)

+164 (356 %) +47.8 (104 %)
Runoff +8.7 +6.3 +21.5 +11.4

+39.4 +8.9
Refreezing +74.5 (109 %) +32.0 (47 %) +92.0 (144 %) +62.0 (97 %)

+179 (280 %) +54.9 (86 %)

Figures 6.9b–c show that the temperature rise in the 21th century is uniform across the entire
AIS for both emission scenarios. In both cases the temperature increase varies by 0.5 K
from the average increase; 2.5–3.5 K (A1B) and 1.5–2.5 K (E1). In general, the temperature
increase along the coastal margins is slightly larger than in the interior. On the East-Antarctic
plateau (80 ◦S, 90 ◦E) a numerical artifact is visible. At this location, which receives very low
accumulation, the snow in the upper RACMO2 model layer is refreshed too slowly, causing
unrealistically large snow grain sizes and therefore a too low albedo. However, the effect on
AIS average T2m is minor (∼0.02 K).

6.4.2 Evolution of the SMB

Figures 6.7b–h show the evolution of the SMB components for the four GCM forced RACMO2
simulations. In general, the hydrological cycle of the AIS intensifies in a warmer Antarc-
tic climate. Snowfall increases by 26 % in R-H3-A1B, from ∼2100 Gt yr−1 in R-H3 to
∼2650 Gt yr−1 in 2200, while R-H3-E1 shows a more moderate increase of 8 % by 2200
(Figure 6.7b and Table 6.3). In both scenarios, snowfall and T2m appear linked: periods with
increasing and stabilizing T2m coincide with periods of increasing and stabilizing snowfall
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Figure 6.8: Time series (2000–2099) of 20-year, ice sheet averaged T2m (A) and total precipitation
(B) for RACMO2 simulations; R-H3-A1B (red, solid) and R-H3-E1 (blue, solid) and GCM simulations;
H3-A1B (red, dashed) and H3-E1 (blue, dashed), relative to the 1980–1999 average values of R-H3
and HadCM3 respectively.

Figure 6.9: Spatial distribution of R-H3 1980–1999 T2m-average (A), the difference between R-H3-
A1B 2080–2099 T2m-average and Figure A (B) and R-H3-E1 2080–2099 T2m-average and Figure A
(C), respectively.

(Figures 6.7a–b). Figures 6.8a–b emphasize the casual relation between rising temperatures
and increasing precipitation in both GCM and RACMO2 simulations. A strong increase in
T2m (e.g. around 2050 in the A1B simulations) is accompanied by a rapid precipitation in-
crease. Also, a reduction in T2m increase (e.g. around 2070 in the A1B simulations) translates
into a reduced precipitation increase. For the E1-simulations, the relation between rising tem-
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peratures and increasing precipitation is also evident, however, due to the smaller increase in
T2m the signal is more variable.

The spatial pattern of snowfall (or SMB) increase over the 21st century shows the same rela-
tion between temperature and precipitation (Figures 6.10b–c). The increase is rather uniform
over the continent, with the largest increases in West-Antarctica and along the coastal mar-
gins, which are both locations with high annual snowfall totals. The uniformity of the increase
in both temperature and snowfall suggests that future snowfall changes are mainly caused
by increased atmospheric water vapor holding capacity and less by atmospheric circulation
changes. For R-H3-E1, a smaller increase in SMB is found (Table 6.3), which is probably due
to the smaller temperature increase (+2.0 K) than in R-H3-A1B (+3.0 K). The future increase
in SMB, especially in the strong mitigation scenario simulations (R-E5-E1 and R-H3-E1), is
smaller than or similar to the difference in the historical simulations (R-E5/R-H3 vs R-ERA).
This could simply imply that the simulated increase falls within the uncertainty margin. How-
ever, it is more likely that the cold and dry bias from the historical runs is also present in the
future simulations. As will be shown in Section 6.4.3, there is a strong linear relation between
temperature and snowfall/SMB in Antarctica, indicating that SMB will rise with temperature
independent of the starting conditions (as long as these fall within a realistic range).

In Figures 6.10e–f, the relative differences in psurf over the 21st century show no large devi-
ations from the average R-H3 pattern, as was the case for SMB (Figures 6.10b–c). In both
simulations, the differences in psurf between R-H3-A1B/R-H3-E1 and R-H3 (Figure 6.10e–f)
are smaller than between R-ERA and R-H3 (Figure 6.4e). This confirms that the differences
in SMB (Figure 6.10b–c) are mainly influenced by temperature changes and less by circula-
tion changes.

In the present climate, rainfall only occurs along the coastal margins of the AIS, roughly
below 1000 m a.s.l., and on the ice shelves. In R-H3-A1B, rainfall increases by more than
50 Gt yr−1 in the next two centuries, a threefold increase from R-H3 simulated rainfall (Fig-
ure 6.7e and Table 6.3). Our results show only minor changes in the spatial rainfall distri-
bution, most likely because the ice sheet is rather steep in the coastal regions, preventing
the penetration of warmer near surface temperatures inland. In R-H3-E1, the increase is less
pronounced and stabilizes around 16 Gt yr−1 (∼80 %). The relative inter-annual variability in
rainfall, taken as the ratio of the standard deviation and the mean absolute value, is strongly
influenced by a few peak years, but shows no significant trend.

In R-H3-E1, snowmelt evolution shows the same increase and stabilization as rainfall; amounts
roughly double during the 21st century and remain constant afterwards. In the A1B simula-
tion, snowmelt increases more strongly, with an increase of 80–85 Gt yr−1 in both the 21st and
22nd century (Figure 6.7f and Table 6.3). As with rainfall, inter-annual variability is strongly
influenced by a few peak years, but there is no significant trend. The peak years around 2130,
in which annual snowmelt exceeds 400 Gt yr−1, are remarkable.
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Figure 6.10: Spatial distribution of SMB (A) and surface pressure (psurf) (D) for R-H3 (1980–1999
average), the difference between R-H3-A1B 2080–2099 SMB-average and Figure A (B), R-H3-E1 2080–
2099 SMB-average and Figure A (C), R-H3-E1 2080–2099 psurf-average and Figure D (E) and R-H3-
E1 2080–2099 psurf-average and Figure D (F), respectively.

The increase in liquid water flux from enhanced rainfall and snowmelt is not reflected in high
runoff rates (Figure 6.7g), as most liquid water refreezes in the snow pack (Figure 6.7h). In
R-H3-A1B, the liquid water flux increases with more than 200 Gt yr−1 in 2180–2199 (Ta-
ble 6.3). Runoff only increases by 40 Gt yr−1, so most of the additional rainfall is a positive
contribution to the SMB of the AIS. In R-H3-E1, runoff follows the same temporal pattern
as snowmelt, i.e. an increase until 2100 and stabilization afterwards. Values remain low. In
both emission scenarios, future runoff occurs only on ice shelves in the Antarctic Peninsula
(Larsen C, Wilkins and George VI), which is also reflected in decreasing SMB values in
these regions (Figure 6.10b). As snowmelt is underestimated by ∼50 % in R-E5 and R-H3,
compared to R-ERA (see Table 6.2), snowmelt and related runoff estimates in the future
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RACMO2 simulations are also likely to be underestimated. For runoff, this will probably
have a minor effect, because of the large available refreezing capacity on the AIS and the
linear relation between T2m and SMB, as will be discussed later.

As T2m increases, sublimation of surface snow also increases due to the greater snow-to-
atmosphere moisture gradient (Figure 6.7d). Higher temperatures in the A1B scenarios lead
to larger sublimations increases (+88 %) than in the E1 scenario (+42 %). During 2000–2099,
the increase in sublimation is rather uniform in all four RACMO2 simulations. Thereafter,
sublimation increases in R-H3-A1B at the same rate until 2150, while in R-H3-E1 sublima-
tion only shows a minor increase during the 22nd century. Surface sublimation is a relatively
constant process, and relative inter-annual variability remains constant during the full simu-
lation period: ∼10 % of the total sublimation.

In summary, the T2m increase strengthens the AIS hydrological cycle, however the increase
in surface mass loss components is by far outweighed by the increase in mass influx from
precipitation. Sublimation increases by 25–50 Gt yr−1 in the next 200 years, and while rain-
fall and snowmelt occasionally exceed 200 Gt yr−1 and 400 Gt yr−1, almost all of this liquid
water refreezes in the snowpack. As a result, runoff values remain low and hardly influence
the SMB. Therefore, the temporal and spatial patterns of SMB changes are very similar to
that of snowfall: +26 % in A1B and +8 % in E1 in 2180–2199 (Figure 6.7c) compared to
the 1980–1999 averages in R-H3. No significant trend in relative inter-annual variability is
found. The R-E5-A1B and R-E5-E1 simulations (not shown) show results and trends similar
to the respective H3 future simulations.

6.4.3 Influence on future sea level

Figure 6.11 shows sea level change resulting from the cumulative SMB anomaly (Figure 6.7c)
relative to the 1980–1999 average SMB of the corresponding simulation. To estimate sea
level change from SMB, only grounded ice-sheet totals are used. For the R-H3-A1B scenario,
a total cumulative SMB anomaly of +59 · 103 Gt in 200 years is found, corresponding to a sea
level drop of 163 mm in 2200 (using 360 Gt w.e. to equal 1 mm eustatic sea level change). For
the 21st century, a sea level drop of 43 mm is found. In the R-E5-A1B scenario, a potential sea
level drop of 32 mm is simulated for the 21st century, slightly lower than the value found in
R-H3-A1B. This difference represents part of the uncertainty that is introduced by the choice
of forcing models. For E1, the strong mitigation scenario, a potential sea level drop of 20 mm
(R-E5-E1) and 27 mm (R-H3-E1) is found for the 21st century (Figure 6.11). Uncertainties
in the simulated Antarctic SMB are estimated at ∼10 % [Rignot et al., 2008], so error bars in
Figure 6.11 are calculated by using 90 % and 110 % of the SMB anomalies.

Models without explicit SMB calculation, such as ice-dynamical models or simplified global
climate models, often make use of a relation between the change in T2m (∆T2m) and the
change in SMB (∆SMB). For R-H3-A1B, this SMB sensitivity (given in Gt w.e. yr−1 K−1,
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Figure 6.11: Cumulative sea level change from grounded AIS SMB anomalies in four RACMO2 simu-
lations; R-E5-A1B (brown), R-E5-E1 (EC-E1, blue), R-H3-A1B (red) and R-H3-E1 (black). Error bars
(only shown for both H3 simulations) indicate the cumulative uncertainty based on Van de Berg [2008].

Figure 6.12: Relation between total precipitable water (PW) and T2m (A), SMB and PW (B) and
SMB and T2m (C), including their slopes and correlation (r2) for R-H3-A1B. All are annual ice sheet
averages and a schematic Clausius-Clapeyron relation (black) is shown in A, that was obtained with
7 % K−1 [Held and Soden, 2006], crossing 16 Gt w.e. at 233.8 K.
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Table 6.4: SMB sensitivity and sea level drop during the 21st century for selected studies. These
results were obtained using: i) present day data from a regional atmospheric climate model simulation
[Van Lipzig et al., 2002], ii) high resolution GCM simulations [Wild et al., 2003; Krinner et al., 2007;
Bengtsson et al., 2011] or iii) statistical SMB perturbations in GCMs [Gregory and Huybrechts, 2006].

Reference SMB sensitivity Sea level drop in 21st century
IPCC [2007] AR4 6–9 % K−1 20–120 mm
Van Lipzig et al. [2002]i) 8.9 % K−1 70 mm
Wild et al. [2003]ii) 7.3 % K−1 45 mm
Gregory and Huybrechts [2006]iii) ∼5 % K−1 50 mm
Krinner et al. [2007]ii) 7.1 % K−1 60 mm
Bengtsson et al. [2011]ii) 3.7 % K−1 40 mm
This study 4.8 % K−1 32–43± 4 mm

as in Van Lipzig et al. [2002] among others) is shown in Figures 6.12a–c, and is based on
the strong linear relations between annual ice sheet averaged T2m, SMB and the total pre-
cipitable water (PW) in the atmosphere above the ice sheet (in Gt w.e.). The strong linear
relation between T2m and PW with a positive slope of 1.25 Gt w.e. K−1 indicates an 6–8 %
increase of water vapor in the atmosphere per degree warming (Figure 6.12a). This is in
line with the Clausius-Clapeyron relation (black line in Figure 6.12a) that gives an increase
of 7 % K−1 [Held and Soden, 2006]. As snowfall is the dominant component of the SMB,
a strong PW-SMB relation is expected (Figure 6.12b) and combining these two relations, a
T2m-SMB relation is derived (Figure 6.12c). Owing to the variability of other SMB com-
ponents (sublimation and runoff), the correlation (r2 = 0.69) in Figure 6.12c is lower than
found for the relations shown in Figure 6.12a–b. The ∆T2m-∆SMB relation has a positive
linear slope of +97.6± 4.7 Gt w.e. yr−1 K−1 (or -0.27± 0.01 mm SLR yr−1 K−1). This again
confirms that the future increase in Antarctic SMB is mainly driven by an increase in near-
surface temperatures and to a lesser degree by changes in atmospheric circulation patterns.

In Table 6.4, SMB sensitivity and sea level change for the AIS in the 21st century from this
study are compared to results from previous work. All results show a clear increase of SMB
with increasing temperature; values vary from 4–9 % K−1. Van Lipzig et al. [2002] reduced
the sea ice fraction in their experiment, thereby causing atmospheric circulation to change
and generating higher SMB sensitivities. From Figure 6.12c we find that the SMB increases
with 97.6 Gt K−1, which corresponds to a SMB sensitivity of 4.8 % K−1 relative to the 1980–
1999 average. The results presented in this study are among the lower estimates of sea level
change induced by SMB changes compared to previous studies (Table 6.4). It should be
noted that only sea level change due to SMB changes is considered and it is likely that a
part of this change will be counteracted by ice-dynamical effects [IPCC, 2007; Rignot et al.,
2011a; Levermann et al., 2012].

Figure 6.13a shows that the SMB sensitivity remains partially valid when applied on grid
cell scale; roughly half the AIS shows an SMB increase of 15–35 %, which is similar to the
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Figure 6.13: Relative SMB differences between R-H3-A1B 2180–2199 average SMB and R-H3 1980–
1999 average SMB (A) and between 2180–2199 average SMB derived using the ∆T2m-∆SMB relation
(Section 4.3) and R-H3 1980–1999 average (B). For the B, ∆T2m was taken as the difference between
R-H3-A1B 2180–2199 average T2m and R-H3 1980–1999 T2m.

AIS averaged SMB sensitivity (Figure 6.13b). Using the SMB sensitivity of 4.8 % K−1, the
increase in SMB is uniform over the AIS, because it is linearly related to the uniform increase
in T2m (Figure 6.9b). The average increase in SMB is ∼25 %, which agrees with the ∼5 K
temperature rise in R-H3-A1B (Table 6.3). When the SMB difference between R-H3 and
R-H3-A1B is calculated directly (Figure 6.13a), more variability is introduced, owing to the
temporal and spatial variability in the three SMB components. Apart from a decrease in SMB
on the Antarctic Peninsula ice shelves, due to increased runoff, precipitation/SMB increases
on the rest of the AIS. Along the coastal margins, sublimation increases more rapidly than in
the interior of the AIS, leading to larger (>50 %) SMB increases in the interior and smaller
(10–20 %) SMB increases along the coastal margins (Figure 6.13a). The minor increases near
the Filchner-Ronne and Ross ice shelf are caused by a locally lower than average snowfall
increase, likely due to atmospheric circulation changes. These results again show that the
increase in SMB is in first order determined by temperature increase, and to a lesser extent
by atmospheric circulation changes.

6.5 Conclusion

The RACMO2 simulations, forced with output from two different GCMs with two differ-
ent emission scenarios, provide new insights into the future climate and SMB of the AIS.
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Both GCMs (HadCM3 and ECHAM5) simulate a global T2m rise of ∼4 K, larger than the
average of the IPCC models (+2.8 K), using emission scenario A1B. In the stronger mitiga-
tion emission scenario (E1), both GCMs predict a temperature rise close to 2 K, which is the
target of this emission scenario. The simulation of the SMB with RACMO2 provides more
detail compared to GCM output. In neither GCM, simulation of the SMB was very realistic;
ECHAM5 underestimates sublimation and runoff, while HadCM3 overestimates both these
components. However, due to these compensating errors, total SMB values from RACMO2
and GCM output are in the same range.

For the 1980–1999 period, RACMO2 forced with HadCM3 and ECHAM5 output results in
a colder and drier Antarctic climate compared to RACMO2 forced with ERA-40 re-analysis.
This difference is explained by the lower sea surface temperature and higher sea ice concen-
trations prescribed from the GCM output, reducing transport of heat and moisture onto the
ice sheet.

In most RACMO2 future simulations, the increase in T2m lags that of the GCMs by ∼20 years,
but reaches the same final value as simulated by the GCMs in 2200. In both emission sce-
narios, the greenhouse gas emissions and associated atmospheric warming level off in the
late 22nd century. The hydrological cycle of the AIS responds strongly to the simulated tem-
perature increase. By 2200, snowfall increases by 550 Gt yr−1 (26 %) in R-H3-A1B and by
176 Gt yr −1 (8 %) in R-H3-E1 compared to the R-H3 average. By comparing spatial patterns
of 21st century changes in T2m, SMB and psurf, it is clear that the future SMB changes are
mainly caused by the increase in temperature and to a lesser extent by atmospheric circula-
tion changes. Sublimation increases by 25–50 Gt yr−1, thereby compensating ∼15 % of the
increase in snowfall. By 2200, rainfall and snowmelt have strongly increased in low-lying
regions of the AIS, by 301 % and 356 % (R-H3-A1B) and 88 % and 104 % (R-H3-E1), re-
spectively. Most of this additional liquid water refreezes in the snowpack and does not run
off; runoff increases to only ∼40 Gt yr−1 in R-H3-A1B and to ∼10 Gt yr−1 in R-H3-E1. So
even in a significantly warmer climate, rainfall remains a positive contribution to the SMB of
the AIS.

The future SMB change of the AIS is dominated by the increase in snowfall and contributes
negatively to global SLR. A significant relation is found between ice sheet averaged ∆T2m
and ∆SMB: +97.6 Gt w.e. yr−1 K−1 or -0.27 mm SLR yr−1 K−1. Changes in mass loss due to
ice-dynamical effects will most probably counteract this surface mass gain. When these ice
dynamical effects are neglected, our results represent a sea level fall of 32–43± 4 mm and
20–27± 3 mm in 2100, compared to 1980–1999. For the 22nd century, an additional sea level
drop of 46 mm (R-H3-E1) or 120 mm (R-H3-A1B) is predicted.

It is likely that the cold and dry biases in the 1980–1999 simulations persist in the future
GCM-forced RACMO2 simulations, as the future simulations are continuations of the histor-
ical simulations. However, the impact of this bias can be interpreted relatively easily because
of the strong first-order relations in the Antarctic climate: T2m, snowfall and SMB are all
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closely coupled. Combining that, i) the SMB of the AIS is determined for 90 % by snowfall
and ii) the good agreement in T2m and snowfall increase (following the Clausius Clapeyron
relation), results in a ∆T2m-∆SMB relation with good spatial and temporal agreement. In
R-H3-A1B, these relations are valid for a temperature range of at least ∼6 K, which is three
times larger than the differences between the historical simulations (R-ERA, R-H3 and R-
E5). Therefore it is reasonable to assume that the results presented here are representative
for a future temperature rise of at least 4 K. Also beyond this temperature increase it is likely
that the T2m-SMB relation remains valid, because runoff remains only locally important dur-
ing our simulations and the other mass removing SMB-component, sublimation, is rather
constant and not expected to strongly increase in a warming climate.



7
Present and future variations

in Antarctic firn air content

Summary

A firn densification model (FDM) is used to assess spatial and temporal (1979–2200) variations in the
depth, density and temperature of the firn layer covering the Antarctic ice sheet (AIS). Results from a
time-dependent version of the FDM are compared to more commonly used steady-state FDM results.
Although the average AIS firn air content (FAC) between both models is similar (22.5 m), large spatial
differences are found: in the ice-sheet interior, the steady-state model underestimates the FAC by up to
2 m, while the FAC is overestimated by 5–15 m along the ice-sheet margins, due to significant surface
melt. Applying the steady-state FAC values to convert surface elevation to ice thickness (i.e. assuming
flotation at the grounding line) potentially results in an underestimation of ice discharge at the grounding
line, and hence an underestimation of current AIS mass loss by 23.5 %, or 16.7 Gt yr−1 [with regard to
the reconciled estimate over 1992–2011, Shepherd et al., 2012]. The timing of the measurement is also
important as temporal FAC variations of 1–2 m are simulated within the 33-year period. Until 2200, the
Antarctic FAC is projected to change due to a combination of increasing accumulation, temperature and
surface melt. The latter two result in a decrease of FAC, due to i) more refrozen meltwater, ii) a higher
densification rate and iii) a faster firn-to-ice transition at the bottom of the firn layer. These effects are
however more than compensated by increasing snowfall, leading to a 4–14 % increase in FAC. Only in
melt-affected regions, future FAC is simulated to decrease, with the largest changes (-50 to -80 %) on
the ice shelves in the Antarctic Peninsula and Dronning Maud Land. Integrated over the AIS, increased
precipitation results in a combined ice and air volume increase of ∼300 km3 yr−1 until 2100, equivalent
to an elevation change of +2.1 cm yr−1. This shows that variations in firn depth remain important to
consider in future mass balance studies using (satellite) altimetry.

This chapter is based on: Ligtenberg S. R. M., P. Kuipers Munneke, and M. R. van den Broeke
(2014), Present and future variations in Antarctic firn air content. The Cryosphere Discussions, 8, 421-451,
doi:10.5194/tcd-8-421-2014
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7.1 Introduction

The most common method to determine the effect of climate change on the ice sheets of
Greenland and Antarctica is to calculate the change in their mass over time. Due to their
remoteness, adverse climate conditions, and sheer size, it is difficult to measure the mass bal-
ance of these two ice sheets directly. Over the last few decades, the introduction of satellite
and airborne remote sensing techniques has increased the understanding of ice sheet pro-
cesses and led to more accurate mass balance estimates. Three methods involving satellite
remote sensing are generally used for ice sheet mass balance calculations: i) the mass-budget
method [e.g. Rignot et al., 2008], ii) the gravimetric method [e.g. Velicogna, 2009] and iii) the
volumetric method [e.g. Davis et al., 2005]. The first method calculates the mass in- and out-
put of the ice sheet directly, by subtracting the ice discharge over the grounding line from the
surface mass balance (SMB) of the grounded ice sheet. The second method directly measures
mass variations in the Earth’s gravity field, from which ice mass changes can be deduced if a
correction is applied for all other mass-varying processes (e.g. ocean tides and bedrock move-
ment). The third method measures the change in ice volume from surface elevation changes.
These variations can be converted into ice mass change if the density of the material at which
the volume change takes place is known.

To obtain meaningful mass balance estimates, all three remote sensing techniques require
corrections for surface processes, such as precipitation anomalies [Horwath et al., 2012], firn
pack changes [Zwally and Li, 2002; Helsen et al., 2008] or bedrock movement by glacial
isostatic adjustment [Peltier, 2004; Whitehouse et al., 2012]. These corrections are often
provided by models that simulate the aforementioned processes. While the three methods are
based on different principles and measure different quantities, they give reasonably consistent
results for the mass balance of the Greenland and Antarctic ice sheets over the past two
decades [Shepherd et al., 2012].

This paper focuses on firn layer variations and their influence on mass balance measurements.
Knowledge of variations in firn volume and mass is a necessity for the mass-budget method
and the volumetric method and aids in the interpretation of gravity measurements. Firn-
induced surface elevation changes, as simulated by a firn densification model, are used to
correct remotely sensed surface elevation changes in order to obtain the mass loss/gain of
the glacier ice underneath [e.g. Pritchard et al., 2012]. Firn pack variations also need to
be considered for the mass budget method. Ice thickness measurements that are used to
calculate ice discharge over the grounding line [e.g. Rignot et al., 2011a], must be corrected
for the amount of air in the firn column to prevent an overestimation of the mass flux [Van den
Broeke, 2008].

Firn air content (FAC) is a measure for the pore space fraction of the firn layer and is defined
as the change in thickness (in m) that occurs when the firn column is compressed to the
density of glacier ice:
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FAC =
� zρi

zs
(ρi −ρ(z))dz (7.1)

where ρi is the ice density, here assumed to be 910 kg m−3, and zs and zρi indicate the surface
and the depth at which the ice density is reached, respectively. The FAC depends both on
the shape of the firn density profile and the firn layer depth; these in turn are governed by
the local surface climate conditions [Ligtenberg et al., 2011]. Due to the large spatial het-
erogeneity in climate conditions over the Antarctic ice sheet (AIS), the FAC also exhibits a
large variability. In locations with net ablation, no firn layer is present, while favorable local
climate conditions can lead to a FAC of more than 40 m [Van den Broeke, 2008; Ligtenberg
et al., 2011]. These values are usually obtained from a steady-state firn density profile that is
calculated with the long-term average temperature and accumulation [Herron and Langway,
1980; Barnola et al., 1991; Zwally and Li, 2002]. Until now, ice thickness observations have
been corrected with either a constant FAC value [e.g. Rignot and Jacobs, 2002] or with a
spatially varying pattern, based on steady-state density profiles [e.g. Fretwell et al., 2013].
Either way, temporal variations in firn layer density and thickness are neglected.

Due to large seasonal and inter-annual variations in the Antarctic climate, temporal variations
in firn pack characteristics can be significant [Ligtenberg et al., 2012]. At higher tempera-
tures, the densification rate of firn increases, i.e. near-surface firn densifies quicker in summer
than in winter [Herron and Langway, 1980]. This also implies that a snowfall event in win-
ter/summer deposits a firn layer with lower/higher density. When surface melt occurs in
summer, the local refreezing of meltwater in the firn pore space is a very efficient densifi-
cation process. Steady-state firn solutions are based on dry-firn compaction and do not take
melt into account [Herron and Langway, 1980; Ligtenberg et al., 2011]. On higher parts of
the AIS, constituting ∼90 % of its area, this is a valid assumption as surface melt does not
occur [Lenaerts et al., 2012a]. However, along the coasts and on the fringing ice shelves,
annual surface melt can be significant and cause large seasonal variations in firn characteris-
tics. Furthermore, the grounding line of the AIS is often located in these low-elevation areas,
making it sensitive to these variations.

This study presents and explains temporal variations in FAC on the AIS, as well as their
climatic cause. We do this for the present-day (1979–2012), as well as for future variations
over the next two centuries. First, the firn densification model and its different atmospheric
forcing fields will be introduced.
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7.2 Methods

7.2.1 Firn densification model

The present-day and future evolution of the Antarctic firn layer are simulated with a one-
dimensional, time-dependent firn densification model (FDM). The full details of the FDM
are described in Ligtenberg et al. [2011] and will only be summarized briefly here. The cur-
rent model version is based on Herron and Langway [1980], and subsequent modifications
by Zwally and Li [2002] and Helsen et al. [2008]. It uses the adapted densification equa-
tions of Arthern et al. [2010], that were tuned to fit Antarctic firn depth-density observations
[Ligtenberg et al., 2011]. A snowmelt module is included to simulate and calculate simple
firn hydrology, i.e. the amount of percolation, retention, refreezing and runoff of meltwa-
ter. With this latter improvement, the FDM is capable to simulate firn evolution in both the
dry-snow zone and melt-affected regions.

One of the basic principles of the FDM is its ’steady-state assumption’, i.e. the firn layer is
in equilibrium with the local long-term climate forcing. To fulfill this criterion, the available
climate forcing time series needs to be long enough to represent the long-term average cli-
mate. This has been previously done by assuming that the past 33 years (1979–2012) are a
good representation of the Antarctic climate over the last centuries [Ligtenberg et al., 2011,
2012]. Indeed, the AIS climate shows no significant trends in the recent past [Monaghan
et al., 2006; Bromwich et al., 2011; Lenaerts et al., 2012a], making this assumption valid.
However, this steady-state assumption is not valid for future simulations (which will be in-
troduced in the next section), and therefore requires small adaptations to the FDM. First, the
climate of 1960–1979 is assumed to equal the long-term average climate and serve as spin-up
climate for the FDM. Thereafter, the modeled firn layer is allowed to evolve over the period
1980–2199. Secondly, the annual average surface temperature and accumulation, that are
used in the densification equations, are taken as the running average over the last 40 simu-
lation years. This is done to include the effect of the changing climate on firn densification.
For example, in 2120 the annual average temperature and accumulation are calculated over
the period 2080–2119. Thirdly, the deep-layer temperature (>15 m depth) is allowed to rise
with future rising surface temperatures, while the present-day simulation uses a fixed annual
average temperature at depth, consistent with the above-described steady-state assumption.

7.2.2 Atmospheric forcing

Output of the regional atmospheric climate model RACMO2 is used as atmospheric forc-
ing of the FDM. At the surface, it is forced with SMB components (precipitation, surface
sublimation, surface melt and drifting snow processes), surface temperature and 10-m wind
speed.
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Present-day climate

For the present-day simulation (August 1979 to August 2012), 6-hourly RACMO2 output of
Lenaerts et al. [2012a] is used. The same forcing was previously used for present-day FDM
simulations [Ligtenberg et al., 2011, 2012]. To obey the steady-state assumption and create a
realistic initial firn profile, the FDM is run iteratively until the complete firn layer is refreshed,
after which the final simulation starts. The spatial resolution of the FDM is 27 km, equal to
that of the forcing model, RACMO2. The temporal resolution of present-day FDM output is
2 days for surface properties and every week for depth-density profiles.

Future climate

For the future simulation, we used the same approach and data as Kuipers Munneke et al.
[2014]. This approach is based on a future climate simulation with RACMO2, forced by
global climate model data (HadCM3) using the A1B emission scenario [Ligtenberg et al.,
2013]. To extend the climate forcing prior (1960–1979) to the RACMO2 simulation, the
Antarctic climate is reconstructed using an ’analogue method’, based on historical observa-
tional temperatures and accumulation fields from Monaghan et al. [2008]. In short, one starts
with finding the nearest monthly average temperature in the 1980–1999 period compared to
January 1960 and copies the daily climate values (e.g. temperature, precipitation and sur-
face melt) from this month into January 1960. This is subsequently done for every month
in the 1960–1979 period and for every RACMO2 grid point. In this way, a synthetic daily
climate is reconstructed, while spatial variations are preserved and sub-monthly variability is
introduced. Afterwards, the daily values of 1960–1979 are bias-corrected for the introduced
difference between the 1960–1979 and 1980–1999 average climates. Finally, a 40-year av-
erage climate without trend is obtained. A more detailed description and discussion of this
procedure is found in the Appendix of Kuipers Munneke et al. [2014].

The period 1960–1979 is used as spin-up period and the FDM is run iteratively as often as
needed to refresh the complete firn layer, after which the final 240-year simulation starts
(1960–2200). For computational efficiency, the RACMO2 climate simulation was performed
on 55 km horizontal resolution, which is therefore also the spatial resolution of the FDM fu-
ture simulation. The temporal resolution of future FDM output is 2 days for surface properties
and 1 month for depth-density profiles.
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7.3 Results

7.3.1 Present day variations

Figure 7.1a shows the average FAC for 1979–2012, as simulated by the present-day FDM
simulation. High values are found on the East-Antarctic plateau, where firn densification is
a slow process due to the low temperatures. High values are also found at isolated spots in
mountainous regions and along the coast, particularly in West-Antarctica, where the highest
accumulation rates of the AIS are recorded [Van den Broeke et al., 2006b; Lenaerts et al.,
2012a]. Due to these high accumulation rates, the firn is buried quickly and has less time to
densify, leading to a thick firn layer with a significant amount of pore space. Low FAC values
are found in regions with a relatively warm and dry climate. Here, fresh snow is buried more
slowly and the high temperatures enhance firn densification. Siple Coast (82 ◦S and 140 ◦W)
and the Lambert Glacier catchment (73 ◦S and 70 ◦E) are examples of regions with this type
of climate. Surface melt has a significant effect on producing low FAC (<15 m) in coastal
areas and on the ice shelves. On the two largest Antarctic ice shelves (IS), the Ross IS and
Filchner-Ronne IS, higher FAC values are found due to their southerly locations, associated
with lower temperatures and weaker melt. The West-Antarctic ice shelves receive high annual
accumulation rates that partly mask the melt signal. The white areas indicate locations where

Figure 7.1: Average firn air content (FAC) for 1979–2012 (a), simulated by the time-dependent model,
and the difference between (a) and the steady-state model (b), from Ligtenberg et al. [2011] (Figure 8a).
The FAC represents the height difference of the column (in m) that remains when the firn layer is
compressed to ice density (here assumed to be 910 kg m−3).
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Figure 7.2: Typical firn density profiles for two locations in Antarctica; one without snowmelt (a) on
the East-Antarctic plateau (85 ◦S, 84 ◦E) and one with significant summer snowmelt (b) near George
VI ice shelf (73 ◦S, 67 ◦W). For both locations, the steady-state ("StSt", red) and time-dependent ("TD",
black) solutions of the FDM are shown, with in (a) an inset showing the first 5 m, as well as the firn air
content (FAC) for both profiles.

no firn layer is simulated as a consequence of annual sublimation and/or melt exceeding
annual accumulation in the RACMO2 forcing. These locations coincide reasonably well
with observed blue ice areas, i.e. locations where no firn layer is present [Scambos et al.,
2012; Das et al., 2013].

The general spatial pattern of the average FAC from the time-dependent FDM solution (Fig-
ure 7.1a) is similar to that of the steady-state FDM (Figure 8a in Ligtenberg et al. [2011]) and
the ice-sheet average is identical for both models at 22.5 m. However, Figure 7.1b shows that
substantial spatial differences exist between the two. In the AIS interior, the time-dependent
FDM simulates slightly more firn air, with the largest positive differences (as large as 2 m),
occurring near the domes of the East-Antarctic plateau. The positive differences are simu-
lated in the part of Antarctica where no surface melt occurs and are caused by a bias correction
in the surface density used in the steady-state FDM [Ligtenberg et al., 2011], introduced to
simulate the majority of the depth-density profile (i.e. the depth at which the 550 kg m−3 and
830 kg m−3 density levels are reached) similarly in both models (Figure 7.2a). A disadvan-
tage of this bias correction is that the density in the top ∼2 m of the firn layer is overestimated
in the steady-state solution, causing a lower total air content for the firn column. In this part
of the firn column, the seasonal temperature variations are large and especially the higher
firn temperatures in summer and autumn cause a quicker density increase with depth than
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is simulated by the steady-state solution. In the remainder of the firn column, both density
profiles are virtually indistinguishable (Figure 7.2a).

Along the margins of the AIS, the time-dependent FDM simulates significantly less FAC than
the steady-state FDM (Figure 7.1b). These negative differences are an order of magnitude
larger than the positive differences in the ice-sheet interior (note the skewed color bar in
Figure 7.1b) and are mainly caused by significant melt. Refreezing of meltwater in the firn is
a very effective densification process which rapidly reduces the FAC (Figure 7.2b). Surface
melt is not taken into account in the steady-state FDM because of its large seasonal and inter-
annual variability. Figure 7.2b shows the difficulty of defining a steady-state firn density
profile for locations with substantial melt, due to the uneven distribution of high and low
density layers that move downward with time. In locations with occasional melt, such as the
Filchner-Ronne IS and Ross IS regions, the difference between the models is relatively small;
1–2 m. In contrast; differences in the Antarctic Peninsula can be as large as 20 m, caused by
large summer melt rates.

When calculating the total mass of the AIS from surface elevation observations [e.g. Fretwell
et al., 2013], the difference between the steady-state and time-dependent FAC is negligible,
as both ice-sheet averages are similar. However, for individual locations, the difference in firn
air correction can be as large as 80 %. Coincidentally, the largest FAC deviations are found
in locations where ice thicknesses are relatively small (coastal regions and ice shelves). This
is even more relevant, because ice thickness at the grounding line is an important quantity
in mass balance studies of both the grounded ice sheet [e.g. Rignot et al., 2011a] and ice
shelves [e.g. Depoorter et al., 2013; Rignot et al., 2013]. Combined with the local ice veloc-
ity, it determines the ice discharge over the grounding line. A systematic error in the FAC
at the grounding line directly affects the ice thickness and therewith the ice discharge esti-
mate. Figures 7.3a–b show the difference in FAC between both models along a part of the
grounding line in East Antarctica (80–120 ◦E). The average time-dependent FAC (13.6 m) is
lower than the steady-state FAC (17.2 m), with the largest differences simulated where ice
shelves are formed; 82–87 ◦E (West IS), 94–102 ◦E (Shackleton IS), 110–112 ◦E (Vincennes
IS) and 115–120 ◦E (Totten IS and Moscow University IS). These locations are often situated
lower than the neighboring parts of the grounding line and are therefore more susceptible to
surface melt; the time-dependent FAC is often lower than 8 m, while the steady-state models
simulates values greater than 12 m. The relative FAC difference is especially large on the
eastern parts of Shackleton IS (100–102 ◦E), where the time-dependent model simulates FAC
less than 3 m on average.

Averaged over the entire AIS grounding line, the FAC simulated by the time-dependent FDM
is 2.70 m higher than simulated by the steady-state FDM, which is only 0.7 % of the total
ice thickness at the grounding line [371 m, from Fretwell et al., 2013]. But since the ice
thickness, ice discharge and ice-sheet mass balance are linearly related to one another, a FAC
difference directly affects the current mass balance estimate [-71± 53 Gt yr−1, by Shepherd
et al., 2012]. This ice-sheet mass balance is only a fraction (3.1 %) of the total ice discharge
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Figure 7.3: Firn air content (FAC) along part of the grounding line in East Antarctica (78–122 ◦E,
projected as a function of longitude (◦E) (a) and as a map (b). In (a), the FAC from the steady-state
(purple) and time-dependent (orange) FDMs, as well as the peak-to-peak difference (black) in the time-
dependent model, are shown. In (b) the average difference between both models is shown. Names of
ice shelves: West ice shelf (WIS), Shackleton ice shelf (SIS), Vincennes ice shelf (VIS), Totten ice shelf
(TIS) and Moscow University ice shelf (MUIS).

[∼2300 Gt yr−1, by Rignot et al., 2011a], as it is the residual of two large, and almost equal,
values; the ice discharge and the SMB. This implies that the 0.7 % increase in ice discharge
due to the average FAC difference, leads to a 23.5 % increase (or 16.7 Gt yr−1) in the current
mass loss estimate of the AIS.

In Figure 7.3a, also the peak-to-peak FAC difference (i.e. difference between maximum and
minimum FAC in the 1979–2012 period) as simulated by the time-dependent FDM is shown.
Large differences indicate that seasonal and inter-annual climate variations cause large tem-
poral variations in FAC. This means that, depending on the timing of the observation, the
firn layer thickness and its air content could differ from the average value. Along the East-
Antarctic part of the grounding line (Figure 7.3a), this difference is rather constant, between
0.5–1.5 m. Depending on the timing of the observation, this introduces additional uncertainty
in FAC along the grounding line.



108 7.3. Results

Figure 7.4: The absolute (a) and relative (b) peak-to-peak variations in firn air content (FAC) in the
time-dependent FDM simulation over the 1979–2012 period. The relative difference is compared to the
average FAC from Figure 7.1a.

Figure 7.4 shows the spatial distribution of the absolute (a) and relative (b) peak-to-peak dif-
ference in FAC (Figure 7.1a). On the East-Antarctic plateau, the peak-to-peak differences
are small (<0.2 m), due to a combination of low accumulation rates, low temperatures and a
lack of surface melt. Since the average FAC is large (Figure 7.1a), the relative variations are
small (<1 %). In coastal areas, temporal variations are much larger due to both the occur-
rence of melt and higher accumulation rates. A coastal band of ∼150 km wide experiences
peak-to-peak differences of 1–3 m, with the highest values (∼3 m) on the western side of the
Antarctic Peninsula, due to a favorable combination of extremely high accumulation rates and
substantial surface melt. In the Antarctic Peninsula, this leads to relative differences as large
as 50 %, while other ice shelves mostly show relative differences in the order of 10–20 %. In
the remaining coastal areas, the relative magnitude of the peak-to-peak difference is mostly
5–10 % of the average FAC.

The causes of temporal variations in FAC are threefold; variability in rates of i) accumulation,
ii) firn densification and iii) melt processes. Figure 7.5 shows the spatial distribution of the
relative importance of these three effects. It is clear that accumulation (Figure 7.5a) is the
main driver of FAC variations, which was already found in earlier studies [Davis et al., 2005;
Helsen et al., 2008; Ligtenberg et al., 2012], but never quantified. In most parts of the AIS,
more than 99 % of the FAC variations are explained by accumulation variability. In the steeper
regions of the ice sheet (∼250 km inland of the coast), where accumulation rates are relatively
high, this increases to more than 99.9 %. At locations without snowmelt, the remainder of
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Figure 7.5: Fraction of firn air content variations (Figure 7.4a) explained (VE) by accumulation (a),
firn densification (b) and surface melt (c). Note the different scales in (a), (b) and (c).

the signal is explained by variations in firn densification. At the highest elevations, where
accumulation rates are among the lowest in Antarctica, the highest variance explained by
firn densification is found: ∼2 % (Figure 7.5b). This reflects the fact that firn densification
is a relatively constant process; variations are minor due to the near-constant temperature in
most of the firn layer. Obviously, the variance explained by surface melt is only present at
locations where melt occurs; i.e. the coastal areas and ice shelves (Figure 7.5c). The largest
values (>30 %) are found on the Antarctic Peninsula ice shelves (Larsen C IS and Wilkins
IS), where the largest annual surface melt rates are found. Interestingly, at locations with
little melt, but also low accumulation rates (e.g. Siple Coast and Amery IS), the influence
of melt on FAC variations is also large. A by-product of melt is that refreezing meltwater
increases the firn temperature and therefore increases the firn densification rate. In Dronning
Maud Land, for example, the variance explained by firn densification is slightly larger on the
ice shelves than on the inland ice sheet due to this effect.

7.3.2 Future variations

The future evolution of the AIS firn layer is simulated with the time-dependent FDM, using
RACMO2 climate forcing over the 1960–2200 period at 55 km horizontal resolution. Fig-
ure 7.6a shows the average FAC at the start of this period (1960–1999), which should be
in agreement with the FAC as presented in Figure 7.1a. The spatial pattern is roughly the
same, with the highest values (>35 m) at the domes of the East-Antarctic plateau and lower
values (<15 m) along the coast. Obviously, spatial detail is reduced due to the coarser hori-
zontal resolution, especially in regions with complex topography, such as the Transantarctic
Mountains and the Antarctic Peninsula.
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Figure 7.6: Average firn air content (FAC) for 1960–1999 (a) from the future FDM simulation, and
the difference between (a) and average FAC from the contemporary climate simulation (b), interpolated
from Figure 7.1a to the same grid as in (a).

Figure 7.6b indicates that most of the FAC differences can be attributed to climate differences
caused by the varying topographic detail between the two. Basically, the patterns of high and
low accumulation are slightly shifted, leading to subsequent differences in FAC. For exam-
ple, the Transantarctic Mountains are less pronounced in the coarser resolution of the future
simulation, leading to lower accumulation rates and hence smaller FAC. As a consequence,
their shielding effect on the East-Antarctic interior is also less distinct, resulting in higher
accumulation rates and larger FAC values. No negative SMB is simulated in this region,
while this is present in the 27 km simulation (Figure 7.1a). Another notable difference is the
higher FAC on Amery IS; apparently, the 55 km grid is too coarse to resolve the complex
local topography and its effects on surface melt, that leads to low FAC values in the 27 km
simulation. Looking at the large-scale spatial patterns, the difference is mostly positive in the
East-Antarctic interior and negative along the coastal margins (Figure 7.6b), likely caused by
the less steep topography in the coastal areas of the 55 km grid, resulting in less orographi-
cally forced precipitation. On the other hand, more water vapor reaches the interior of the ice
sheet and enhances precipitation in this region. Averaged over the entire ice sheet, the average
FAC is 23.57 m (Figure 7.6a), compared to 22.50 m in the 27 km simulation (Figure 7.1a).

When studying the future FAC evolution, the anomalies with regards to the 1960–1999 aver-
age are more important than the absolute differences outlined above. For example, two firn
layers with a different FAC that are in equilibrium with their local climate will react similarly
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Figure 7.7: Temporal evolution of firn air content (FAC) in different surface height bins (line color) of
the grounded ice sheet. The FAC is normalized using the value of 1 January 1960.

to an increase in precipitation (increase in FAC) or an increase in melt (decrease in FAC). In
the next paragraphs, the main focus will therefore be on anomalies in FAC, rather than the
absolute values of the change.

Figures 7.7 and 7.8 show the spatiotemporal FAC changes in Antarctica over the next two
centuries. Averaged over the AIS, there is no trend in FAC over 1960–1979 (Figure 7.7),
which is consistent with the set-up of the FDM: the firn characteristics in 1960 and 1980
are virtually similar, as the model is spun-up iteratively until it is in equilibrium with the
1960–1979 climate. As the average climate of 1980–1999 is used to scale the average cli-
mate of 1960–1979, no large changes are expected during this period. However, especially
at lower altitudes, a deviation of a few percent is simulated for 1980–1999, likely caused
by the non-linear response of FAC on inter-annual variability in the climatic forcing. The
temporal evolution of FAC depends on the timing of inter-annual variations in accumulation
(dry or wet), temperature (warm or cold) and surface melt (evenly spread or large pulses).
For instance, when starting with a same initial firn layer, the resulting FAC is different when
a wet period is followed by a dry period, than vice versa [Helsen et al., 2008]. The same
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accounts for multiple years with large melt rates followed by multiple non-melt years, and
vice versa. Averaged over the entire AIS, the relative decrease in FAC in these 20 years is
0.5 % (Figure 7.7b).

Much larger changes in FAC are simulated for the 21st and 22nd centuries in response to
increased snowfall and melt. Over the 21st century, the average FAC increases by 4.4 %
(∼1.0 m), with the spatial pattern shown in Figure 7.8a. Most of the ice-sheet interior shows
a uniform increase in FAC. In general, the increase is lower further from the coast; the largest
increases are simulated in a wide band along the Wilkes Land and West Antarctic coasts. This
pattern is similar to the accumulation increase in the climate forcing (Figure 10b in Ligtenberg
et al. [2013]). The largest FAC increases are simulated in the vicinity of Mertz Glacier (68 ◦S,
145 ◦E), where it increases by 29.6 % (7.7 m) in 100 years. The FAC increase due to fresh
snow is partly counteracted by the faster firn-to-ice transition at the bottom of the firn layer
and a faster firn densification rate. In the FDM, both these processes are parameterized using
the average annual accumulation, and therefore both are projected to increase in the future.

In the coastal areas of West Antarctica and the Antarctic Peninsula, a significant FAC decrease
is simulated, caused by the increase in surface melt in these lower-lying regions. The eastern
part of the Ross IS is also expected to experience significantly more melt, resulting in a lower
FAC. When the FAC approaches zero, ice shelves can be become susceptible to meltwater
ponding and hydrofracturing [Kuipers Munneke et al., 2014].

Figure 7.8: Relative firn air content (FAC) difference over the 21st (a) and 22nd (b) century. The
relative differences are calculated as the difference between the 20-year averages of 1980–1999 and
2080–2099, and 2080–2099 and 2180–2199, respectively.
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During the 22nd century, the spatial pattern of FAC change (Figure 7.8b) is roughly similar to
that of the 21st century (Figure 7.8a). Again, there is a distinct and uniform FAC increase in
the interior of the ice sheet and a decrease along the margins. However, there are two notable
differences. First, the increase over most of the ice sheet is slightly smaller than the 21st

century increase, owing to a less distinct increase in precipitation in the 22nd century. In the
second half of the 22nd century, the Antarctic climate stabilizes as the greenhouse forcing of
the climate model is set constant at the 2100-level [Ligtenberg et al., 2013]. In part, this also
explains the flattening of the FAC increase towards the end of the simulation (Figure 7.7).
Second, along the East-Antarctic coast, the decrease in FAC is more pronounced. Especially
the ice shelves in Dronning Maud Land show a significant reduction in FAC (25–40 % or
4–7 m). Also the other East-Antarctic ice shelves (e.g. Amery IS, West IS, Shackleton IS)
show decreasing firn air values. The relative FAC changes along the West-Antarctic coast
and in the Antarctic Peninsula are also large, but do not lead to large absolute differences
as many of these ice shelves already approach zero FAC by 2100 [Kuipers Munneke et al.,
2014].

The future, melt-driven FAC reduction in lower-lying regions is illustrated by the FAC evo-
lution of the <500 m height bin in Figure 7.7. From 2000 until 2050, the simulated FAC
increase is equal to or slightly larger than the increase in other height bins, indicating that
the increase in precipitation during this interval is largest at lower altitudes. Over the next
80 years (2050–2130), the slope decreases: precipitation is still increasing, but this effect
is partly counteracted by a simultaneous increase in surface melt. Around 2135, a couple
of strong melt years occur [Ligtenberg et al., 2013] that initiate an abrupt decrease in FAC.
Hereafter, a negative trend persists that reduces FAC by 6 % over the last 60 years of the
simulation, and result in a similar FAC amount as in 1960–1979. In all other altitudes bins,
the FAC increases significantly. The largest relative increases (∼14 %) are found at lower al-
titudes (500–1500 m), in agreement with the largest simulated precipitation increase. Higher
up on the AIS, the increase in precipitation becomes smaller, leading to smaller FAC in-
creases. In the highest altitude bin (> 3500 m), FAC is simulated to increase by ∼4 % over
the next two centuries.

These FAC increases can be put in perspective by converting them into volume changes for
the entire ice-sheet. Over the 21st century, the simulated volume increase is ∼150 km3 yr−1,
representing the sum of contributions from positive (+158 km3 yr−1) and negative difference
grid points (-8 km3 yr−1). During the 22nd century, the increase summed over the positive
grid points is similar (+147 km3 yr−1), but mainly due to a larger volume change over the
negative grid points (-25 km3 yr−1), the total volume change is significantly smaller than
during 2000–2100. Next to this increase in firn air due to enhanced precipitation, the mass
increase by snowfall itself [∼150 Gt yr−1, from Ligtenberg et al., 2013] also causes a volume
increase; ∼150 km3 yr−1. The ratio between the simulated volume increase due to ice crystals
and air (more or less 1:1) is lower than expected (1:2) when solely considering the density
of fresh snow (∼350 kg m−3). This indicates that half of the additional FAC by enhanced
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snowfall is removed by either snowmelt, increased firn densification or a faster firn-to-ice
transition at the bottom of the firn layer. The combined volume increase from ice crystals
and air (∼300 km3 yr−1) causes the surface of the AIS to rise with ∼2.1 cm yr−1 until 2100.
Therefore, these surface and firn layer effects must be taken into account for future ice-sheet
mass balance studies based on volumetric changes. Moreover, this illustrates that knowledge
of firn layer behavior and its response to climate variations remains invaluable for a correct
interpretation of current and future observations of ice-sheet volume balance.

7.4 Discussion

The results presented here depend strongly on the climate output of the forcing climate model
RACMO2. Based on previous work, RACMO2 produces a realistic Antarctic climate. For ex-
ample, the simulated SMB corresponds well with ∼750 in-situ SMB observations [Lenaerts
et al., 2012a]. Forced with 27 km RACMO2 climate (1979–2011), the steady-state FDM
agrees well with firn-core observations [Ligtenberg et al., 2011] and simulates firn densities
similar to earlier steady-state solutions [e.g. Zwally and Li, 2002; Van den Broeke, 2008].
Seasonal and inter-annual variations in RACMO2 accumulation and subsequent variations
in FDM-simulated firn depth compare well with satellite observations [e.g. Pritchard et al.,
2012; Ligtenberg et al., 2012; Horwath et al., 2012; Medley et al., 2013]).

In the future RACMO2 climate forcing, more uncertainties are present. The 1980–1999
climate of the global climate model used to force RACMO2 shows a cold and dry bias,
when compared to the re-analysis forced RACMO2 simulation [Ligtenberg et al., 2013].
This bias is removed from both the present-day period (1980–1999) and the future period
(2000–2199) in order to obtain realistic average precipitation and snowmelt values [Kuipers
Munneke et al., 2014]. The resulting difference in FAC between both present-day simulations
is quite small, but spatially more significant differences occur, which can for a large part be
explained by the difference in horizontal resolution between both forcings. In Ligtenberg
et al. [2013], an assessment of the future climate results shows that the Antarctic snowfall
sensitivity (in Gt yr−1 K−1) is in the same range as in other studies. Moreover, Antarctic
precipitation scales more or less linearly with temperature and since the simulated change is
more than three times larger than the bias in the 1980–1999 climate, at least two-thirds of the
simulated accumulation change in RACMO2 is expected to be realistic.

Also, the possible range in future temperature change can produce uncertainty that is not in-
cluded. It was computationally not feasible to perform more than one FDM future simulation
for the complete AIS, so a mid-range emission scenario (A1B) was selected. Due to the rel-
atively linear response of precipitation and SMB to a temperature increase, the results from
this manuscript in combination with those from Ligtenberg et al. [2013] can be used to scale
the firn layer response for different climate scenarios.
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Another uncertainty derives from the FDM itself and its ability to simulate temporal evolution
of firn temperature and density. The used FDM is based on semi-empirical equations and er-
rors in the measurements therefore introduce errors in the FDM results. In the Supplementary
Online Material of Depoorter et al. [2013], the uncertainty in FAC is assessed as a combina-
tion of the three fixed points in a steady-state firn profile: 1) surface density, 2) depth at which
the density reaches ρ = 550 kg m−3 and 3) depth at which the density reaches ρ = 830 kg m−3.
From FDM sensitivity experiments, a FAC uncertainty of ∼10 % was obtained.

7.5 Conclusion

The amount of air in the Antarctic firn layer greatly varies in time and space. Knowledge
of these variations is critical for a correct interpretation of satellite measurements. FAC has
often been estimated using a steady-state solution, thereby assuming that the firn layer density
is constant in time. This approach does not consider temporal variations in FAC due to
climate variability, nor the effect of meltwater refreezing on firn density and air content.
Here, we examined the temporal variations in Antarctic FAC and assessed the differences
with an earlier-published steady-state solution. Also, a transient simulation of the firn layer
until 2200 is performed to estimate the effect of a warmer and wetter Antarctic climate on the
FAC.

Averaged over the ice sheet, there is virtually no difference in average FAC between the
steady-state and the time-dependent solution. However, regional differences are quite large.
In the part of the AIS where no surface melt occurs (∼90 %), the FAC is slightly underes-
timated (∼3 %) by the steady-state solution. For coastal locations, where summer melt is
significant, the steady-state solution overestimates the FAC, because refrozen meltwater that
occupies firn pore space is not taken into account. A major application of simulated FAC is to
correct ice thickness measurements at the grounding line, in order to determine ice discharge
of the ice sheet. Most of the grounding line is located in the low-elevation region where melt
occurs, indicating that the discharge of grounded ice is underestimated when steady-state
FAC values are used. Between the steady-state and time-dependent models, the average FAC
difference at the grounding line is 2.7 m, which is 0.7 % of the local ice thickness. Differences
in ice thickness are however directly translated into difference in ice discharge and ice-sheet
mass balance. Since the latter is a relatively small number, the influence of the FAC differ-
ence is quite significant (23.5 % or 16.7 Gt yr−1) when estimating the sea-level contribution
of the AIS.

Seasonal and inter-annual variations in accumulation and temperature introduce short-term
variability in FAC. In the East Antarctic interior, these variations are small (<1 %), due to
low accumulation rates and low temperatures. Along the warmer and wetter coastal margins
however, variations are larger (∼5 %). At locations with significant summer melt (e.g. coastal
ice shelves), temporal FAC variations in the contemporary climate simulation can be as large
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as 50 %. Elsewhere, the FAC variations are predominantly caused by variability in accumu-
lation.

In the future, the largest part of the AIS will remain melt-free, resulting in a FAC increase
due to an accumulation increase. This increase is partly counteracted by an increase in firn
compaction and the faster transition from firn to ice at the bottom of the firn layer. At the
highest altitudes, the smallest relative increase (2200 minus 2000) is simulated (4 %), while
at moderate altitudes (1000–2000 m) a FAC increase of 12–14 % is simulated. At the lowest
altitudes (generally below 500 m), this effect is partly or fully compensated by the increase
in surface melt. The ice shelves in West Antarctica, the Antarctic Peninsula and Dronning
Maud Land lose most of their FAC due to this process and therewith their buffer capacity
to refreeze meltwater, making them susceptible to hydrofracturing [Kuipers Munneke et al.,
2014].

The simulated future increase in FAC indicates that, next to a mass increase due to increased
accumulation [Ligtenberg et al., 2013], the volume of the AIS will likely increase at a rate
of ∼300 km3 yr−1. Interpreting this as a change in ice mass would lead to an underestima-
tion of the contribution of the AIS to sea-level rise. Corrections for variations in the firn
layer are therefore crucial for a correct interpretation of future AIS volume changes and their
conversion to mass changes.



8
Summary and outlook

In this final chapter, the main results and conclusions from this thesis are highlighted, together with
an outlook towards future research in firn modeling. First, the firn densification model and the results
for the contemporary Antarctic firn layer from Chapters 2–5 are recapitulated. Next, the future Antarc-
tic climate and the response of the firn layer to these changes (Chapters 6 and 7) is summarized and
discussed. The future outlook contains suggestions for improvements in the field of firn modeling.
Although this thesis is a step forward in our knowledge of the Antarctic firn layer and the processes
that drive its spatiotemporal variations, a number of possible improvements can be made, which are
discussed first. Hereafter, possible firn modeling on the Greenland ice sheet and other land-ice regions
on Earth are reviewed.
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8.1 Summary and conclusions

The main goal of the research presented in this thesis is to determine the present state of the
Antarctic firn layer, and its response to a future warming climate. The Antarctic ice sheet is
for more than 98 % covered by firn, a 50–150 m thick layer of compressed snow that slowly
transforms to glacier ice. The thickness, temperature and density of this layer vary in both
space and time. The underlying ice is what has been attracting more and more interest over
the last few decades, due to its (potential future) contribution to sea level change. To correctly
assess the changes in Antarctic ice mass, knowledge of spatial and temporal changes in the
ice sheet firn layer is a necessity.

8.1.1 Firn densification model

As a consequence of the remoteness, size and harsh climate conditions of the Antarctic ice
sheet, it is difficult to obtain sufficient observations of the Antarctic firn layer. To overcome
this problem, a firn densification model (FDM) that simulates firn layer evolution in space and
time is used throughout this thesis. The FDM is based on principles of previous firn models
that were used for similar purposes [Herron and Langway, 1980; Zwally and Li, 2002; Helsen
et al., 2008]. Improvements include the implementation of a snowmelt module to allow for
the simulation of simple firn hydrology, and the inclusion of updated densification equations
from Arthern et al. [2010]. At the surface, the FDM is forced with realistic climate variables
(e.g. surface mass balance (SMB), temperature, wind speed) from a regional atmospheric
climate model (RACMO2). In Chapter 2, the capability of the FDM is verified against 48
firn core observations, which reveals an underestimation of the firn densification rate in low-
accumulation regions (i.e. the simulated firn layer is too thick), and vice versa for high-
accumulation regions. An extra accumulation dependence is introduced in the densification
equation to compensate for this bias.

8.1.2 Current state of the Antarctic firn layer

Using FDM simulations, the present state of the Antarctic firn layer is discussed in Chap-
ters 2–5 and 7. The FDM can simulate firn layer behavior in two modes: steady-state and
time-dependent. The first calculates the average firn profiles using the local average climate
conditions and is computationally four to five orders of magnitude faster than the latter. A
disadvantage of this mode is the inability to simulate temporal variations in the firn layer.
Moreover, it does not take the effect of surface melt on firn density and temperature into
account. Both these processes are included in the time-dependent mode.

The steady-state solution provides a good first guess of the spatial differences in firn prop-
erties; a thick firn layer (100–150 m) in the cold interior of the ice sheet and a thinner firn
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layer (40–60 m) along the coasts (Chapter 2). An exception is found in coastal locations that
receive large accumulation rates. Here, fresh snow has less time to densify as it is quickly
buried by new accumulation, hence leading to a thick firn layer. In general, the thickest firn
layers are found at cold and/or wet locations, while the thinnest firn layers are simulated on
dry and/or warm locations, or when surface melt is present. In the latter case, meltwater
refreezes in the air pores of the firn layer, thereby quickly increasing the firn density and
subsequently thinning the firn layer. Melt is not incorporated in the steady-state FDM, so in
this mode the firn layer thickness is overestimated at these locations.

With the time-dependent FDM, temporal variations in firn characteristics are examined (Chap-
ters 3 and 7). As a result of large spatiotemporal variations in the Antarctic climate, the
thickness, density and air content of the firn layer also vary. The firn air content (FAC) is
defined as the layer of air that remains when the firn layer is compressed to the density of
ice. In Chapter 7, it is shown that substantial surface melt can result in a FAC difference of
5–10 m (or ∼50 %) between both FDM modes. Among other things, this has implications
for ice thickness and ice discharge observations that rely on firn air corrections. Along the
grounding line of the Antarctic ice sheet, an important location for the determination of ice
sheet discharge, the average FAC difference is 2.7 m, or 0.7 % of the average ice thickness
at the grounding line. This difference is directly translated into the derived ice sheet mass
imbalance, a much smaller quantity, where it leads to a significant (23.5 % or 16.7 Gt yr−1)
underestimation of the current estimate [Rignot et al., 2011a; Shepherd et al., 2012].

The temporal changes in firn layer characteristics (thickness, density, temperature) also have
an effect on the surface elevation; when snow compacts over time, or melt removes mass from
the surface, the surface elevation will drop. The opposite occurs when fresh snow accumu-
lates on the surface. As a consequence of the seasonal cycle in Antarctic accumulation and air
temperature (i.e. warm and dry in summer, cold and wet in winter), the surface elevation of the
firn layer follows this seasonal cycle (Chapter 3). During autumn, winter and spring, the sur-
face slowly rises due to relatively low temperatures and high accumulation, while in summer
the surface rapidly drops due to a combination of higher temperatures, lower accumulation
and (in some locations) surface melt. These seasonal oscillations are also represented in the
air content of the firn layer, and the resulting process is therefore also referred to as ’the sea-
sonal breathing of the Antarctic ice sheet’. This ’breathing’ effect explains roughly one-third
of the seasonal oscillations found in ENVISAT satellite radar altimetry measurements.

Chapters 4 and 5 describe two case studies that were conducted to examine the robustness of
the FDM, while simultaneously studying two interesting regions of the Antarctic ice sheet.
First, the influence of firn layer properties on the formation and extent of blue ice areas (BIA)
is investigated. At BIAs, glacier ice is exposed at the surface as a consequence of long-term
ablation, i.e. more snow/firn is removed from the surface than is accumulated. BIA formation
appears to be an interplay between; 1) ice velocity, 2) SMB and 3) firn layer mass. These
three conditions need to occur in a favorable combination in order for a BIA to form: low
ice velocity, negative SMB and a firn layer with relatively little firn mass upstream of the
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ablation area. The surface of a BIA is generally harder, smoother and darker than a snow
surface, which leads to more absorption of solar radiation and less fresh snow that remains
on the surface. Due to these feedback mechanisms, a BIA is in part self-sustaining and a
significantly positive SMB is required to cover a BIA with fresh snow and thereby terminate
the feedback effects.

Next, the firn layer of the Antarctic Peninsula (AP) is modeled at high horizontal resolution in
Chapter 5. The AP is the only part of the more or less circular Antarctic ice sheet that extends
northwards into the Southern Ocean. It therefore has a wetter and milder climate than the
rest of the ice sheet. Also, the topography of the AP is complex with a variety of high, steep
mountains, relatively small, confined ice streams and flat ice shelves. A couple of these ice
shelves are the only locations in Antarctica where surface runoff occurs. Knowledge of the
AP firn layer is important for both ice thickness measurements and to provide locations that
are prone to produce runoff at present or in the near-future. With the help of relations between
surface melt, accumulation and FAC (modeled and observed), a steady-state firn map of the
AP is constructed that also includes the effect of melt. On the northern part of George VI
Ice Shelf and the former Larsen B Ice Shelf, no firn layer is simulated, indicating that these
regions are likely to produce regular runoff due to a lack of firn refreezing capacity. For
both locations, this is verified by observations of meltwater ponding in summer. Elsewhere
in the AP, a firn layer is simulated that varies in thickness between a few meters on the
northern Larsen C Ice Shelf and almost 50 m on the spine of the mountain range, due to large
accumulation rates.

In conclusion, the FDM is capable of realistically simulating the behavior of the present
Antarctic firn layer. Two large improvements compared to earlier studies are, 1) the inclusion
of melt processes, as a result of which the entire ice sheet can be examined instead of only the
dry-snow zone, and 2) the quantification of seasonal and inter-annual variability in FAC and
surface elevation, which accentuates their necessity for the correct interpretation of satellite
observations. Another robust result is that the FDM is able to simulate firn layer behavior
under extreme climate conditions, i.e. net annual ablation by sublimation and/or melt, leading
to bare ice at the surface.

8.1.3 Future state of the Antarctic firn layer

In order to correctly simulate the future evolution of the Antarctic firn layer, a realistic climate
forcing over the same period is required. Four simulations of the future Antarctic climate and
SMB are therefore discussed in Chapter 6. By forcing RACMO2 with two different global
circulation model datasets (HadCM3 and ECHAM5) and two different greenhouse gas emis-
sion scenarios (A1B and E1), the spread in possible climate change scenarios is mimicked.
Averaged over the entire Antarctic ice sheet, the 2-m air temperature is expected to rise at a
similar pace as the global mean temperature rise: 1.8–3.0 K in the 21st century and 2.4–5.3 K
in the 22nd century. The hydrological cycle on Antarctica is coupled to temperature, meaning
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that a temperature increase also leads to a change in the individual SMB components. The
larger water vapor holding capacity of warmer air increases the precipitation on the Antarc-
tic ice sheet. Both rainfall and surface melt increase, but most of this excess liquid water
refreezes in the firn pack, hence surface runoff remains small during the next two centuries.
The increase in surface sublimation is minor compared to the other components, meaning
that the future SMB increase is dominated by the increase in snowfall: +98 Gt w.e. yr−1 K−1.
Without any ice dynamical response, this would result in a significant negative sea level con-
tribution (-73 to -163 mm SLR by 2200).

When this 220-year climate (1980–2200) is used as forcing for the FDM, the response of
the current firn layer to a significant temperature, precipitation and surface melt increase is
obtained. The increase in precipitation adds more fresh snow, and consequently more air, to
the Antarctic firn layer, resulting in a thicker firn layer. This effect is partly counteracted by
the increase in firn densification rate, due to higher temperatures and an enhanced firn-to-ice
transition at the bottom of the firn layer, due to increased firn loading. In melt-free regions,
the FAC increase (4–14 %) depends on the absolute amount of accumulation increase, with
higher absolute accumulation increases leading to larger FAC increases. In the coastal areas
of the ice sheet, summer melt will increase, leading to additional refrozen meltwater in the
firn layer, thereby occupying air pore space and diminishing FAC over the coming centuries.
On many ice shelves the FAC is expected to reduce by 50–70 % by 2200. Averaged over the
entire ice sheet, the increase in the ice-sheet interior has the upper hand over the decrease
along the margins, leading to an extra volume change due to firn air of 120–150 km3 yr−1

over the next two centuries.

8.2 Outlook

8.2.1 Firn modeling in Antarctica

The research in this thesis describes variations in firn layer processes on the Antarctic ice
sheet. Although this thesis increases our understanding of these processes, Antarctic firn
modeling can make an additional step forward in three ways; i) a more realistic, physical
FDM, ii) improved climate forcing and iii) more observations. The latter is rather obvious, as
Antarctic firn core observations are scarce. The ice sheet is spatially poorly sampled, while
large climate gradients exist. Also, most observations are limited to a point measurement in
time, making it difficult to verify temporal differences as simulated by the FDM. A satellite
remote sensing method to observe changes inside the firn layer up to a few meters depth has
the potential to produce very useful verification data.

The current FDM uses a couple of equations that rely on long-term average climate quanti-
ties, while temporal variations in firn conditions are being targeted. For example, the density
of fresh snow is determined using the average surface temperature, accumulation and wind
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speed, and is taken constant in time. In reality, the density of fresh snow is not constant in
time (i.e. every snow flake is unique) and is in fact determined by upper-air climate variables,
such as temperature and humidity. Also, the firn densification equations are parameterized to
capture different processes into one equation, such as grain settling and sublimation and de-
formation of ice crystals. Currently, our knowledge of these individual processes is restricted
to laboratory experiments and it will take time to model them satisfactorily. When a more
physical densification model is available, the different processes that lead to variations in firn
layer density and thickness can be better distinguished.

The previous paragraph suggests that progress can be obtained by using a more physically-
based FDM, however, it is expected to have a relatively small influence on its results. Most
of the inter-annual and seasonal variations that are simulated by the FDM originate from
climate variations in its forcing. Although RACMO2 is considered the state-of-the-art SMB
product for Antarctica and has shown to agree well with in-situ observations [Lenaerts et al.,
2012a], it remains a model with a relative coarse horizontal resolution (27 km). Many of
the interesting features in Antarctica (e.g. mountainous regions, ice streams, BIAs and ice
shelves) are only partly resolved at this resolution, while some satellites observe changes at
km scale. Focussing on specific regions, and thereby increasing the horizontal resolution
of RACMO2, is a method to obtain FDM data that have the ability to better interpret these
observed local changes.

Another critical aspect of the current FDM set-up is the relatively short time period (1979–
2012) of the climate forcing. The initial firn profile at the start of a FDM simulation greatly
influences the result, an improvement could therefore be obtained by better constraining the
initial conditions. A firn layer contains snow that is 100–1,000 years old, indicating that a
climate forcing over this entire period would be desirable to correctly simulate the present firn
layer. This time span can only be obtained from ice core records, which provide an indication
about the past climate but contain no information about spatial or seasonal variability.

Another interesting addition to the field is to simulate firn layer evolution along ice flowlines
for the entire Antarctic ice sheet. When an ice column moves along an ice flowline, the
firn layer on top is carried through different climates. From the chapter on BIA formation
(Chapter 4), it is clear that the firn layer at a certain point is not necessarily in equilibrium with
the local climate. Especially at fast-flowing ice (>500 m yr−1), this effect can be substantial
when climate gradients are large. For example, a random glacier in the AP experiences a
large difference in forcing climate between the high accumulation rates in the mountainous
region and the low accumulation rates, including summer surface melt, on the flat ice shelf
in which it terminates. Locally, the influence on the FAC and surface elevation is expected to
be quite significant. The differences in FAC will likely be positive, as on average the thicker
firn layers from the interior are advected towards the coast.
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8.2.2 Firn modeling in Greenland

Similar to the Antarctic ice sheet, the Greenland ice sheet is also covered with a layer of firn,
making it equally difficult to interpret satellite/airborne observed changes in ice thickness
and surface elevation. In the near-future, a similar research as in this thesis is necessary for
the Greenland ice sheet. Its climate and firn layer are, however, more complicated than its
Antarctic counterparts. In Antarctica, surface melt does not occur on the majority of the
ice sheet (>90 %), while more than half of the Greenland ice sheet experiences significant
surface melt every summer. Along the margins of the ice sheet, the annual melt exceeds the
annual accumulation, resulting in exposed bare ice at the surface and run off of the excess
meltwater.

The Greenland surface melt climate leads to some firn layer behavior that is specific for the
Greenland ice sheet; such as heterogenous meltwater percolation, perennial firn aquifers and
meltwater lakes. All these features are not included in the current FDM, as they are not ob-
served in Antarctica. Surface melt research in Greenland indicates that persistent melt can
lead to preferential flow paths in the firn layer [Benson, 1962; Marsh and Woo, 1984]. In
other words, vertical channels and tubes are formed which transport meltwater quickly down
into the firn layer, where it refreezes at depth. In the FDM, this is not modeled and meltwater
refreezes immediately when it enters an underlying layer that is below freezing temperature.
Perennial firn aquifers are another characteristic that is not specifically included in the FDM.
When both surface melt and accumulation occur in large enough amounts, summer-produced
meltwater can survive inside the firn pack during the following winter [Kuipers Munneke
et al., in press]. As a result, some kind of sub-surface lakes form on top of the underlying ice
column. This feature was only recently discovered [Forster et al., 2013], and its formation
and possible lateral transport of liquid water is not yet fully understood. A third complicating
factor for firn modeling on Greenland is the presence and draining of meltwater lakes, espe-
cially at the western side of Greenland. Here, the excess meltwater runs off over the ice-sheet
surface into lakes that form in surface depressions. These lakes steadily expand until they
quickly drain through moulins and sub-glacial cavities. In the FDM, only downward flow of
meltwater is allowed, so an adaptation would be necessary to accommodate for meltwater-
lake formation. Also, there is currently no lateral exchange of mass between neighboring firn
columns, making it difficult to account for any kind of lateral transport of meltwater.

To set up a robust FDM for the Greenland ice sheet, research mainly has to focus on meltwater
processes. For the large majority of the Antarctic ice sheet, it is sufficient to rely on relatively
simple firn hydrology, but a Greenland FDM version requires a more sophisticated module to
encompass the above described processes.
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8.2.3 Firn modeling on glaciers and ice caps

Outside of the two large ice sheets, firn layers are also present on the remainder of the Earth’s
land ice. In the accumulation zones of mountain glaciers (e.g. the Alps and the Himalaya)
and smaller ice caps (e.g. Patagonia, Alaska and the Canadian Archipelago), more snow ac-
cumulates than is removed on an annual basis, thereby building up a firn layer. Recently,
multiple studies [e.g. Moholdt et al., 2010; Berthier et al., 2010; Gardner et al., 2011, 2013]
have tried to assess the mass change of some of these ice bodies using the altimetry method
(Chapter 1). When the surface consists of glacier ice (i.e. in the ablation zone), this method
works well and the measured volume changes can be easily converted into a mass change
using the density of glacier ice. However, in the accumulation zone, these measured surface
elevation changes can also be caused by changes in firn layer thickness. The uncertainty in
the current mass balance estimates of these regions can be significantly reduced when the
temporal evolution of these firn layers is modeled. The greatest difficulty in doing so, is to
obtain a realistic climate forcing. As described in this thesis, a realistic forcing climate is
of major importance for the correct simulation of firn layer behavior. Most of the smaller
ice caps and glaciers are located in regions with complex topography, implying large climate
gradients over small distances. The resolution of global re-analysis data is too coarse to re-
solve these details and high-resolution dedicated climate model simulations for these regions
are currently not available.
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Bedankt! / Thanks!

Ondanks dat er maar één naam op de voorkant van dit boekje staat, zijn er een hoop mensen
die mij hebben geholpen of gesteund gedurende de afgelopen vier jaar. Tijdens mijn promo-
tie zat ik vaak alleen achter mijn computer, maar juist de stimulerende samenwerking met
(buitenlandse) collega’s, de prettige werkomgeving en de afleiding naast het werk, hebben dit
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