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Resolving the ambiguity in the relation between
Stokes shift and Huang–Rhys parameter

Mathijs de Jong,*a Luis Seijo,bc Andries Meijerinka and Freddy T. Rabouwa

Electronic transitions in luminescent molecules or centers in crystals couple to vibrations. This results in

broadening of absorption and emission bands, as well as in the occurence of a Stokes shift EStokes. In

principle, one can derive from EStokes the Huang–Rhys parameter S, which describes the microscopic details

of the vibrational coupling and can be related to the equilibrium position offset DQe between the ground

state and excited state. The commonly used textbook relations EStokes = (2S � 1)�ho and EStokes = 2S�ho

are only approximately valid. In this paper we investigate how EStokes is related to S, taking into account

the effects of a finite temperature. We show that in different ranges of temperature, different approximate

relations between EStokes and S are appropriate. Moreover, we demonstrate that the difference between

the barycenters of absorption and emission bands can be used to determine S in an unambiguous way.

The position of the barycenter is, contrary to the Stokes shift, unaffected by temperature.

1 Introduction

For any luminescent material (e.g. molecules, dopants in solids,
ions in solution) the shape of absorption and emission spectra
depends on temperature because of vibrational coupling. At
cryogenic temperature fine structure is often observed, origi-
nating from transitions to different vibrationally excited states.
Upon raising the temperature, thermal broadening of individual
lines occurs and at room temperature, the lines have merged
into one band in the absorption spectrum and one band in the
emission spectrum. The Stokes shift is defined as the energy
difference between the maxima of these two bands belonging to
the same electronic transition.1,2

The theory explaining the shape of absorption and emission
bands was first developed for electronic transitions on F-centers,3–5

with major contributions from Huang and Rhys.6 The theory
was first applied to a dopant impurity in a crystalline solid
when Williams and Hebb7 used it for Tl+-doped KCl, and was
worked out in more detail by Keil.8 It describes the shape of the
absorption and emission bands, but without taking into con-
sideration the lineshape of the individual peaks in the vibronic
progression. With the assumption that an electronic transition
couples to one (effective) harmonic vibration with equal vibra-
tional energies in the ground and excited state, the shapes of

the absorption and emission bands only depend on the offset
DQe between the nuclear equilibrium positions of the electronic
ground and excited state.

In experiments line broadening is observed. At room tem-
perature this gives, in general, rise to one ‘smooth’ absorption
band and one ‘smooth’ emission band. Since vibrational cou-
pling causes the energy difference EStokes between the maxima
of the bands, it should in principle be possible to extract the
microscopic details of the vibrational coupling from EStokes.
Conversely, it should be possible to predict the Stokes shift
from quantum mechanical calculations.9 To this end, textbooks10,11

provide the relation EStokes = (2S � 1)�ho, where S is the
dimensionless Huang–Rhys parameter (a well-defined function
of the equilibrium position offset DQe). S, in turn, is directly
related to changes in chemical bonding upon electronic excita-
tion, as described in Section 2. The relation EStokes = (2S � 1)�ho
is used in many reports,1,12–19 while other works use the alter-
native relation EStokes = 2S�ho (ref. 20–24), or are ambiguous about
it.25 New insights in the relation between the experimentally
observed Stokes shift and the Huang–Rhys parameter, with the
aim to resolve this ambiguity, can be realized using simulations.
However, remarkably little progress has been reported since the
pioneering work in the 1950s.3–7

In this article we explore the relation between EStokes and S
in more detail and investigate the effect of temperature.
We demonstrate that the relations EStokes = (2S � 1)�ho and
EStokes = 2S�ho are both only approximately correct. We analyze
the influence of elevated temperature on the shape of the
spectra by considering peak broadening and thermal occupa-
tion of higher vibrational states. We conclude that while the
exact conversion from EStokes to S for smooth bands depends on
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thermal effects, S always lies within the range S ¼
1

2

EStokes

�ho
þ 1

4

� �
� 1

4
. The relations commonly used in research

literature are correct only in certain limits.
We also investigate how vibrational coupling affects the

position of the barycenter Ebc (the average energy of the
transition) of absorption and emission bands. Interestingly,
we find that the distance DEbc = 2S�ho between the barycenters
is independent of peak broadening and thermal occupation of
excited vibrational states. We conclude that Ebc is a useful
parameter to determine S from experimental spectra and gives
the most accurate value for S independent of temperature.

2 Relation between band shape and
Huang–Rhys parameter

In this section we show how the shape of absorption and emission
spectra is explained by the coupling of electronic transitions to
vibrations. We discuss two commonly used relations between
EStokes and S and address the problem that the relation EStokes =
2S � 1 yields negative Stokes shift for S o 1

2.
A luminescent ion in a solid or solution is surrounded by

ligands. There is an equilibrium geometry (Fig. 1c) in which the
system is at its lowest possible electronic energy. Deviations
from this equilibrium towards either shorter (Fig. 1b) or longer
(Fig. 1d) bond lengths, lead to a higher energy of the system.
Because any deviation from the equilibrium increases the
energy, the associated energy potential is in a first order
approximation harmonic (Fig. 1a).

A quantum mechanical description of the energy potential
of the central ion with surrounding ligands results in the
occurrence of vibrational states. The associated energy levels

are (n + 1
2)�ho, where n is the vibrational quantum number. The

differences between the consecutive vibrational levels is con-
stant at �ho, with o the angular frequency of vibration. Through-
out this article we will use, for convenience, a reduced notation
in which all energies are in units of �ho. In this notation the
commonly used textbook relations (discussed above) read
EStokes = (2S � 1) and EStokes = 2S, respectively.

Fig. 2 shows how in an electronic transition on the central
ion there can be a change in the vibrational state, making a
variety of combined electronic and vibrational (vibronic) transi-
tions possible. The resulting spectrum exhibits fine structure
consisting of lines corresponding to the different vibronic
transitions. The relative intensities of these lines, corresponding
to transitions between initial state with vibrational quantum
number m and final state with vibrational quantum number n,
are given by the square of the overlap of the vibrational
wavefunctions |

Ð
cm*cndQ|2, commonly known as the Franck–

Condon overlap factor.
At increasing temperatures, the peaks in the spectrum of

Fig. 2 broaden and start to overlap, until the fine structure
disappears. The energy maximum of the resulting broad band
depends on the displacement DQe between the harmonic poten-
tials in the ground and excited state. The existence of such a
displacement corresponds to different equilibrium geometries in
the electronic ground and excited states (Fig. 1b–d) and is
caused by the change in bonding between ions or atoms in

Fig. 1 (a) The potential energy of a symmetric breathing vibration. The
energy varies with varying distance between the central ion (black) and
ligands (green): (b–d) as a first order approximation the energy of the
vibration is harmonic, i.e. the energy is a function of the square of the
deviation from the equilibrium distance at (c).

Fig. 2 A configuration coordinate diagram of two electronic states with
S = 2. Multiple transitions are possible in the absorption process (arrows
shown) and the emission process (arrows not shown), giving rise to a
structured absorption and emission band at cryogenic temperature and
broad bands at room temperature.
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the ground state and excited state as a result of the change in
electronic configuration. Quantum mechanical calculations for
the ground and excited states of a given luminescent material
can directly yield DQe and hence the Huang–Rhys parameter S.
To connect such calculations to experimental observations, a
proper understanding of the link between the microscopic
Huang–Rhys parameter S and the experimental Stokes shift
EStokes is required.

A commonly used graphical method to determine the posi-
tion of the maximum at elevated temperature is shown in Fig. 3.
The length of the vertical line drawn from m = 0 to the parabola
of the final state (blue arrow) is taken to be the energy of the
band maximum. Following this method, the difference in
length between the arrow for the absorption (blue upward) and
emission (blue downward) transition is the Stokes shift. This
difference is precisely equal to 2S � 1. Here S is the micro-
scopic, dimensionless Huang–Rhys parameter, which is related
to the equilibrium position offset DQe by S = 1

2 a (DQe)2 with a =
Mo/�h and M the reduced mass of the vibrating system.10

According to the EStokes = 2S � 1 relation, the Stokes shift
increases continuously for increasing S. However, for S o 1

2
(Fig. 3b) this method predicts a negative Stokes shift. A negative
Stokes shift (for the same electronic transition in absorption and
emission) is not possible. It would mean that energy is extracted
from the molecule or crystal in the process of luminescence.

An alternative graphical method found in literature to deter-
mine peak maxima is to draw the lines from the bottom of the
initial parabola to the final parabola (red arrows in Fig. 3). The
difference in length is precisely equal to 2S. For small values of
S this alternative method results, correctly, in small but positive
values of EStokes.

A more thorough analysis to determine the position of the
band maxima takes the overlap integral of the vibrational
wavefunctions as a starting point. For the case that the electro-
nic ground and excited states have equal vibrational energy �ho,
Keil8 has shown that the overlap integrals squared reduce to

Fm
n ¼

ð
cm
�cndQ

����
����
2

¼ e�SSn�m m!

n!

� �
Ln�m
m ðSÞ

� �2
; (1)

where Ln�m
m are the associated Laguerre polynomials.26 This

equation is symmetric in m and n. Consequently, the absorp-
tion and emission bands are mirror images of each other with
the zero-phonon line (m = 0 and n = 0) as the mirror plane. The
Stokes shift is twice the difference between the zero-phonon
line and the maximum of the absorption or emission band: EStokes =
2Emax. In case of negligible thermal occupation of vibrationally
excited states in the initial electronic state, transitions take
place only from the vibrational ground state m = 0 to different
vibrational final states n. The expressions for the relative
strengths of these transitions are much simpler than the full
expression (eqn (1)) and are generally referred to as the zero-
temperature Franck–Condon factors:10

F0
n ¼

ð
c0
�cndQ

����
����
2

¼ e�SSn

n!
: (2)

The interpretation of this equation is that the number of
excited vibrational quanta in the transition is Poisson distrib-
uted around an average of S. The expected absorption and
emission spectra are a series of lines regularily spaced at
separation �ho with relative intensities according to F0

n (eqn (1)):

WðEÞ ¼W0

X
n

F0
n f ðE; n; sÞ; (3)

in which W0 is the square of the transition moment of the
electronic transition. The summation describes the distribution of
the intensity over the individual vibronic lines. f describes the
shape of each individual line, centered on n and with a width s
(which has units of energy, so that in our reduced notation it is
always expressed in terms of �ho). At cryogenic temperatures
lines are typically narrow (s is small) resulting in distinct peaks,
while at room temperature s is larger, resulting in overlap into
a broad band.

In the next section we investigate the position of the maximum
as a function of the Huang–Rhys parameter S in the case of a small
linewidth s (corresponding to a spectrum at cryogenic temperature).

3 Relation between EStokes and S in
low-temperature spectra

In this section we show how the Stokes shift at cryogenic
temperatures depends on the Huang–Rhys parameter S. The
relation between EStokes and S is a step function, and we compare
this step function with the continuous relations commonly
used in literature.

In Fig. 4 we show the absorption and emission spectra for four
values of S at cryogenic temperature, where only transitions

Fig. 3 A graphical method to determine the Stokes shift for given poten-
tials with examples for (a) S = 2.5 and (b) S = 0.25. The difference in length
between the two arrows of the same color is the Stokes shift. Blue indicates
the method resulting in EStokes = 2S � 1, where the �1 term corresponds to
the zero-point vibration. For large S (a) there is no interpretational problem,
but for small S (b) this yields a negative Stokes shift. In red an alternative
graphical method yielding Emax = S is used. This relation gives positive
values for the Stokes shift over the whole range of S.
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from the vibrational ground state m = 0 of the initial electronic
state take place. Upon increasing S the spectra become broader
and the highest peak moves away from the zero-phonon line.
It is clear that EStokes, defined as the difference between the
maxima in the absorption and emission bands, increases with
increasing S.

For S = 1.1 the highest peaks are the peaks with a final state
n = 1 (Fig. 4a), resulting in a Stokes shift of 2 (in reduced units).
We can increase the offset between the equilibria positions of
the ground and excited state to S = 1.8 (Fig. 4b), but the same
two peaks remain the highest. The Stokes shift is therefore
still 2. Hence, different values of S result in the same value of
EStokes. For S = 2.0 (Fig. 4c) the two most intense peaks (n = 1
and n = 2) are of equal intensity. The definition of the Stokes
shift is now ambiguous. A logical choice is to use the average of
the positions, so that the Stokes shift is 3. Upon another (small)
increase of S (for example to S = 2.1, Fig. 4d), the peaks at n = 2
have the highest intensity, changing EStokes abruptly to 4.

In Fig. 5 we plot EStokes as a function of S at cryogenic
temperature, as well as the simple, commonly used relations
EStokes = 2S � 1 and EStokes = 2S (see Section 2). The isolated
points (green filled dots) are the points where two peaks are of
equal intensity (as for S = 2.0) and the Stokes shift is chosen as
if the maximum is between those two peaks.

We see that the actual peak maximum is at S rounded down
to the nearest integer. This exact relation roughly follows the
simple trend Emax = S � 1

2, but the two lines exactly coincide
only for integer and half-integer values of S. Most notably,
the Emax = S � 1

2 relation incorrectly predicts a negative Stokes
shift for S o 1

2. The simple relation Emax = S consistently
overestimates the Stokes shift in low-temperature spectra. We
can therefore conclude that the peak maximum in cryogenic
temperature spectra neither follows the relation Emax = S � 1

2
nor the relation Emax = S.

In the next section we will explore which relation is valid
upon broadening of the lines in the spectrum.

4 The effect of line broadening

In this section we increase the linewidth s until the peaks in the
spectrum overlap to create a ‘smooth’ band. In that situation
the Stokes shift between the maxima of the bands is always
between 2S � 1 and 2S.

In a real spectrum of a luminescent ion or molecule, peaks
of finite width are observed, in contrast to the infinitely narrow
lines of Fig. 4. This is due to experimental effects (the limited
resolution of the spectrometer), homogeneous broadening (due
to the finite lifetime of the initial and final states in the
transition), and inhomogeneous broadening (slight variations
in the local surroundings experienced by different dopants in a
crystal, or in the solvation of different organic molecules in a
liquid or polymer host).

Homogeneous broadening of the lines is strongly temperature
dependent, but this effect has only been studied systematically

Fig. 4 Calculated emission (blue) and absorption (orange) spectra for four different Huang–Rhys parameters S (a–d). The Stokes shift EStokes, which is
the energy difference between the absorption and emission maximum, changes abruptly with increasing S.

Fig. 5 The cryogenic temperature relation between the Huang–Rhys
parameters and the band maximum Emax (green). Red and blue lines display
the approximate relations Emax = S � 1

2 (or EStokes = 2S � 1) and Emax = S
(or EStokes = 2S) that are commonly used.
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for zero-phonon lines of dopants in crystals and glasses.
McCumber and Sturge27 found by measuring the width of R
lines in ruby that the homogeneous linewidth scales with T7 at
low temperatures. Later work demonstrated that, depending on
the dephasing mechanism, the temperature dependence of the
zero-phonon line width varies.28 As a result, the absolute value
and the temperature dependence of the homogeneous linewidth
depend on the luminescent center, its energy level structure
and its surroundings and therefore temperature cannot be
directly related to the linewidth s. Nevertheless, we know that
at room temperatures the lines are, in general, sufficiently broad
to result in a smooth spectrum with no fine structure observable.
To our knowledge, no research has been done on the broad-
ening of the vibrational replicas as a function of temperature.
In our further analysis we make the assumption of equal widths
for the zero-phonon line and all replicas.

We approximate the increasing broadening at higher temperature
by replacing the narrow lines of Fig. 4 by Gaussian functions of
increasing width. In Fig. 6 we draw spectra for different S and s
(in whichs is the standard deviation of the Gaussian function, related

to the full-width-at-half-maximum by FWHM ¼ 2
ffiffiffiffiffiffiffiffiffiffiffi
2 ln 2
p

s). Upon
broadening of the lines (blue - green - yellow - red) the fine
structure disappears and the spectrum evolves into one broad band.
The position of the maximum Emax (indicated with a dot) in this figure
depends on both S and s. However, for sufficiently broad lines such
that individual peaks are indistinguishable (green, yellow, red in
Fig. 6), Emax always lies between S � 1

2 (dashed line) and S (dotted
line). Hence, the simple relations found in textbooks and literature
define the limits between which the actual peak position lies.

In Fig. 7 we plot for the six situations already considered in
Fig. 6 how the maximum Emax shifts with increasing peak width s.

For all values of S, we distinguish three regions of values of s,
in each of which Emax and S relate in a characteristic way.

Region I

For low s, the vibronic progression shows the presence of the
multiple, separate peaks (blue lines). Peaks do not overlap
strongly, so that the highest maximum Emax (red line) lies at
exactly the position of the highest peak: at the nearest integer
rounded down from S. This region is where the step function
(green line) in Fig. 5 is valid. This spectral shape is commonly
observed for ions in solids only at cryogenic temperatures.

Region II

Upon increase of the linewidth s, the separate lines in the
spectrum ‘melt’ together. For s E 0.6, when the overlap is just
sufficient to make the individual lines indistinguishable, the
maximum of the band is Emax E S � 1

2.

Region III

As the linewidth increases even more (s c 1), the band
maximum Emax shifts towards S.

It is clear from Fig. 7 that Emax not only depends on S, but
also on the linewidth s. In Fig. 8 we compare the relation
between Emax and S for different values of s to the textbook
approximations of Emax = S � 1

2 and Emax = S. We can again
clearly see that for smooth bands (s \ 0.6; yellow, green,
blue, purple lines), the maximum always lies between Emax =
S � 1

2 and Emax = S, marked as a gray area in Fig. 8. Indeed, for
relatively small s (region II) the maximum lies roughly at Emax =
S � 1

2 while at larger s (region III) it shifts toward Emax =
S. Whether room temperature corresponds to region II

Fig. 6 Vibrational replicas become broader, start to overlap, and become indistinguishable upon increasing linewidth s. The six panels show spectra
simulated for six different values of the S. The spectra were obtained by plotting eqn (3) and assuming Gaussian lineshapes f for the vibrational replicas.
Four different ‘temperatures’ are represented by different values of the peak width s (in units of vibrational quanta �ho). The energy scale on the x-axis
is also in units of �ho with the zero-phonon line at 0. The dashed and dotted lines show the peak positions of Emax = S � 1

2 and Emax = S, respectively.
The solid colored dots give the maxima of the bands.
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(Emax = S � 1
2) or region III (Emax E S) depends on the actual

system under investigation. This makes it difficult to establish
a general definition of region II and region III in terms of
temperature.

It is possible to show mathematically under which condi-
tions the limits of Emax = S � 1

2 and Emax = S are reached. The
relevant parameter is the ratio between the individual linewidth

s (dependent on temperature), and the width �
ffiffiffiffi
S
p� �

of the
distribution of line strengths. We recall that the distribution
of line strengths is Poissonian (eqn (2)). At large S, this

distribution can be approximated by a Gaussian centered at
Emax = S � 1

2 (ref. 29 and 30)

F0
n �

1ffiffiffiffiffiffiffiffiffi
2pS
p e

�1
2

S�1
2
�n

s

� �2

: (4)

For this reason, the maximum lies at Emax E S � 1
2 for large S

(blue and green lines in inset of Fig. 8).
However, the Gaussian approximation of eqn (4) is only

good close to the maximum of the distribution. Around the
tails, it is significantly worse. If the individual linewidth s becomes

comparable to the distribution width
ffiffiffiffi
S
p

(region III in Fig. 7),
then also the tails of the distribution start to contribute the
position of the maximum, shifting it away from Emax E S� 1

2. In
fact, for broad lines we can approximate the derivative of the
Gaussian lineshape f (E,n,s) as

d

dE
e�

1
2

E�n
s

� �2
� �1

s
E � n

s

� �
: (5)

The complete spectrum is the sum of the individual Gaussian
lines according to eqn (3). If s c Emax � n for all lines n with

significant strength (which is roughly up until
ffiffiffiffi
S
p

from the
maximum), then the position of the overall maximum Emax at
large s c Emax � n satisfies

d

dE

X
n

F0
n e
�1
2

E�n
s

� �2 ����
E¼Emax

�
X
n

�F
0
n

s
Emax � n

s

� �
¼ 0; (6)

which can be solved to

Emax ¼
X
n

nF0
n ¼ S: (7)

Fig. 7 The position (red line) of the maximum in a spectrum consisting of overlapping vibrational replicas shifts as the individual replicas broaden. Upon
increasing the peak width (i.e. temperature) the positions (solid lines) of maxima in the spectrum shift, and maxima disappear. Eventually a single
maximum (where the derivative is zero and the second derivative is negative) evolves from the initially highest peak. There are three regions: (I) at low
temperature the highest peak position is at N, where N is S rounded down to the nearest integer. (II) Around s = 0.6 individual lines disappear and the
maximum shifts toward S � 1

2 (dashed line), but never to negative values. (III) The maximum approaches S (dotted line) as the linewidth increases even
more. It is therefore possible that with increasing linewidth the position of the maximum continuously shifts over a range of almost �ho (for S = 0.9 and S =
1.8). Or the maximum can shift back and forth over a range of almost 1

2�ho (for S = 1.1 and S = 3.0).

Fig. 8 The relation between the position of the peak maximum Emax

and the Huang–Rhys parameter S for a variety of peak widths s. The
gray dashed line corresponds to Emax = S � 1

2 and the (purple) line for
s = 25 coincides approximately with Emax = S. For smooth bands (s4 0.6),
the maximum is always between Emax = S � 1

2 and Emax = S, marked by the
gray area.
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Hence, the maximum approaches the limiting value of Emax =

S � 1
2 if S c 0 and

ffiffiffiffi
S
p
� s, or Emax = S if s�

ffiffiffiffi
S
p

. Unfortu-
nately, typical room temperature spectra of luminescent centres in
crystals are in neither limit, which leads to intermediate values
for Emax (gray area in Fig. 8).

5 The effect of thermal occupation of
vibrationally excited states

In this section we take into account, in addition to line broad-
ening, the thermal occupation of excited vibrational states. We
show that this influences the shape and the position of the
maximum of the spectrum, but that the Stokes shift is still
found in the range between 2S � 1 and 2S.

We consider the effect of thermal energy on the shape of the
spectrum. At finite temperatures excited vibrational states with
m 4 0 can be occupied within the initial electronic state. More
precisely, the population in a state m is proportional to the
Boltzmann factor p(m) p e�m/kT. As a result, the spectrum
contains contributions from transitions from any initial level m
to any final level n. The total spectrum is a sum over both m
and n weighted by Boltzmann factors and overlap integrals
(compare eqn (3))

WðEÞ ¼W0

X
m

pðmÞ
X
n

Fm
n f ðE; n�m; sÞ: (8)

In Fig. 9a and b we show how thermal occupation influences
the shape and the position of the maximum of the spectra. The
solid lines in the figure are the spectra in the case of no thermal
occupation (equal to Fig. 6 and 7), the dashed lines show the

situation for kT = 1 (in units of �ho). This corresponds to room
temperature if the vibrational energy is 200 cm�1. Examples
given later in this paper show that for an ion in a solid a typical
value for the energy of the coupling vibration is a few hundred cm�1

(e.g. for ruby a vibrational energy of 250 cm�1 is observed in the
emission spectrum10).

At narrow linewidths (blue lines) there is a different dis-
tribution of intensity over the peaks, including anti-Stokes lines
at E o 0. For large s, thermal occupation broadens the bands,
both on the low-energy as well as on the high-energy side. The
positions of the maxima (open dots) deviate slightly from the
case where thermal occupation is neglected (filled dots). In
Fig. 9c and d the positions Emax are shown as a function of s
with (dashed lines) and without (solid lines) the effect of
thermal occupation at kT = 1. Even though there is a small
change in Emax when thermal occupation is included, the
maxima of smooth bands (region II and III) do not shift much,
and are still between Emax = S � 1

2 and Emax = S. We have also
verified this for much larger values of kT.

From the discussion so far, we can conclude that the two
models in literature, EStokes = 2S � 1 and EStokes = 2S, describe
the relation between EStokes and S in two different limiting
cases. We found that the relation between EStokes and S depends
on the linewidth s. In smooth bands, the Stokes shift changes
from 2S � 1 to 2S upon increasing s. The two literature
relations define the two limits of the possible values of EStokes.
These two relations are therefore only correct for specific limits
of S and s and cannot be applied universally.

We can now construct guidelines on how to translate the
experimental Stokes shift into a Huang–Rhys parameter S. The
Stokes shift can at best be converted to a value for S accurate to

Fig. 9 (a) and (b) The influence of thermal occupation of higher vibrational levels on the shape of the spectrum, plotted according to eqn (8) with
Gaussian lineshape f. The solid lines correspond to the case of no thermal occupation (only transitions from m = 0, equal to Fig. 6), the dashed lines to
thermal occupation at kT = 1. The dashed vertical lines are Emax = S, the dotted vertical lines Emax = S � 1

2. (c) and (d) The influence of thermal occupation
on the position of the maximum of the band. The solid lines represent the case of no thermal occupation (i.e. only transitions from m = 0, equal to Fig. 7),
the dashed lines include the effect of thermal occupation at kT = 1. The dashed horizontal lines are Emax = S � 1

2, the dotted horizontal lines are Emax = S. It
is clear that thermal occupation has a small influence on the position of the maxima and that in the regions of continuous band (region II and III) the
positions of the maxima are close to each other and always between Emax = S � 1

2 and Emax = S.
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within a range S = (1
2EStokes + 1

4) � 1
4. Equivalently, for the Stokes

shift as a function of S the range is EStokes = (2S � 1
2) � 1

2 (but
never smaller than 0). This uncertainty in Huang–Rhys factor of
s(S) = 1

4 means that also the experimental determination of the
equilibrium position offset DQe comes with an inherent inaccuracy.
More precisely, the uncertainty in Huang–Rhys factor translates

into an uncertainty in equilibrium position offset of s DQeð Þ ¼

dDQe

dS
sðSÞ ¼ 1

4

ffiffiffiffiffiffi
a
2S

r
(with a = Mo/�h as defined in Section 2). The

relative uncertainty is
s DQeð Þ
DQe

¼ 1

8S
. This means that from

experimental spectra one can determine the equilibrium posi-
tion offset with a (relative) accuracy that depends on S. For
example, for S = 1 the relative error is 12.5%, while for S = 3 this
is only 4.2%.

6 Relation between barycenter and S

In this section, we examine the relation between the barycenter
Ebc of the spectra and the Huang–Rhys parameter S. We show
that, while the relation between the Stokes shift and S depends
on line broadening and thermal occupation, the relation between
DEbc and S does not. As a result, DEbc can be used to give a precise
value of S for a given spectrum.

A parameter which can be used for an alternative method
to obtain S from room temperature spectra is the barycenter of
the absorption (or emission) band. As the vibrational coupling
increases, not only the maxima of the bands move apart,
but also their barycenters. The barycenter of an absorption
(or emission) band W(E) is defined as the average absorption
(or emission) energy:

Ebc ¼
Ð
WðEÞE dEÐ
WðEÞ dE : (9)

First we consider the case of no thermal occupation, and show
that the position of the barycenter of a band is independent of
line broadening. This is in contrast to the position of the
maximum, which shifts as the linewidth changes (see above).
The barycenter of a band W(E) as described by eqn (3) is at

E0
bc ¼

X
n

F0
n

ð1
�1

f ðE; n; sÞE dE: (10)

Here the superscript 0 on E0
bc denotes the absence of thermal

occupation (T = 0), and f (E,n,s) is the normalized lineshape of
an individual line centered at n and with a linewidth s. The
integral

Ð1
�1 f ðE; n; sÞE dE gives the barycenter of the indivi-

dual line n, which for symmetric line broadening always lies at
n. We obtain

E0
bc ¼

X
n

F0
n n ¼ S: (11)

Hence, the exact shape of f does not affect the position of the
overall barycenter E0

bc as long as the barycenter of each individual
line remains at n. Gaussian (or Lorentzian, or Voigt) broadening,

independent of the extent (or even if different lines have a
different but symmetric shape), does therefore not influence
the barycenter of the total band.

The second effect we take into account is the thermal
occupation of vibrationally excited states. Fig. 10 displays the
spectra from different initial vibrational states m, with line
intensities of transitions to the different final states n according
to eqn (1). Contrary to the spectrum for m = 0, spectra from
vibrationally excited states (m 4 0) do not have an envelope
with the shape of one broad band (compare gray lines for m = 0
and m = 1). Instead, there are, for example, lines with low
strength between two adjacent lines with higher strength.
Moreover, the spectra for m 4 0 extend over a larger energy
range, both on the low-energy and high-energy side. This
explains why we observe in Fig. 9 that thermal occupation
broadens bands on both sides.

Interestingly, doing a numerical analysis confirms that for all
m and S the barycenter lies exactly at Em

bc ¼
P
n

Fm
n ðn�mÞ ¼ S

(dotted line in Fig. 10). This means that the barycenter Em
bc is

constant at S, regardless of the value of m. The experimental
spectrum is a (thermally averaged) sum of the spectra from
different initial vibrational states m. Therefore it has the barycen-
ter at Ebc = S, independent of the extent of thermal occupation.

Hence, the position Ebc of the barycenter of a band is not
dependent on line broadening nor on thermal occupation.
Consequently, the distance DEbc between the barycenters of
the experimental emission and the absorption bands is a very
convenient observable to directly convert to the microscopic
Huang–Rhys parameter: S = 1

2DEbc.

Fig. 10 Calculated absorption spectra from different initial vibrational
levels m with S = 2. The dashed line indicates the zero-phonon line, the
dotted line Ebc = S indicates the barycenter for all the displayed spectra.
The gray lines for m = 0 and m = 1 indicate the shape of the envelope. The
effect of thermal occupation is taken into account by calculating a
Boltzmann weighted sum of these spectra.
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7 Guidelines for obtaining S from
experimental spectra

In this last section we provide guidelines for determining the
Huang–Rhys parameter S from experimental spectra. We discuss
the advantages and disadvantages of using the Stokes shift or
the barycenters. We also emphasize how experimental spectra
should be corrected before analysis.

Before an experimental spectrum is used to determine the
Stokes shift or barycenter, it must be converted to the correct
form. The absorption and emission spectra, corrected for the
instrumental response function, are most commonly recorded
as a function of wavelength l. Determining the Stokes shift or
barycenter requires conversion to an energy scale, in which the
emission spectrum f(l) needs to be converted from photon flux
per constant wavelength interval to photon flux per constant

energy interval:31 dfðEÞ
dE

/ dfðlÞ
dl

l2.

We must further realise that W(E) in eqn (1) and (3) is
the transition moment squared, not the absorbance or
emission photon flux that are measured in experiments.
Comparison with theory therefore requires that the raw experi-
mental data are first converted. The absorbance A(E) (=�log
T(E), with T the transmission) is directly proportional to
useful parameters such as the molar extinction coefficient
e(E) (units of M�1 cm�1), the absorption coefficient a(E)
(units of cm�1) or the absorption cross-section s (units of
cm2). However, the conversion to transition moment squared
involves a factor of energy: A(E) p EW(E).10 Therefore the
experimental absorption spectrum must be divided by E to
obtain a spectrum that can be compared with theory. Conver-
sion of the emission spectrum (the photon flux f(E) per unit of
energy) to transition moment squared even involves a E3

correction, due to the energy-dependent density of optical
states: f(E) p E3W(E). Consequently, the experimental emis-
sion spectrum should be corrected by dividing by a factor E3

before analysis,10 which is rarely done in the field of lumines-
cence spectroscopy.

We now discuss the advantages and disadvantages of deter-
mining the Huang–Rhys parameter S in three ways: (1) fitting
the spectrum to eqn (3), (2) converting the Stokes shift to S
(accurate to within a range) and (3) converting the difference
between barycenters to S.

I. Fitting the spectrum

For cryogenic temperature spectra in which the fine structure is
clearly visible, the line strengths in the spectrum can be fitted
to eqn (3). The advantage of this procedure is that it directly
relates the shape of the experimental spectrum to the theore-
tical spectrum according to eqn (3) and that any deviations
from the theory are immediately visible. The disadvantages
are that this method is difficult to apply if line shapes deviate
from a simple model (Gaussian or Voigt) function, if individual
lines strongly overlap (which is typical at room temperature),
or if there is a background of other vibronic progressions in
the spectrum.

II. Determining the Stokes shift

The Stokes shift, being the energy separation between the
maxima of the absorption and an emission spectra, can be
determined in a straightforward way. This provides an easy way
to obtain a value for S. A further advantage of using this method
is that shifts due to weak coupling to other vibrations or due to
any other background signal are minor. The disadvantage is
that for smooth bands the Stokes shift cannot be related to
S more accurately than within the range S = (1

2EStokes + 1
4) � 1

4,
while for spectra showing fine structure the uncertainty is
even larger.

III. Determining the barycenter

The barycenter of a spectrum W(E) can be found by evaluating
the integral

Ebc ¼
Ð
WðEÞE dEÐ
WðEÞdE (12)

The difference between the barycenters of the absorption and
emission spectra is equal to DEbc = 2S. The advantage of using
this method is that the conversion to S is absolute and
independent of thermal effects. Most notably, DEbc can be
converted to an accurate value of S even at cryogenic tempera-
tures, where spectra show fine structure. This provides a way of
determining S that is easier than fitting the cryogenic tempera-
ture spectrum to the progression of F0

n (eqn (3)). A disadvantage
is that DEbc of the electronic transition of interest can be
difficult to determine if there is a large background signal in
the spectrum, especially when this background has a slope.
Furthermore, while the coupling of the electronic transition to
other vibrations does not necessarily have a strong influence on
the peak maximum, it can have a strong influence on the
position of the barycenter. Vibrations with a high vibrational
energy, even if they couple only weakly, can strongly influence
the position of the barycenter.

For any method aimed at converting the Stokes shift into the
Huang–Rhys parameter, complications may arise. Some are of
experimental origin. For example, reabsorption of the zero-
phonon line and anti-Stokes lines (only at elevated tempera-
tures) deforms and reduces the observed strength of these lines
in emission spectra. As a result, the Stokes shift may appear
larger than it would in the absence of reabsorption.32 Another
experimental problem that is encountered with strongly
absorbing dopants is saturation of the absorption spectrum,
due to almost full absorption of all incoming light within the
absorption band. This happens when the number of trans-
mitted photons is under the detection limit of the absorption
spectrometer, in which case the shape of the absorption band
is lost and quantitative analysis is impossible. Excitation
spectra are sometimes recorded as a substitute for the absorp-
tion spectrum. It is however important to realize that excitation
spectra are deformed compared to the absorption spectrum
A(E). The emitted photon flux f(Ex) is proportional to the
number of absorbed photons of excitation energy Ex: f(Ex) p

1 � T(Ex). Using the Beer–Lambert law A(E) = �log T(E),
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we can approximate the excitation spectrum for small absor-
bance A(E) as

f Exð Þ / 1� T Exð Þ ¼ 1� 10�A Exð Þ

� A Exð Þ ln 10�
1

2
A Exð Þ ln 10ð Þ2

(13)

For small A(E) { 0.1 the linear approximation of the Beer–
Lambert law (up to the first term on the right) is very good, so
that excitation spectrum is directly proportional to the true
absorbance. Already at moderate values for A(E), however,
higher-order terms become significant. This leads to deviations
between the excitation spectrum f(Ex) and the absorption
spectrum A(E). For example, for an absorbance of A = 0.1
(20% of the light is absorbed) the peak of the excitation
spectrum is 5% weaker than in the linear approximation of
the Beer–Lambert law. The excitation spectrum spectrum can
still be used to find the position of the absorption maximum, but
more quantitative analyses (such as to determine the barycenter of
the absorption band) require a true absorption spectrum. For
an accurate determination of S it is important to measure on
samples with extremely low doping concentration to prevent
reabsorption and distortion of the spectra due to saturation or
non-linearities. Indeed, the best results are often obtained for
dopant concentrations below 0.1%.33

Even in the absence of experimental difficulties, the physical
properties of a particular luminescent center may deviate from
the ideal behaviour so far assumed. The relevant vibrational
mode can for example have a significant anharmonic contribu-
tion (i.e. a deviation from the parabolic approximation as
depicted in Fig. 1). Anharmonicity leads to a deviation from
the fixed intervals of �ho between lines in the vibronic progres-
sion, and to line strength distributions that deviate from
eqn (1).34 In the situation of harmonic but unequal vibrational
energies in the ground and excited state, the absorption and
emission spectra have different shapes and are not mirror
images of each other. This complicates the relation between S
and the Stokes shift. Also, there can be coupling to multiple
rather than a single vibrational mode, resulting in a more
complicated vibronic progression than discussed so far.35–37

Most importantly, the Stokes shift is between the absorption
and emission band originating from the same electronic tran-
sition. Many dopants or molecules show multiple electronic
transitions in the infrared/visible/UV part of the spectrum. It is
important to realize that the concept of Stokes shift, and
conclusions about the Huang–Rhys parameter S and the offset
DQe of equilibrium positions are only meaningful if they are
extracted from well-resolved emission and absorption spectra
of the same electronic transition. The concept ‘Stokes shift’
should not be used for the energy difference between absorp-
tion by one electronic transition and emission from another.1

In some systems the vibronic progressions of two or more
electronic transitions overlap, making it impossible to accu-
rately resolve the shape and peak position of individual
transitions. This problem may be solved by recording spectra

at cryogenic temperatures, where transition lines are sharper
and less likely to overlap.

Finally, we note that we have written all relations between
EStokes or DEbc and S in reduced units of �ho. Knowledge of the
vibrational energy �ho is required to use these relations in
practice. The vibrational energy can often be obtained from a
spectrum at cryogenic temperature as the energy difference
between adjacent lines. If a low-temperature spectrum is not
available or does not show vibrational fine structure, it is useful
to note that the vibrational energies of similar ions doped in
the same host lattice differ only little. This is because the
energy of a symmetric breathing vibration, which is often the
dominant mode, depends only on the mass of the ligands and
the force constant of the bond between the ligands and the
dopant ion. For luminescent materials with the same host
lattice, the ligands have the same mass. Theoretical calcula-
tions show that the force constant of the bond does not strongly
depend on the type of dopant ion. For example, the energy of
the symmetric breathing modes of Pr3+ and Ce3+ doped CaF2

only differ by 1% (respectively 505 cm�1 and 512 cm�1 in the
ground state).38,39 In Mn2+-doped CaF2 the symmetric breath-
ing mode in the ground state has an energy of 431 cm�1

(ref. 40). Even though the electronic configuration of Mn2+ is
very different from those of Pr3+ and Ce3+, the deviation in the
vibrational energy is only 15%. Experimentally, this weak
dependence of the vibrational energy on the dopant ion has
also been observed,1 for example the symmetric stretching
mode energies of Tb3+, Ce3+, Er3+ and Pr3+ in Cs2NaYCl4 are
respectively 290 cm�1 (ref. 35), 279 cm�1 (ref. 36), 298 cm�1 and
282 cm�1 (ref. 37).

Based on information on vibrational energies in the litera-
ture, it is usually possible to obtain a reliable estimate of �ho if
luminescence spectra do not show fine structure. Typical
vibrational energies are 400–500 cm�1 for oxides and fluorides,
250–300 cm�1 for chlorides and around 200 cm�1 for bromides,
with higher vibrational energies if the cation has a higher
charge or smaller mass.

8 Conclusions

The Stokes shift (EStokes) is a well-established concept in lumi-
nescence spectroscopy and is defined as the energy difference
between absorption and emission band maxima for an electro-
nic transition. It is widely applied to characterize optical
transitions and to determine the Huang–Rhys parameter S
which is related to the equilibrium position offset DQe between
the ground and excited state. Surprisingly, the relation between
the Stokes shift and S is not as unambiguous as one might
expect. In the literature the Stokes shift is given as both 2S � 1
and 2S (in units of the vibrational energy �ho). In this paper we
show, starting from the ideal harmonic oscillator model, how
the maximum of absorption and emission bands shift for
different S and as a function of temperature and how this
affects EStokes. For low-temperature spectra showing sharp vibronic
lines, the Stokes shift is a step-function of S. For higher

Paper PCCP

Pu
bl

is
he

d 
on

 0
2 

Ju
ne

 2
01

5.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ite
it 

U
tr

ec
ht

 o
n 

09
/1

0/
20

15
 1

3:
17

:5
9.

 
View Article Online

http://dx.doi.org/10.1039/c5cp02093j


This journal is© the Owner Societies 2015 Phys. Chem. Chem. Phys., 2015, 17, 16959--16969 | 16969

temperatures, where line broadening (characterized by a line-
width s of the vibronic lines) gives rise to smooth absorption
and emission bands, the Stokes shift varies for the same value
of S, but is always between 2S � 1 and 2S. The definitions
EStokes = 2S � 1 and EStokes = 2S used in the literature are limits,
valid only for specific values of S and s.

An unambiguous determination of S from experimentally
observed spectra is shown to be possible from the position of
the barycenters of absorption and emission bands. The energy
difference between the barycenters of the emission and absorp-
tion bands is directly related to S by DEbc = 2S and is indepen-
dent of line broadening and thermal occupation of higher
vibrational levels. Hence, DEbc is a convenient and reliable
alternative to the Stokes shift for determining the microscopic
parameter S from experimental spectra.

Finally, procedures and hurdles for obtaining experimental
spectra that can be used for determining S are discussed. In
addition to correcting for the instrumental response, spectra
need to be converted to an energy scale and be corrected for the
relation between line strength and the observable in the spectra
(absorption or photon flux in emission). To prevent distortion
of spectra due to e.g. reabsorption and saturation effects,
measurements on highly diluted systems are required. Combined
with the analysis procedure based on barycenter energies, this
allows for an accurate determination of the Huang–Rhys para-
meter S for electronic transitions that can be related to quantum
mechanical calculations of the equilibrium position offset DQe.
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